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In this paper, we introduce the spaces (2¢) and 0(
2¢) which are -spaces of non-absolute

type and we prove that these spaces are linearly isomorphic to the spaces  and 0 respectively. Moreover,

we give some inclusion relations and compute the ¡, ¡ and ¡duals of these spaces. We also determine

the Schauder basis of the (2¢) and 0(
2¢) Lastly we give some matrix transformations between

of these spaces and others.

2010 Mathematics Subject Classi…cation: 46A45, 46B20
Key words: 2-convergence, -spaces, ¡ ¡ and ¡ duals, matrix mappings, di¤erence se-

quence spaces

1 Introduction

A sequence space is de…ned to be a linear space of real or complex sequences. Let  denote the spaces
of all complex sequences. If  2 , then we simply write  = () instead of  = ()

1
=0.

Let  be a sequence space. If  is a Banach space and

 :  !   () =  ( = 1 2 )

is a continuous for all ,  is called a ¡space.
We shall write 1  and 0 for the sequence spaces of all bounded, convergent and null sequences,

respectively, which are ¡spaces with the norm given by kk1 = sup jj for all  2 N
For a sequence space  the matrix domain  of an in…nite matrix  de…ned by

 = f = () 2  :  2 g (1)

which is a sequence space. We denote the collection of all …nite subsets of N by F.
M. Mursaleen and A. K. Noman [9] introduced the sequence spaces 1 

 and 0 as the sets of
all ¡  ¡  and ¡  sequences as follows;

1 = f 2  : sup

j¤()j 1g

 = f 2  : lim
!1

¤() g

0 = f 2  : lim
!1

¤() = 0g

where ¤ () = 1


P
=0

( ¡ ¡1)  2 N Also they generalized  and 0 spaces de…ning 
 (¢),

0 (¢) spaces using the di¤erence operator. They studied some properties of these spaces in [8]. N.
L. Braha and F. Başar introduced the in…nite matrix  () = f ()g1=0 such as;

 () =

(
¢2
¢

 0 ·  · ;

0   

for all   2 N and they de…ned  (1)   () and  (0) spaces in [11] as follows;

(1) =

½
 2  : sup


j()j 1

¾


() =
n
 2  : 9 2 C 3 lim


() = 

o


(0) =
n
 2  : lim


() = 0

o

where () =
1
¢

P
=0

¡
¢2

¢
. They examined some properties of these spaces. In literature,

some authors have constructed new sequence spaces by using matrix domain of in…nite matrix and
have introduced some topological properties. (see [2], [4], [12])

1
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2 The sequence spaces (2¢) and 0(
2¢)

In this section, we de…ne the sequence spaces (2¢) and 0(
2¢) as follows;

(2¢) =
n
 2  : lim

!1
¤2() 

o

0(
2¢) =

n
 2  : lim

!1
¤2() = 0

o

where ¤2() =
1
¢

P
=0

¡
¢2

¢
( ¡ ¡1) for all   2 N ¢ denotes the di¤erence operator. i.e.,

¢0 = , ¢ =  ¡ ¡1, ¢2 =  ¡ 2¡1 + ¡2 and ¢ =  ¡ ¡1.  = ()1=0 is a
strictly increasing sequence of positive reals tending to in…nity, that is 0  0  1  and  !1
as  ! 1 and +1 ¸ 2 for all  2 N. Here and in sequel, we use the convention that any term
with a negative subscript is equal to naught. e.g. ¡1 = ¡2 = 0 and ¡1 = 0 On the other hand,
we de…ne the matrix ¤2 =

¡
2

¢
for all   2 N by

2 =

8
><
>:

¢2(¡+1)
¢

;   
¢2
¢

;  = 

0;   

(2)

The equality can be eaisly seen from

¤2() =
1

¢

X

=0

¡
¢2

¢
( ¡ ¡1) (3)

for all  2 N and every  = () 2  Then it leads us together with (1) to the fact that

0
¡
2¢

¢
= (0)¤2 and 

¡
2¢

¢
= ()¤2 . (4)

The matrix ¤2 = 2 is a triangle, i.e., 2 6= 0 and 2 = 0 (  ) for all   2 N. Further,
for any sequence  = () we de…ne the sequence 

¡
2
¢
=
©

¡
2
¢ª

as the ¤2-transform of , i.e.,

¡
2
¢
= ¤2() and so we have that


¡
2
¢
=

¡1X

=0

¢2 ( ¡ +1)

¢
 +

¢2
¢

 (5)

for  2 N Here and in what follows, the summation running from 0 to  ¡ 1 is equal to zero when
 = 0 Also it can be written from (3) with (5) for  2 N such as;


¡
2
¢
=

X

=0

¢2
¢

( ¡ ¡1) 

Theorem 1 0(
2¢) and (2¢) are BK-spaces with the norm

kk(0)¤2 = kk()¤2 = sup
¯̄
¤2()

¯̄


Proof. We know that  and 0 are ¡spaces with their natural norms from [6]. (4) holds and
¤2 = 2 is a triangle matrix and from Theorem 4312 of Wilansky [1], we derive that 0(

2¢) and
(2¢) are ¡spaces. This completes the proof.

Remark 2 The absolute property does not hold on the 0(2¢) and (2¢) spaces. For instance, if
we take jj = (jj) we hold kk()¤2 6= kjjk()¤2 Thus, the space 0(

2¢) and (2¢) are BK-space
of non-absolute type.

Theorem 3 The sequence spaces 0(
2¢) and (2¢) of non-absolute type are linearly isomorphic

to the spaces 0 and  respectively, that is 0(
2¢) »= 0 and (2¢) »= 

2
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Proof: We only consider 0(
2¢) »= 0 and others will prove similarly. To prove the theorem we

must show the existence of linear bijection operator between 0(
2¢) and 0 Hence, let de…ne the

linear operator with the notation (5), from 0(
2¢) and 0 by ! 

¡
2
¢
= 

Then  = 
¡
2
¢
= ¤2 () 2 0 for every  2 0(

2¢) Also, the linearity of  is clear. Further,
it is trivial that  = 0 whenever  = 0. Hence  is injective.

Let  = () 2 0 and de…ne the sequence  =
©

¡
2
¢ª

by


¡
2
¢
=

X

=0

X

=¡1
(¡1)¡ ¢

¢2
 (6)

and we have


¡
2
¢
¡ ¡1

¡
2
¢
=

X

=¡1
(¡1)¡ ¢

¢2


Thus, for every  2 N we have by (5) that

¤2() =
1

¢

X

=0

[¢ ( ¡ ¡1¡1)] = 

This shows that ¤2() =  and since  2 0 we obtain that ¤2() 2 0 Thus we deduce that
 2 0(

2¢) and  =  Hence  is surjective.
Further, we have for every  2 0(

2¢) that

kk0 = kk1 =
°°
¡
2
¢°°

1
=
°°¤2()

°°
1
= kk

(0)¤2

which means that 0(
2¢) and 0 are linearly isomorphic.

3 Some inclusion relations

Theorem 4 The inclusion 0
¡
2¢

¢
½ 

¡
2¢

¢
strictly holds.

Proof. 0
¡
2¢

¢
½ 

¡
2¢

¢
is clear. To show strict, consider the sequence  = () de…ned by

 =  + 1 for all  2 N Then we obtain that

¤2() =
1

¢

X

=0

¡
¢2

¢
( ¡ ¡1) = 1; ( 2 N)

for  2 N which shows that ¤2() 2 ¡0 Thus, the sequence  is in 
¡
2¢

¢
but not in 0

¡
2¢

¢


Hence the inclusion 0
¡
2¢

¢
½ 

¡
2¢

¢
is strict and this completes the proof.

Theorem 5 The inclusion  ½ 0
¡
2¢

¢
strictly holds.

Proof. Let  2  Then, ¤2() 2 0 This shows that  2 0
¡
2¢

¢
 Hence, the inclusion  ½

0
¡
2¢

¢
holds. Then, consider the sequence  = () de…ned by  =

p
 + 1 for  2 N It is trivial

that  2  On the other hand, it can easily be seen that ¤2() 2 0 and  2 0
¡
2¢

¢
Consequently,

the sequence  is in 0
¡
2¢

¢
but not in  We therefore deduce that the inclusion  ½ 0

¡
2¢

¢
is

strict.

Corollary 6 0 ½ 0
¡
2¢

¢
and  ½ 

¡
2¢

¢
strictly hold.

Theorem 7 Although the spaces 1 and 0
¡
2¢

¢
overlap, the space 1 does not include the space

0
¡
2¢

¢


Proof. It can be seen from the sequence  which was de…ned in Theorem 5, is in 0
¡
2¢

¢
but not

in 1

3
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Lemma 8  2 (1 : 0) if and only if lim

P


jj = 0

Theorem 9 The inclusion 1 ½ 0
¡
2¢

¢
strictly holds if and only if  2  (0) where the sequence

 = () is de…ned by

 =

¯̄
¯̄1¡ ¢

2+1
¢2¡1

¯̄
¯̄ ; ( 2 N) 

Proof. Let 1 ½ 0
¡
2¢

¢
. Then, we obtain that ¤2 () 2 0 for every  2 1 and the matrix

¤2 =
¡
2

¢
is in the class (1 : 0)  It follows by Lemma 8

lim


X



¯̄
2

¯̄
= 0 (7)

From de…nition of ¤2 =
¡
2

¢
given in (2) we have

X



¯̄
2

¯̄
=

1

¢

¡1X

=0

¯̄¡
¢2 ¡¢2¡1

¢¯̄
+
¢2
¢

 (8)

From (7)

lim


¢2
¢

= 0 (9)

and

lim


1

¢

¡1X

=0

¯̄
¢2 ( ¡ +1)

¯̄
= 0 (10)

We have
1

¢

¡1X

=0

¯̄
¢2 ( ¡ +1)

¯̄
=
¢¡1
¢

"
1

¢¡1

¡1X

=0

¡
¢2

¢


#

and since lim
¢¡1
¢

= 1 by (9); we have from (10) that

lim


1

¢

¡1X

=0

¡
¢2

¢
 = 0 (11)

which shows that  = () 2  (0).
Conversely, let  = () 2  (0)  Then we have that (11) holds. Also we obtain that

1

¢

X

=0

¯̄
¢2 ( ¡ +1)

¯̄
=

1

¢

¡1X

=0

¢2

· 1

¢¡1

¡1X

=0

¢2

This and (11) provides (10). On the other hand, we have that
¯̄
¯̄¢2 ¡ 0
¢

¯̄
¯̄ =

¯̄
¯̄2¡1 ¡ ( + ¡2 ¡ 0)

¢

¯̄
¯̄

=

¯̄
¯̄
¯
1

¢

¡1X

=0

¢2 ( ¡ +1)

¯̄
¯̄
¯

· 1

¢

¡1X

=0

¯̄
¢2 ( ¡ +1)

¯̄


From (10), we derive that

lim


¢2
¢

= lim


¢2 ¡ 0
¢

= 0

This provides (9). Hence, we obtain from (8) that (7) holds. From Lemma 8 ¤2 2 (1 : 0) 
Hence, the inclusion 1 ½ 0

¡
2¢

¢
holds. This inclusion is strict from Theorem 7. The proof is

completed.

4
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Corollary 10 If lim
¢2+1
¢2

= 1, then the inclusion 1 ½ 0
¡
2¢

¢
is strict.

4 The bases for the spaces 
¡
2¢

¢
and 0

¡
2¢

¢

If a normed sequence space  contains a sequence () with the property that for every  2  there
is a unique sequence () of scalars such that

lim

k¡ (00 + 11 + + )k = 0

Then () is called a Schauder basis (or brie‡y basis) for  The series
P

 which has the sum
 is then called the expansion of  with respect to () and written as  =

P




Theorem 11 De…ne the sequence ()
¡
2
¢
2 0

¡
2¢

¢
for every …xed  2 N and by

() (2)=





¢
¢2

¡ ¢
¢2+1

;   
¢
¢2

;  = 

0;   

() The sequence
n

()


¡
2
¢o1

=0
is a Schauder basis for the space 0

¡
2¢

¢
and every  2

0
¡
2¢

¢
has a unique representation of the form

 =
X




¡
2
¢
()

¡
2
¢

() The sequence
n
 
(0)


¡
2
¢
 
(1)


¡
2
¢
 
o
is a Schauder basis for the space 

¡
2¢

¢
and every

 2 
¡
2¢

¢
has a unique representation of the form

 = +
X



£

¡
2
¢
¡ 
¤
()

¡
2
¢

where 
¡
2
¢
= ¤2 () for all  2 N and the sequence  = () is de…ned by  =  + 1

Corollary 12 The di¤erence sequence spaces 
¡
2¢

¢
and 0

¡
2¢

¢
are seperable.

5 The ¡ ¡ and ¡duals of the spaces 
¡
2¢

¢
and 0

¡
2¢

¢

In this section, we introduce and prove the theorems determining the ¡ ¡ and ¡ duals of the
di¤erence sequence spaces 

¡
2¢

¢
and 0

¡
2¢

¢
of non-absolute type. For arbitrary sequence spaces

 and  ,the set  (  ) de…ned by

 (  ) = f = () 2  :  = () 2  for all  = () 2 g (12)

is called the multipier space of  and  With the notation of (12); the ¡ ¡ and ¡duals of a
sequence space  which are respectively denoted by  and  are de…ned by

 = ( 1)  
 = ( ) and  = ( ) 

Now, we may begin with lemmas which are given in [10]. We are needed them in proving theorems.

Lemma 13  2 (0 : 1) = ( : 1) if and only if

sup
2F

X



¯̄
¯̄
¯
X

2


¯̄
¯̄
¯ 1

5

797

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Sinan ERCAN et al 793-801



Lemma 14  2 (0 : ) if and only if

lim


 exists for each  2 N (13)

sup


X



jj 1 (14)

Lemma 15  2 ( : ) if and only if (13) and (14) hold, and

lim


X



 exists. (15)

Lemma 16  2 (0 : 1) = ( : 1) if and only if (14) holds.

Lemma 17  2 (1 : ) if and only if (13) holds and

lim
!1

X



jj =
X



jj .

Theorem 18 The ¡dual of the space 
¡
2¢

¢
and 0

¡
2¢

¢
is the set

1 =

(
 = () 2  : sup

2F

X



¯̄
¯̄
¯
X

2


¡
2
¢
¯̄
¯̄
¯ 1

)
;

where the matrix 2 =
³

2



´
is de…ned via the sequence  = () by


2

=





³
¢
¢2

¡ ¢
¢2+1

´
;   

¢
¢2

;  = 

0;   

Proof. We prove the theorem for the space 0
¡
2¢

¢
 Let  = () 2  Then, we obtain the

equality

 =
X

=0

X

=¡1
(¡1)¡ ¢

¢2
 = 2

 () ; ( 2 N)  (16)

Thus, we observe by (16) that  = () 2 1 whenever  = () 2 0
¡
2¢

¢
or 

¡
2¢

¢
if and

only if 2 2 1 whenever  = () 2 0 or  This means that the sequence  = () is in the ¡dual
of the spaces 0

¡
2¢

¢
or 

¡
2¢

¢
if and only if  2 (0 : 1) = ( : 1)  We therefore obtain by

Lemma 13 with  instead of  that  2
©
0
¡
2¢

¢ª
=
©

¡
2¢

¢ª
if and only if

sup
2F

X



¯̄
¯̄
¯
X

2

2



¯̄
¯̄
¯ 1

Which leads us to the consequence that
©
0
¡
2¢

¢ª
=
©

¡
2¢

¢ª
= 1 This concludes proof.

Theorem 19 De…ne the sets

2 =

8
<
: = () 2  :

1X

=

 exists for each  2 N

9
=
;

3 =

(
 = () 2  : sup

2N

¡1X

=0

j ()j 1

)

4 =

½
 = () 2  : sup

2N

¯̄
¯̄ ¢
¢2



¯̄
¯̄ 1

¾

6

798

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Sinan ERCAN et al 793-801



5 =

(
 = () 2  :

X



( + 1)  converges.

)

where

 () = ¢

0
@ 
¢

+ (
1

¢
¡ 1

¢+1
)

X

=+1



1
A

for    Then
©

¡
2¢

¢ª
= 3 \ 4 \ 5 and

©
0
¡
2¢

¢ª
= 2 \ 3 \ 4

Proof. We have from (6) that

X

=0

 =
X

=0

2
4

X

=0

0
@

X

=¡1
(¡1)¡ ¢

¢2


1
A
3
5 

=
¡1X

=0

¢

2
4 
¢2

+

µ
1

¢2
¡ 1

¢2+1

¶ X

=+1



3
5  +

¢
¢2

 (17)

=
¡1X

=0

 ()  +
¢
¢2



=  () ; ( 2 N)

where the matrix  = ()

 =

8
<
:

 () ;   
¢
¢2

;  = 

0;   
(  2 N) 

Then we derive that  = () 2  whenever  = () 2 0
¡
2¢

¢
if and only if  2  whenever

 = () 2 0 This means that  = () 2
©
0
¡
2¢

¢ª
if and only if  2 (0 : )  Therefore, by

using Lemma 14, we obtain from (13) and (14) that

1X

=

 exists for each  2 N (18)

sup


¡1X

=0

j ()j 1 (19)

sup


¢
¢2

 1 (20)

Hence we conclude that
©
0
¡
2¢

¢ª
= 2 \ 3 \ 4. We can derive from Lemma 15 and 16 that

 = () 2
©

¡
2¢

¢ª
if and only if  2 ( : )  Therefore, we have from (13) and (14) that (18),

(19) and (20) hold. It can be seen that the equality

X

=0

( + 1)  =
¡1X

=0

 () +
¢
¢2

; ( 2 N)

holds, which can be written as follows;
X

=0

( + 1)  =
X



; ( 2 N) 

Consequently, we have from (15) that

f( + 1) g 2 

Hence (18) is redundant. We conclude that
©

¡
2¢

¢ª
= 3 \ 4 \ 5

7
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Theorem 20
©
0
¡
2¢

¢ª
=
©

¡
2¢

¢ª
= 3 \ 4

Proof. It can be proved similarly as the proof of the Theorem 19 with Lemma 16 instead of Lemma
14.

6 Some matrix transformations

In this section, we state some matrix classes of matrix mappings on the 0
¡
2¢

¢
and 

¡
2¢

¢
 Let

  2  be connected by the relation  = ¤2 () like given in (5). For an in…nite matrix  = (),
we have by (17)

X

=0

 =
¡1X

=0

 ()  +
¢
¢2

 (21)

where

 () = ¢

2
4 
¢

+

µ
1

¢
¡ 1

¢+1

¶ X

=+1



3
5 

Let  2 
¡
2¢

¢
and  = ()

1
=0 2

¡

¡
2¢

¢¢
for all  2 N By passing limits in (21) as !1

X



 =
X



 + 

=
X



 ( ¡ ) + 

ÃX



 + 

!
(22)

where  = lim!1  and  = lim!1

³
¢
¢2



´
for all  2 N Let consider following conditions;

sup
2F

X



¯̄
¯̄
¯
X

2


¯̄
¯̄
¯



1 (23)

sup


¡1X

=0

j ()j 1 (24)

f( + 1) g1=0 2  (25)

lim


¢
¢2

 =  (26)

X



jj 1 (27)

sup


X



jj 1 (28)

sup

jj 1 (29)

1X

=

  (30)

½
¢
¢2



¾1

=0

2 1 (31)

lim


 =  (32)

lim


 =  (33)

lim


X



 =  (34)
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lim


 = 0 (35)

lim


 = 0 (36)

lim


X



 = 0 (37)

Using Theorem 19 and the results given in [10] with (21) and (22), we derive the following result:

Theorem 21

() Let 1 ·  1 Then  2
¡

¡
2¢

¢
: 
¢
if and only if (23), (24), (25), (26) and (27).

()  2
¡

¡
2¢

¢
: 
¢
if and only if (25), (26), (28), (29).

() Let 1 ·  1 Then  2
¡
0
¡
2¢

¢
: 
¢
if and only if (23), (24), (30) and (31).

()  2
¡
0
¡
2¢

¢
: 1

¢
if and only if (28), (30) and (31).

()  2
¡

¡
2¢

¢
: 
¢
if and only if (25), (26), (28), (32), (33) and (34).

()  2
¡

¡
2¢

¢
: 0
¢
if and only if (25), (26), (28), (35), (36) and (37).

()  2
¡
0
¡
2¢

¢
: 
¢
if and only if (28), (30), (31) and (33).

()  2
¡
0
¡
2¢

¢
: 0
¢
if and only if (28), (30), (31) and (36).
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Abstract. The notions of (almost) stable cubic set, stable element, evaluative set and stable degree are introduced,

and related properties are investigated. Regarding internal (external) cubic sets and the complement of cubic set,

their (almost) stableness and unstableness are discussed. Regarding the P-union, R-union, P-intersection and

R-intersection of cubic sets, their (almost) stableness and unstableness are investigated.

1. Introduction

Fuzzy sets are initiated by Zadeh [14]. In [15], Zadeh made an extension of the concept of

a fuzzy set by an interval-valued fuzzy set, i.e., a fuzzy set with an interval-valued membership

function. In traditional fuzzy logic, to represent, e.g., the expert’s degree of certainty in different

statements, numbers from the interval [0, 1] are used. It is often difficult for an expert to exactly

quantify his or her certainty; therefore, instead of a real number, it is more adequate to represent

this degree of certainty by an interval or even by a fuzzy set. In the first case, we get an interval-

valued fuzzy set. In the second case, we get a second-order fuzzy set. Interval-valued fuzzy sets

have been actively used in real-life applications. For example, Sambuc [8] in Medical diagnosis

in thyroidian pathology, Kohout [7] also in Medicine, in a system CLINAID, Gorzalczany [10] in

Approximate reasoning, Turksen [10, 11] in Interval-valued logic, in preferences modelling [12],

etc. These works and others show the importance of these sets. Using a fuzzy set and an interval-

valued fuzzy set, Jun et al. [4] introduced a new notion, called a (internal, external) cubic set,

and investigated several properties. They dealt with P-union, P-intersection, R-union and R-

intersection of cubic sets, and investigated several related properties. Cubic set theory is applied

to CI-algebras (see [1]), B-algebras (see [9]), BCK/BCI-algebras (see [5, 6]), KU-Algebras (see

[2, 13]), and semigroups (see [3]).

In this paper, we introduce the notions of (almost) stable cubic set, stable element, evaluative

set and stable degree. We investigate related properties. Regarding internal (external) cubic

sets and the complement of cubic set, we investigate their (almost) stableness and unstableness.

02010 Mathematics Subject Classification: 03E72, 08A72.
0Keywords: (almost) stable cubic set, stable element, evaluate set, stable degree.

∗ The corresponding author. Tel.: +82 2 2260 3410, Fax: +82 2 2266 3409 (S. S. Ahn).
0E-mail: chishtygm@gmail.com (G. Muhiuddin); sunshine@dongguk.edu (S. S. Ahn);

cupang@gmail.com (C. S. Kim); skywine@gmail.com (Y. B. Jun).
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Regarding the P-union, R-union, P-intersection and R-intersection of cubic sets, we deal with

their (almost) stableness and unstableness.

2. Preliminaries

A fuzzy set in a set X is defined to be a function λ : X → [0, 1]. Denote by IX the collection

of all fuzzy sets in a set X. Define a relation ≤ on IX as follows:

(∀λ, µ ∈ IX) (λ ≤ µ ⇐⇒ (∀x ∈ X)(λ(x) ≤ µ(x))).

The join (∨) and meet (∧) of λ and µ are defined by (λ ∨ µ)(x) = max{λ(x), µ(x)}, and (λ ∧
µ)(x) = min{λ(x), µ(x)}, respectively, for all x ∈ X. The complement of λ, denoted by λc,

is defined by (∀x ∈ X) (λc(x) = 1 − λ(x)). For a family {λi | i ∈ Λ} of fuzzy sets in X, we

define the join (∨) and meet (∧) operations as follows:

(∨
i∈Λ
λi

)
(x) = sup{λi(x) | i ∈ Λ},(∧

i∈Λ
λi

)
(x) = inf{λi(x) | i ∈ Λ}, respectively, for all x ∈ X.

Let D[0, 1] be the set of all closed subintervals of the unit interval [0, 1]. The elements of

D[0, 1] are generally denoted by capital letters M,N, · · · , and note that M = [M−,M+], where

M− and M+ are the lower and the upper end points respectively. Especially, we denote 0 = [0, 0],

1 = [1, 1], and a = [a, a] for every a ∈ (0, 1). We also note that

(i) (∀M,N ∈ D[0, 1]) (M = N ⇔ M− = N−, M+ = N+).

(ii) (∀M,N ∈ D[0, 1]) (M ≤ N ⇔ M− ≤ N−, M+ ≤ N+).

For every M ∈ D[0, 1], the complement of M, denoted by M c, is defined by M c = 1 −M =

[1 −M+, 1 −M−].

Let X be a nonempty set. A function A : X → D[0, 1] is called an interval-valued fuzzy set

(briefly, an IVF set) in X. For each x ∈ X, A(x) is a closed interval whose lower and upper end

points are denoted by A(x)− and A(x)+, respectively. For any [a, b] ∈ D[0, 1], the IVF set whose

value is the interval [a, b] for all x ∈ X is denoted by ˜[a, b]. Denote by DX the collection of all

interval-valued fuzzy sets in a set X. In particular, for any a ∈ [0, 1], the IVF set whose value is

a = [a, a] for all x ∈ X is denoted by simply ã.

For every A,B ∈ DX , we define

A = B ⇔ (∀x ∈ X) (A(x)− = B(x)−, A(x)+ = B(x)+),

A ⊆ B ⇔ (∀x ∈ X) (A(x)− ≤ B(x)−, A(x)+ ≤ B(x)+).

The complement Ac of A is defined by (∀x ∈ X) (Ac(x)− = 1 − A(x)+, Ac(x)+ = 1 − A(x)−) .

For a family {Ai | i ∈ Λ} of IVF sets where Λ is an index set, the union G =
∪
i∈Λ

Ai and the
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intersection F =
∩
i∈Λ

Ai are defined by

(∀x ∈ X)
(
G(x)− = sup

i∈Λ
Ai(x)−, G(x)+ = sup

i∈Λ
Ai(x)+

)
,

(∀x ∈ X)
(
F (x)− = inf

i∈Λ
Ai(x)−, F (x)+ = inf

i∈Λ
Ai(x)+

)
,

respectively.

Definition 2.1 ([4]). Let X be a nonempty set. By a cubic set in X we mean a structure

A = {⟨x,A(x), λ(x)⟩ | x ∈ X}

in which A is an IVF set in X and λ is a fuzzy set in X.

A cubic set A = {⟨x,A(x), λ(x)⟩ | x ∈ X} is simply denoted by A = ⟨A, λ⟩. Note that a

cubic set is a generalization of an intuitionistic fuzzy set.

Definition 2.2 ([4]). Let X be a nonempty set. A cubic set A = ⟨A, λ⟩ in X is said to be an

internal cubic set (briefly, ICS) if A(x)− ≤ λ(x) ≤ A(x)+ for all x ∈ X.

Definition 2.3 ([4]). Let X be a nonempty set. A cubic set A = ⟨A, λ⟩ in X is said to be an

external cubic set (briefly, ECS) if λ(x) ̸∈ (A(x)−, A(x)+) for all x ∈ X.

Theorem 2.4 ([4]). Let A = ⟨A, λ⟩ be a cubic set in X. If A is both an ICS and an ECS, then

(∀x ∈ X) (λ(x) ∈ U(A) ∪ L(A)) where U(A) = {A(x)+ | x ∈ X} and L(A) = {A(x)− | x ∈ X}.

Definition 2.5 ([4]). Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X. Then we define

(a) (Equality) A = B ⇔ A = B and λ = ν.

(b) (P-order) A ⊑ B ⇔ A ⊆ B and λ ≤ ν.

(c) (R-order) A ⋐ B ⇔ A ⊆ B and λ ≥ ν.

Definition 2.6 ([4]). Let A = ⟨A, λ⟩,B = ⟨B, µ⟩ and Ai = {⟨x,Ai(x), λi(x)⟩ | x ∈ X}, i ∈ Λ, be

cubic sets in X for i ∈ Λ. The complement, P-union, P-intersection, R-union and R-intersection

are defined as follows;

(a) (Complement) A c = {⟨x,Ac(x), 1 − λ(x)⟩ | x ∈ X}.
(b) (P-union) A ⊔ B = {⟨x, (A ∪B)(x), (λ ∨ ν)(x)⟩ | x ∈ X} and

⊔Ai = {⟨x, (
∪
Ai)(x), (

∨
λi)(x)⟩ | x ∈ X} for i ∈ Λ.

(c) (P-intersection) A ⊓ B = {⟨x, (A ∩B)(x), (λ ∧ ν)(x)⟩ | x ∈ X} and

⊓Ai = {⟨x, (
∩
Ai)(x), (

∧
λi)(x)⟩ | x ∈ X} for i ∈ Λ.

(d) (R-union) A ⋓ B = {⟨x, (A ∪B)(x), (λ ∧ ν)(x)⟩ | x ∈ X} and

⋓Ai = {⟨x, (
∪
Ai)(x), (

∧
λi)(x)⟩ | x ∈ X} for i ∈ Λ.

(e) (R-intersection) A ⋒ B = {⟨x, (A ∩B)(x), (λ ∨ ν)(x)⟩ | x ∈ X} and

⋒Ai = {⟨x, (
∩
Ai)(x), (

∨
λi)(x)⟩ | x ∈ X} for i ∈ Λ.
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3. (Almost) stable cubic sets

In what follows, let X denote a nonempty set unless otherwise specified.

Definition 3.1. Let A = ⟨A, λ⟩ be a cubic set in X. Then the evaluative set of A = ⟨A, λ⟩ is

defined to be a structure

EA = {(x,EA (x)) | x ∈ X} (3.1)

where EA (x) = ⟨l(EA (x)), r(EA (x))⟩ with l(EA (x)) = λ(x) − A(x)− and r(EA (x)) = A(x)+ −
λ(x) which are called the left evaluative point and the right evaluative point, respectively, of

A = ⟨A, λ⟩ at x ∈ X. We say that EA (x) is the evaluative point of A = ⟨A, λ⟩ at x ∈ X.

Example 3.2. Let A = {⟨x,A(x), λ(x)⟩ | x ∈ I} be a cubic set in I = [0, 1].

(1) If A(x) = [0.3, 0.7] and λ(x) = 0.4 for all x ∈ I, then EA = {(x, ⟨0.1, 0.3⟩) | x ∈ I}.

(2) If A(x) = [0.3, 0.7] and λ(x) = 0.2 for all x ∈ I, then EA = {(x, ⟨−0.1, 0.5⟩) | x ∈ I}.
(3) If A(x) = [0.3, 0.7] and λ(x) = 0.8 for all x ∈ I, then EA = {(x, ⟨0.5,−0.1⟩) | x ∈ I}.

Example 3.3. Let B = {⟨x,B(x), µ(x)⟩ | x ∈ I} be a cubic set in I = [0, 1] with B(x) = [x
4
, 1− x

4
]

and µ(x) = x
3
. Then EB =

{(
x, ⟨ x

12
, 1 − 7x

12
⟩
)
| x ∈ I

}
, and so the evaluative point of B at 1

2
∈ I

is EB(1
2
) = ⟨ 1

24
, 17
24
⟩.

Example 3.4. Let A = {⟨x,A(x), λ(x)⟩ | x ∈ I} be a cubic set in X = {0, a, b, c} which is

defined by Table 1.

Table 1. Tabular representation of the cubic set A

X A(x) λ(x)

0 [1
8
, 7
8
] 7

8
= 0.875

a [1
4
, 3
4
] 3

8
= 0.375

b [3
8
, 5
8
] 1

4
= 0.250

c [1
2
, 1
2
] 5

8
= 0.625

Then every evaluative point of A at each x ∈ X is EA (0) = ⟨3
4
, 0⟩, EA (a) = ⟨1

8
, 3
8
⟩, EA (b) =

⟨−1
8
, 3
8
⟩, and EA (c) = ⟨1

8
,−1

8
⟩, respectively. Hence the evaluative set of A is

EA = {(0, ⟨3
4
, 0⟩), (a, ⟨1

8
, 3
8
⟩), (b, ⟨−1

8
, 3
8
⟩), (c, ⟨1

8
,−1

8
⟩)}.

Definition 3.5. Let A = ⟨A, λ⟩ be a cubic set in X with the evaluative set

EA = {(x,EA (x)) | x ∈ X} .

An element a ∈ X is called a stable element of A = ⟨A, λ⟩ in X if it satisfies: l(EA (a)) =

λ(a)−A(a)− ≥ 0, r(EA (a)) = A(a)+−λ(a) ≥ 0. Otherwise, we say that a is an unstable element

of A = ⟨A, λ⟩ in X. The set of all stable elements of A = ⟨A, λ⟩ in X is called the stable cut of
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A = ⟨A, λ⟩ in X and is denoted by SA . The set of all unstable elements of A = ⟨A, λ⟩ in X is

called the unstable cut of A = ⟨A, λ⟩ in X and is denoted by UA . We say that A = ⟨A, λ⟩ is a

stable cubic set if SA = X. Otherwise, A = ⟨A, λ⟩ is called an unstable cubic set.

It is clear that X = SA ∪ UA , SA = {x ∈ X | l(EA (x)) ≥ 0, r(EA (x)) ≥ 0} and UA = {x ∈
X | l(EA (x)) < 0} ∪ {x ∈ X | r(EA (x)) < 0}.

Example 3.6. Let A = ⟨A, λ⟩ be a cubic set in X = {0, a, b, c} given by Table 2.

Table 2. Tabular representation of the cubic set A

X A(x) λ(x)

0 [0.2, 0.3] 0.10

a [0.2, 0.3] 0.25

b [0.7, 0.8] 0.75

c [0.3, 0.7] 0.80

Then a and b are stable elements of A in X, and 0 and c are unstable elements of A in X. Hence

SA = {a, b} and UA = {0, c}.

Example 3.7. (1) Let A = ⟨A, λ⟩ be a cubic set in X = {a, b, c} defined by Table 3.

Table 3. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.1, 0.6] 0.5

b [0.6, 0.9] 0.7

c [0.1, 0.9] 0.6

It is routine to verify that A = ⟨A, λ⟩ is a stable cubic set.

(2) Let B = ⟨B, µ⟩ be a cubic set in X = {a, b, c} defined by Table 4.

Table 4. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.1, 0.3] 0.5

b [0.6, 0.9] 0.7

c [0.1, 0.9] 0.6

Then B is an unstable cubic set since EB(a) = (0.5 − 0.1, 0.3 − 05) = (0.4,−0.2).

Theorem 3.8. Every ICS is a stable cubic set.
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Proof. Straightforward. □

The following example shows that every ECS would be stable or unstable.

Example 3.9. (1) Let A = ⟨A, λ⟩ be an ECS in X = {a, b, c} given by Table 5.

Table 5. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.1, 0.6] 0.6

b [0.6, 0.9] 0.5

c [0.1, 0.9] 0.1

Then A is unstable because EA (b) = (0.5 − 0.6, 0.9 − 0.5) = (−0.1, 0.4).

(2) Let B = ⟨B, µ⟩ be an ECS in X = {a, b, c} defined by Table 6.

Table 6. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.1, 0.3] 0.1

b [0.6, 0.9] 0.9

c [0.1, 0.9] 0.1

Then B is stable since EB(a) = (0, 0.2), EB(b) = (0.3, 0), and EB(c) = (0, 0.8).

We provide a condition for an ECS to be a stable cubic set.

Theorem 3.10. If an ECS A = ⟨A, λ⟩ in X satisfies the following condition

(∀x ∈ X)
(
A −(x) = λ(x) or A +(x) = λ(x)

)
, (3.2)

then A = ⟨A, λ⟩ is a stable cubic set.

Proof. Straightforward. □

Corollary 3.11. Let A = ⟨A, λ⟩ be a cubic set in X. If A is both an ICS and an ECS, then A

is stable.

Proof. Straightforward. □

Theorem 3.12. The complement of a stable cubic set is also stable.

Proof. Let A = ⟨A, λ⟩ be a stable cubic set in X. Then X = SA = {x ∈ X | l(EA (x)) ≥
0, r(EA (x)) ≥ 0}. Hence λ(x) − A(x)− ≥ 0 and A(x)+ − λ(x) ≥ 0 for all x ∈ X. It follows that

l(EA c(x)) = (1 − λ(x)) − (1 −A(x)+) = A(x)+ − λ(x)) ≥ 0 and r(EA c(x)) = (1 −A(x)−) − (1 −
λ(x)) = λ(x) − A(x)− ≥ 0. Therefore A c = ⟨Ac, λc⟩ is a stable cubic set. □
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Theorem 3.13. The complement of an unstable cubic set is also unstable.

Proof. Let A = ⟨A, λ⟩ be an unstable cubic set in X. Then UA = {x ∈ X | l(EA (x)) <

0} ∪ {x ∈ X | r(EA (x)) < 0} ̸= ∅, and so there exist x ∈ X such that λ(x) − A(x)− < 0 or

A(x)+ − λ(x) < 0. It follows that l(EA c(x)) = (1 − λ(x)) − (1 − A(x)+) = A(x)+ − λ(x)) < 0

or r(EA c(x)) = (1 − A(x)−) − (1 − λ(x)) = λ(x) − A(x)− < 0. Hence UA c ̸= ∅, and therefore

A c = ⟨Ac, λc⟩ is an unstable cubic set in X. □

The following example illustrates Theorem 3.13.

Example 3.14. Note that the cubic set B = ⟨B, µ⟩ in Example 3.7(2) is unstable, and its

complement is represented by Table 7.

Table 7. Tabular representation of the cubic set Bc

X Bc(x) µc(x)

a [0.7, 0.9] 0.5

b [0.1, 0.4] 0.3

c [0.1, 0.9] 0.4

Then Bc = ⟨Bc, µc⟩ is unstable since a ∈ UBc .

Theorem 3.15. The P-union and P-intersection of two stable cubic sets in X are stable cubic

sets in X.

Proof. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be stable cubic sets in X. Then SA = {x ∈ X |
l(EA (x)) ≥ 0, r(EA (x)) ≥ 0} = X and SB = {x ∈ X | l(EB(x)) ≥ 0, r(EB(x)) ≥ 0} = X.

It follows that λ(x) − A(x)− ≥ 0, A(x)+ − λ(x) ≥ 0 for all x ∈ X and µ(x) − B(x)− ≥
0, B(x)+ − µ(x) ≥ 0 for all x ∈ X. Assume that λ(x) ≥ µ(x) and consider four cases:

(i) A(x)− ≥ B(x)− and A(x)+ ≥ B(x)+,

(ii) A(x)− ≥ B(x)− and A(x)+ ≤ B(x)+,

(iii) A(x)− ≤ B(x)− and A(x)+ ≥ B(x)+,

(iv) A(x)− ≤ B(x)− and A(x)+ ≤ B(x)+.

The first case implies that max{λ(x), µ(x)} = λ(x) ≥ A(x)− = max{A(x)−, B(x)−} and max{λ(x),

µ(x)} = λ(x) ≤ A(x)+ = max{A(x)+, B(x)+}. It follows that λ(x) − A(x)− ≥ 0 and A(x)+ −
λ(x) ≥ 0. From the second case, we have max{λ(x), µ(x)} = λ(x) ≥ A(x)− = max{A(x)−, B(x)−}
and max{λ(x), µ(x)} = λ(x) ≤ B(x)+ = max{A(x)+, B(x)+}. Hence λ(x) − A(x)− ≥ 0 and

B(x)+ − λ(x) ≥ A(x)+ − λ(x) ≥ 0. The third case induces max{λ(x), µ(x)} = λ(x) ≥ µ(x) ≥
B(x)− = max{A(x)−, B(x)−} and max{λ(x), µ(x)} = λ(x) ≤ A(x)+ = max{A(x)+, B(x)+},

and so λ(x) − B(x)− ≥ µ(x) − B(x)− ≥ 0 and A(x)+ − λ(x) ≥ 0. For the final case, we

get max{λ(x), µ(x)} = λ(x) ≥ µ(x) ≥ B(x)− = max{A(x)−, B(x)−} and max{λ(x), µ(x)} =
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λ(x) ≤ A(x)+ ≤ B(x) = max{A(x)+, B(x)+}. Thus λ(x) − B(x)− ≥ µ(x) − B(x)− ≥ 0 and

B(x)+ − λ(x) ≥ 0. In the case of µ(x) ≥ λ(x), we can obtain the same results in a similar way.

Therefore A ⊔ B is a stable cubic set in X. By the similar method, we know that A ⊓ B is a

stable cubic set in X. □

The following example shows that the R-union and the R-intersection of two stable cubic sets

in X may not be stable in X.

Example 3.16. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X = {a, b, c} defined by Tables

8 and 9, respectively.

Table 8. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.2, 0.3] 0.20

b [0.7, 0.8] 0.75

c [0.3, 0.7] 0.60

Table 9. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.1, 0.3] 0.15

b [0.6, 0.9] 0.70

c [0.1, 0.9] 0.80

Then

A ⋓ B = {⟨a, [0.2, 0.3], 0.15⟩, ⟨b, [0.7, 0.9], 0.7⟩, ⟨c, [0.3, 0.9], 0.6⟩}
and

A ⋒ B = {⟨a, [0.1, 0.3], 0.2⟩, ⟨b, [0.6, 0.8], 0.75⟩, ⟨c, [0.1, 0.7], 0.8⟩}.
Hence we know that EA ⋓B(a) = ⟨−0.05, 0.15⟩ and EA ⋒B(c) = ⟨0.7,−0.1⟩. Thus A ⋓ B and

A ⋒ B are unstable.

Now, we provide conditions for the R-union (resp. R-intersection) of two ICSs to be stable.

Theorem 3.17. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be ICSs in X such that

(∀x ∈ X)
(
max{A(x)−, B(x)−} ≤ (λ ∧ µ)(x)

)
. (3.3)

Then the R-union of A and B is a stable cubic set in X.
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Proof. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be ICSs in X. Then A(x)− ≤ λ(x) ≤ A(x)+ and

B(x)− ≤ µ(x) ≤ B(x)+ for all x ∈ X. It follows from (3.3) that max{A(x)−, B(x)−} ≤ (λ ∧
µ)(x) ≤ max{A(x)+, B(x)+} for all x ∈ X. Hence the R-union of A and B is an ICS, and so it

is stable by Theorem 3.8. □

Theorem 3.18. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be ICSs in X such that

(∀x ∈ X)
(
max{A(x)+, B(x)+} ≤ (λ ∨ µ)(x)

)
. (3.4)

Then the R-intersection of A and B is a stable cubic set in X.

Proof. The proof is by the similar method to Theorem 3.17. □

Theorem 3.19. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be ECSs in X such that A ∗ = ⟨A, µ⟩ and

B∗ = ⟨B, λ⟩ are ICSs in X. Then the P-union A ⊔ B and the P-intersection A ⊓ B of

A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are stable in X.

Proof. It is straightforward by Theorems 3.20 and 3.21 in [4] and Theorem 3.8. □

Definition 3.20. Let A = ⟨A, λ⟩ be a cubic set with the evaluative set EA = {(x,EA (x)) | x ∈ X}
in X. Then the stable degree of A in X is denoted by SDA and is defined by

SDA =

(∑
x∈X

l(EA (x)),
∑
x∈X

r(EA (x))

)
. (3.5)

Definition 3.21. A cubic set A = ⟨A, λ⟩ with the evaluative set EA = {(x,EA (x)) | x ∈ X} in

X is said to be almost stable if there exists the stable degree SDA in which
∑
x∈X

l(EA (x)) ≥ 0

and
∑
x∈X

r(EA (x)) ≥ 0.

Example 3.22. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X = {a, b, c} defined by Tables

10 and 11, respectively.

Table 10. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.2, 0.3] 0.2

b [0.7, 0.8] 0.9

c [0.3, 0.7] 0.6

Then

EA = {(a, ⟨0, 0.1⟩), (b, ⟨0.2,−0.1⟩), (c, ⟨0.3, 0.1⟩)}
and
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Table 11. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.2, 0.3] 0.9

b [0.6, 0.9] 0.7

c [0.1, 0.9] 1

EB = {(a, ⟨0.7,−0.6⟩), (b, ⟨0.1, 0.2⟩), (c, ⟨0.9,−0.1⟩)}.
Thus SDA = (0 + 0.2 + 0.3, 0.1− 0.1 + 0.1) = (0.5, 0.1) and so A is almost stable. But B is not

almost stable since SDB = (0.7 + 0.1 + 0.9, −0.6 + 0.2 − 0.1) = (1.7,−0.5).

Theorem 3.23. Every stable cubic set A = ⟨A, λ⟩ in X is almost stable.

Proof. Straightforward. □

In Example 3.22, the almost stable cubic set A = ⟨A, λ⟩ is not stable. This shows that the

converse of Theorem 3.23 is not true in general.

Combining Theorems 3.8, 3.10, 3.15, 3.19 and 3.23, we know that

(1) Every ICS is almost stable.

(2) Every ESC satisfying the condition (3.2) is almost stable.

(3) The P-union and P-intersection of two stable cubic sets is almost stable.

(4) If A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are ECSs in X such that A ∗ = ⟨A, µ⟩ and B∗ = ⟨B, λ⟩
are ICSs in X, then the P-union and the P-intersection of A = ⟨A, λ⟩ and B = ⟨B, µ⟩
are almost stable in X.

Proposition 3.24. If A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are cubic sets in X, then either

(∀x ∈ X)
(
max{λ(x), µ(x)} − max{A(x)−, B(x)−} ≤ λ(x) − A(x)−

)
(3.6)

or

(∀x ∈ X)
(
max{λ(x), µ(x)} − max{A(x)−, B(x)−} ≤ µ(x) −B(x)−

)
. (3.7)

Proof. For each x ∈ X, we consider the four cases as follows:

(1) max{λ(x), µ(x)} = λ(x) and max{A(x)−, B(x)−} = A(x)−.

(2) max{λ(x), µ(x)} = λ(x) and max{A(x)−, B(x)−} = B(x)−.

(3) max{λ(x), µ(x)} = µ(x) and max{A(x)−, B(x)−} = A(x)−.

(4) max{λ(x), µ(x)} = µ(x) and max{A(x)−, B(x)−} = B(x)−.

First two cases induce the inequality (3.6), and the inequality (3.7) is induced by the last two

cases. □
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Proposition 3.25. If A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are cubic sets in X, then either

(∀x ∈ X)
(
max{A(x)+, B(x)+} − max{λ(x), µ(x)} ≤ A(x)+ − λ(x)

)
(3.8)

or

(∀x ∈ X)
(
max{A(x)+, B(x)+} − max{λ(x), µ(x)} ≤ B(x)+ − µ(x)

)
. (3.9)

Proof. It is similar to the proof of Proposition 3.24. □

In the following example, we know that the P-union and the R-union of almost stable cubic

sets may not be almost stable.

Example 3.26. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X = {a, b, c} defined by Tables

12 and 13, respectively.

Table 12. Tabular representation of the cubic set A

X A(x) λ(x)

a [1.0, 1.0] 0.7

b [0.5, 1.0] 0.7

c [0.6, 1.0] 0.7

Table 13. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.5, 1.0] 0.7

b [1.0, 1.0] 0.7

c [0.6, 1.0] 0.7

Then A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable cubic sets in X because∑
x∈X

l(EA (x)) = 0,
∑
x∈X

r(EA (x)) = 0.9,
∑
x∈X

l(EB(x)) = 0, and
∑
x∈X

r(EB(x)) = 0.9.

But the P-union A ⊔ B and the R-union A ⋓ B of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are not almost

stable because
∑
x∈X

l(EA ⊔B(x)) =
∑
x∈X

(max{λ(x), µ(x)} − max{A(x)−, B(x)−}) = −0.5 ̸≥ 0 and∑
x∈X

l(EA ⋓B(x)) =
∑
x∈X

(min{λ(x), µ(x)} − max{A(x)−, B(x)−}) = −0.5 ̸≥ 0.

We now provide conditions for the P-union of almost stable cubic sets to be almost stable.

Theorem 3.27. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be almost stable cubic sets in X such that

(∀x ∈ X)
( ∑

x∈X
(|λ(x) − µ(x)| − A(x)−) ≥ 0,

∑
x∈X

(|A(x)+ −B(x)+| − λ(x)) ≥ 0
)
. (3.10)

Then the P-union A ⊔B = ⟨A∪B, λ∨ µ⟩ of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ is almost stable in X.
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Proof. Assume that A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable in X. Then there exist stable

degrees SDA and SDB, respectively, such that∑
x∈X

l(EA (x)) =
∑
x∈X

(λ(x) − A(x)−) ≥ 0,
∑
x∈X

r(EA (x)) =
∑
x∈X

(A(x)+ − λ(x)) ≥ 0,

∑
x∈X

l(EB(x)) =
∑
x∈X

(µ(x) −B(x)−) ≥ 0, and
∑
x∈X

r(EB(x)) =
∑
x∈X

(B(x)+ − µ(x)) ≥ 0.

Now, we have to show that
∑
x∈X

l(EA ⊔B(x)) ≥ 0 and
∑
x∈X

r(EA ⊔B(x)) ≥ 0 in the stable degree

SDA ⊔B of A ⊔ B. Using (3.10), we have∑
x∈X

l(EA ⊔B(x)) =
∑
x∈X

(
(λ ∨ µ)(x) − (A ∪B)(x)−

)
=
∑
x∈X

(
max{λ(x), µ(x)} − max{A(x)−, B(x)−}

)
=
∑
x∈X

(
|λ(x)−µ(x)|+λ(x)+µ(x)

2
− |A(x)−−B(x)−|+A(x)−+B(x)−

2

)
=
∑
x∈X

(
|λ(x)−µ(x)|−|A(x)−−B(x)−|+λ(x)−A(x)−+µ(x)−B(x)−

2

)
= 1

2

∑
x∈X

(
|λ(x) − µ(x)| − |A(x)− −B(x)−| + λ(x) − A(x)− + µ(x) −B(x)−

)
= 1

2

∑
x∈X

(
|λ(x) − µ(x)| − |A(x)− −B(x)−|

)
+ 1

2

∑
x∈X

(
λ(x) − A(x)−

)
+ 1

2

∑
x∈X

(
µ(x) −B(x)−

)
≥ 1

2

∑
x∈X

(
|λ(x) − µ(x)| − A(x)−

)
+ 1

2

∑
x∈X

(
λ(x) − A(x)−

)
+ 1

2

∑
x∈X

(
µ(x) −B(x)−

)
≥ 0.

Similarly, we have
∑
x∈X

r(EA ⊔B(x)) ≥ 0. Therefore A ⊔ B = ⟨A ∪ B, λ ∨ µ⟩ is almost stable in

X. □

Theorem 3.28. The complement of an almost stable cubic set is also almost stable.

Proof. Let A = ⟨A, λ⟩ be an almost stable cubic set in X. Then there exists a stable degree

SDA such that∑
x∈X

l(EA (x)) =
∑
x∈X

(λ(x) − A(x)−) ≥ 0, and
∑
x∈X

r(EA (x)) =
∑
x∈X

(A(x)+ − λ(x)) ≥ 0.
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It follows that
∑
x∈X

l(EA c(x)) =
∑
x∈X

((1 − λ(x)) − (1 − A(x)+)) =
∑
x∈X

(A(x)+ − λ(x)) ≥ 0 and∑
x∈X

r(EA c(x)) =
∑
x∈X

((1 − A(x)−) − (1 − λ(x))) =
∑
x∈X

(λ(x) − A(x)−) ≥ 0. Therefore A c =

⟨Ac, λc⟩ is almost stable. □

We now provide conditions for the R-union of almost stable cubic sets to be almost stable.

Theorem 3.29. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be almost stable cubic sets in X such that∑
x∈X

(|λ(x) − µ(x)| + |A(x)− −B(x)−|) ≤
(∑

x∈X
λ(x) − A(x)−

)
+
∑
x∈X

(µ(x) −B(x)−) (3.11)

and ∑
x∈X

(|λ(x) − µ(x)| + |A(x)+ −B(x)+|) ≥
∑
x∈X

(λ(x) − A(x)+) +
∑
x∈X

(µ(x) −B(x)+) (3.12)

for all x ∈ X. Then the R-union A ⋓ B = ⟨A ∪B, λ ∧ µ⟩ is almost stable in X.

Proof. Assume that A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable in X. Then there exist stable

degrees SDA and SDB, respectively, such that∑
x∈X

l(EA (x)) =
∑
x∈X

(λ(x) − A(x)−) ≥ 0,
∑
x∈X

r(EA (x)) =
∑
x∈X

(A(x)+ − λ(x)) ≥ 0,∑
x∈X

l(EB(x)) =
∑
x∈X

(µ(x) −B(x)−) ≥ 0, and
∑
x∈X

r(EB(x)) =
∑
x∈X

(B(x)+ − µ(x)) ≥ 0.

It follows from (3.11) that∑
x∈X

l(EA ⋓B(x)) =
∑
x∈X

(
(λ ∧ µ)(x) − (A ∪B)(x)−

)
=
∑
x∈X

(
min{λ(x), µ(x)} − max{A(x)−, B(x)−}

)
=
∑
x∈X

(
−|λ(x)−µ(x)|+λ(x)+µ(x)

2
− |A(x)−−B(x)−|+A(x)−+B(x)−

2

)
=
∑
x∈X

(
−|λ(x)−µ(x)|−|A(x)−−B(x)−|+λ(x)−A(x)−+µ(x)−B(x)−

2

)
= −1

2

∑
x∈X

(
|λ(x) − µ(x)| + |A(x)− −B(x)−|

)
+ 1

2

∑
x∈X

(
λ(x) − A(x)−

)
+ 1

2

∑
x∈X

(
µ(x) −B(x)−

)
≥ −1

2

(∑
x∈X

(
λ(x) − A(x)−

)
+
∑
x∈X

(
µ(x) −B(x)−

))
+ 1

2

∑
x∈X

(
λ(x) − A(x)−

)
+ 1

2

∑
x∈X

(
µ(x) −B(x)−

)
= 0.

814

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

G. Muhiuddin et al 802-819



Using (3.12), we have∑
x∈X

r(EA ⋓B(x)) =
∑
x∈X

(
(A ∪B)(x)+ − (λ ∧ µ)(x)

)
=
∑
x∈X

(
max{A(x)−, B(x)−} − min{λ(x), µ(x)}

)
=
∑
x∈X

(
|A(x)+−B(x)+|+A(x)++B(x)+

2
− −|λ(x)−µ(x)|+λ(x)+µ(x)

2

)
= 1

2

∑
x∈X

(
|λ(x) − µ(x)| + |A(x)+ −B(x)+|

)
− 1

2

(∑
x∈X

(
λ(x) − A(x)+

)
+
∑
x∈X

(
µ(x) −B(x)+

))
≥ 0.

Hence A ⋓ B = ⟨A ∪B, λ ∧ µ⟩ is almost stable in X. □

The following examples show that the P-intersection and the R-intersection of almost stable

cubic sets may not be almost stable.

Example 3.30. (1) Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X = {a, b, c} defined by

Tables 14 and 15, respectively.

Table 14. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.7, 1.0] 0.4

b [0.5, 1.0] 0.8

c [0.6, 1.0] 0.7

Table 15. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.5, 1.0] 0.8

b [0.6, 1.0] 0.7

c [0.7, 1.0] 0.4

Then A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable cubic sets in X because∑
x∈X

l(EA (x)) = 0.1,
∑
x∈X

r(EA (x)) = 1.1,
∑
x∈X

l(EB(x)) = 0.1, and
∑
x∈X

r(EB(x)) = 1.1.
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But the P-intersection A ⊓ B of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ is not almost stable because∑
x∈X

l(EA ⊓B(x)) =
∑
x∈X

(
min{λ(x), µ(x)} − min{A(x)−, B(x)−}

)
= −0.1 ̸≥ 0.

(2) Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be cubic sets in X = {a, b, c} defined by Tables 16 and 17,

respectively.

Table 16. Tabular representation of the cubic set A

X A(x) λ(x)

a [0.2, 0.7] 0.8

b [0.3, 0.6] 0.5

c [0.1, 0.5] 0.5

Table 17. Tabular representation of the cubic set B

X B(x) µ(x)

a [0.2, 0.7] 0.6

b [0.3, 0.6] 0.7

c [0.1, 0.5] 0.5

Then A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable cubic sets in X because∑
x∈X

l(EA (x)) = 1.2,
∑
x∈X

r(EA (x)) = 0,
∑
x∈X

l(EB(x)) = 1.2, and
∑
x∈X

r(EB(x)) = 0.

But the R-intersection A ⋒ B of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ is not almost stable since∑
x∈X

r(EA ⋒B(x)) =
∑
x∈X

(
min{A(x)+, B(x)+} − max{λ(x), µ(x)}

)
= −0.2 ̸≥ 0.

We now provide conditions for the P-intersection and the R-intersection of almost stable cubic

sets to be almost stable.

Theorem 3.31. Let A = ⟨A, λ⟩ and B = ⟨B, µ⟩ be almost stable cubic sets in X.

(i) Assume that the following condition is valid.

(∀x ∈ X)

 ∑
x∈X

(|A(x)− −B(x)−| − |λ(x) − µ(x)|) ≥ 0,∑
x∈X

(|λ(x) − µ(x)| − |A(x)+ −B(x)+|) ≥ 0

 . (3.13)

Then the P-intersection A ⊓B = ⟨A∩B, λ∧ µ⟩ of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ is almost stable

in X.
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(ii) If A = ⟨A, λ⟩ and B = ⟨B, µ⟩ satisfy the following condition

(∀x ∈ X)

(∑
x∈X

(
|λ(x) − µ(x)| + |A(x)+ −B(x)+|

)
= 0

)
, (3.14)

then the R-intersection A ⋒ B = ⟨A ∩ B, λ ∨ µ⟩ of A = ⟨A, λ⟩ and B = ⟨B, µ⟩ is almost stable

in X.

Proof. Since A = ⟨A, λ⟩ and B = ⟨B, µ⟩ are almost stable in X, there exist stable degrees SDA

and SDB, respectively, such that

∑
x∈X

l(EA (x)) =
∑
x∈X

(λ(x) − A(x)−) ≥ 0,
∑
x∈X

r(EA (x)) =
∑
x∈X

(A(x)+ − λ(x)) ≥ 0,∑
x∈X

l(EB(x)) =
∑
x∈X

(µ(x) −B(x)−) ≥ 0, and
∑
x∈X

r(EB(x)) =
∑
x∈X

(B(x)+ − µ(x)) ≥ 0.

(i) We have to show that
∑
x∈X

l(EA ⊓B(x)) ≥ 0 and
∑
x∈X

r(EA ⊓B(x)) ≥ 0 in the stable degree

SDA ⊓B of A ⊓ B. Using (3.13), we have

∑
x∈X

l(EA ⊓B(x)) =
∑
x∈X

(
(λ ∧ µ)(x) − (A ∩B)(x)−

)
=
∑
x∈X

(
min{λ(x), µ(x)} − min{A(x)−, B(x)−}

)
=
∑
x∈X

(
−|λ(x)−µ(x)|+λ(x)+µ(x)

2
+ |A(x)−−B(x)−|−A(x)−−B(x)−

2

)
=
∑
x∈X

(
−|λ(x)−µ(x)|+|A(x)−−B(x)−|+λ(x)−A(x)−+µ(x)−B(x)−

2

)
= 1

2

∑
x∈X

(
−|λ(x) − µ(x)| + |A(x)− −B(x)−| + λ(x) − A(x)− + µ(x) −B(x)−

)
= 1

2

∑
x∈X

(
|A(x)− −B(x)−| − |λ(x) − µ(x)|

)
+ 1

2

∑
x∈X

(
(λ(x) − (A(x)−

)
+ 1

2

∑
x∈X

(
(µ(x)) −B(x)−)

)
≥ 0.

Similarly, we have
∑
x∈X

r(EA ⊓B(x)) ≥ 0. Therefore A ⊓B = ⟨A∩B, λ∧µ⟩ is almost stable in X.
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(ii) We have ∑
x∈X

l(EA ⋒B(x)) =
∑
x∈X

(
(λ ∨ µ)(x) − (A ∩B)(x)−

)
=
∑
x∈X

(
max{λ(x), µ(x)} − min{A(x)−, B(x)−}

)
=
∑
x∈X

(
|λ(x)−µ(x)|+λ(x)+µ(x)

2
+ |A(x)−−B(x)−|−A(x)−−B(x)−

2

)
=
∑
x∈X

(
|λ(x)−µ(x)|+|A(x)−−B(x)−|+λ(x)−A(x)−+µ(x)−B(x)−

2

)
= 1

2

∑
x∈X

(
|λ(x) − µ(x)| + |A(x)− −B(x)−|

)
+ 1

2

∑
x∈X

(
λ(x) − A(x)−

)
+ 1

2

∑
x∈X

(
µ(x) −B(x)−

)
≥ 1

2

(∑
x∈X

(
λ(x) − A(x)−

)
+
∑
x∈X

(
µ(x) −B(x)−

))
≥ 0.

Using (3.14), we have∑
x∈X

r(EA ⋒B(x)) =
∑
x∈X

(
(A ∩B)(x)+ − (λ ∨ µ)(x)

)
=
∑
x∈X

(
min{A(x)+, B(x)+} − max{λ(x), µ(x)}

)
=
∑
x∈X

(
−|A(x)+−B(x)+|+A(x)++B(x)+

2
− |λ(x)−µ(x)|+λ(x)+µ(x)

2

)
= 1

2

∑
x∈X

(
−|λ(x) − µ(x)| − |A(x)+ −B(x)+|

)
+ 1

2

(∑
x∈X

(
A(x)+ − λ(x)

)
+
∑
x∈X

(
B(x)+ − µ(x)

))

= 1
2

(∑
x∈X

(
A(x)+ − λ(x)

)
+
∑
x∈X

(
B(x)+ − µ(x)

))
≥ 0.

Hence A ⋒ B = ⟨A ∩B, λ ∨ µ⟩ is almost stable in X. □
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SOME IDENTITIES OF CHEBYSHEV POLYNOMIALS ARISING

FROM NON-LINEAR DIFFERENTIAL EQUATIONS

TAEKYUN KIM, DAE SAN KIM, JONG-JIN SEO, AND DMITRY V. DOLGY

Abstract. In this paper, we investigate some properties of Chebyshev poly-
nomials arising from non-linear differential equations. From our investigation,

we derive some new and interesting identities on Chebyshev polynomials.

1. Introduction

As is well known, the Chebyshev polynomials of the first kind, Tn (x), (n ≥ 0),
are defined by the generating function

(1.1)
1 − t2

1 − 2xt+ t2
=

∞∑
n=0

Tn (x)
tn

n!
, (see [1, 3, 5, 8, 17, 21]) .

The higher-order Chebyshev polynomials are given by the generating function

(1.2)

(
1 − t2

1 − 2xt+ t2

)α

=

∞∑
n=0

T (α)
n (x) tn,

and Chebyshev polynomials of the second kind are denoted by Un and given by
generating function

(1.3)
1

1 − 2xt+ t2
=

∞∑
n=0

Un (x) tn, (see [1, 7, 12, 17]) .

The higher-order Chebyshev polynomials of the second kind are also defined by

(1.4)

(
1

1 − 2xt+ t2

)α

=
∞∑

n=0

U (α)
n (x) tn.

The Chebyshev polynomials of the third kind are defined by the generating
function

(1.5)
1 − t

1 − 2xt+ t2
=

∞∑
n=0

Vn (x) tn, (see [1, 7, 8, 17]) .

and the higher-order Chebyshev polynomials of the third kind are also given by the
generating function

(1.6)

(
1 − t

1 − 2xt+ t2

)α

=
∞∑

n=0

V (α)
n (x) tn.

2010 Mathematics Subject Classification. 05A19, 33C45, 34A34.
Key words and phrases. Chebyshev polynomials of the first kind, Chebyshev polynomials of

the second kind, Chebyshev polynomials of the third kind, Chebyshev polynomials of the fourth
kind, non-linear differential equation.
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2 TAEKYUN KIM, DAE SAN KIM, JONG-JIN SEO, AND DMITRY V. DOLGY

Finally, we introduce the Chebyshev polynomials of the fourth kind defined by
the generating function

(1.7)
1 + t

1 − 2xt+ t2
=

∞∑
n=0

Wn (x) tn.

The higher-order Chebyshev polynomials of the fourth kind are defined by

(1.8)

(
1 + t

1 − 2xt+ t2

)α

=
∞∑

n=0

W (α)
n (x) tn.

It is well known that the Legendre polynomials are defined by the generating
function

(1.9)
1√

1 − 2xt+ t2
=

∞∑
n=0

pn (x) tn, (see [2, 20]) .

Chebyshev polynomials are important in approximation theory because the roots
of the Chebyshev polynomials of the first kind, which are also called Chebyshev
nodes, are used as nodes in polynomial nodes (see [19]).

The Chebyshev polynomials of the first kind and of the second kind are solutions
of the following Chebyshev differential equations

(1.10)
(
1 − x2

)
y′′ − xy′ + n2y = 0,

and

(1.11)
(
1 − x2

)
y′′ − 3xy′ + n (n+ 2) y = 0.

These equations are special cases of the Strum-Liouville differential equation (see
[1–3]).

The Chebyshev polynomials of the first kind can be defined by the contour
integral

(1.12) Tn (z) =
1

4πi

˛ (
1 − t2

)
1 − 2tz + t2

t−n−1dt,

where the contour encloses the origin and is traversed in a counterclockwise direction
(see [1, 19, 21]). The formula for Tn (x) is given by

(1.13) Tn (x) =

[n
2 ]∑

m=0

(
n

2m

)
xn−2m

(
x2 − 1

)m
.

From (1.3), we note that

(1.14) 2 (x− t)
(
1 − 2xt+ t2

)−2
=

∞∑
n=0

nUn (x) tn−1.

Thus, by (1.14), we get

(1.15)
(
2xt− 2t2

) (
1 − 2xt+ t2

)−2
=

∞∑
n=0

nUn (x) tn.

From (1.3) and (1.15), we can derive the following equation:(
2xt− 2t2

)
+
(
1 − 2xt+ t2

)
(1 − 2xt+ t2)

2 =
1 − t2

(1 − 2xt+ t2)
2(1.16)
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SOME IDENTITIES OF CHEBYSHEV POLYNOMIALS 3

=
∞∑

n=0

(n+ 1)Un (x) tn.

Note that

1 − t2

(1 − 2xt+ t2)
2(1.17)

=

(
1 − t2

1 − 2xt+ t2

)(
1

1 − 2xt+ t2

)
=

( ∞∑
l=0

Tl (x) tl

)( ∞∑
m=0

Um (x) tm

)

=
∞∑

n=0

(
n∑

l=0

Tl (x)Un−l (x)

)
tn.

From (1.16) and (1.17), we have

Un (x) =
1

n+ 1

n∑
l=0

Tl (x)Un−l (x) .

The Chebyshev polynomials have been studied by many authors in the several
areas (see [1–21]).

In [11], Kim-Kim studied non-linear differential equations arising from Changhee
polynomials and numbers related to Chebyshev poynomials.

In this paper, we study non-linear differential equations arising from Chebyshev
polynomials and give some new and explicit formulas for those polynomials.

2. Differential equations arising from Chebyshev polynomials and
their applications

Let

(2.1) F = F (t, x) =
1

1 − 2tx+ t2
.

Then, by (1.1), we get

(2.2) F (1) =
d

dt
F (t, x) = 2 (x− t)F 2.

From (2.2), we note that

(2.3) 2F 2 = (x− t)
−1
F (1).

By using (2.3) and (2.2), we obtain the following equations:

22 · 2F 3 = (x− t)
−3
F (1) + (x− t)

−2
F (2),(2.4)

23 · 2 · 3F 4 = 3 (x− t)
−5
F (1) + 3 (x− t)

−4
F (2) + (x− t)

−3
F (3)(2.5)

and

24 · 2 · 3 · 4F 5 = 3 · 5 (x− t)
−6
F (1) + 3 · 5 (x− t)

−6
F (2)(2.6)

+ (3 · 2) (x− t)
−5
F (3) + (x− t)

−4
F (4),
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where

FN = F × · · · × F︸ ︷︷ ︸
N−times

and F (N) =

(
d

dt

)N

F (t, x) .

Continuing this process, we set

(2.7) 2NN !FN+1 =
N∑
i=1

ai (N) (x− t)
i−2N

F (i),

where N ∈ N.
From (2.7), we note that

2NN !FN (N + 1)F (1)(2.8)

=
N∑
i=1

ai (N) (2N − i) (x− t)
i−2N−1

F (i) +
N∑
i=1

ai (N) (x− t)
i−2N

F (i+1).

By (2.2) and (2.8), we get

2NN ! (N + 1)FN
(
2 (x− t)F 2

)
(2.9)

=
N∑
i=1

ai (N) (2N − i) (x− t)
i−2N−1

F (i)

+

N∑
i=1

ai (N) (x− t)
i−2N

F (i+1).

Thus, from (2.9), we have

2N+1 (N + 1)!FN+2(2.10)

=
N∑
i=1

ai (N) (2N − i) (x− t)
i−2(N+1)

F (i)

+
N+1∑
i=2

ai−1 (N) (x− t)
i−2(N+1)

F (i).

On the other hand, by replacing N by N + 1, in (2.7), we get

(2.11) 2N+1 (N + 1)!FN+2 =

N+1∑
i=1

ai (N + 1) (x− t)
i−2(N+1)

F (i).

Comparing the coefficients on both sides of (2.10) and (2.11), we have

a1 (N + 1) = (2N − 1) a1 (N) ,(2.12)

aN+1 (N + 1) = aN (N) ,(2.13)

and

(2.14) ai (N + 1) = ai−1 (N) + (2N − i) ai (N) , (2 ≤ i ≤ N) .

Moreover, by (2.4) and (2.7), we get

(2.15) 2F 2 = (x− t)
−1
F (1) = a1 (1) (x− t)

−1
F (1).

By comparing the coefficients on both sides of (2.15), we get

(2.16) a1 (1) = 1.
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Now, by (2.12) and (2.16), we have

a1 (N + 1) = (2N − 1) a1 (N)(2.17)

= (2N − 1) (2N − 3) a1 (N − 1)

= (2N − 1) (2N − 3) (2N − 5) a1 (N − 2)

...

= (2N − 1) (2N − 3) (2N − 5) · · · 1 · a1 (1)

= (2N − 1)!!,

where (2N − 1)!! is Arfken’s double factorial.
From (2.13), we easily note that

(2.18) aN+1 (N + 1) = aN (N) = · · · = a1 (1) = 1.

For 2 ≤ i ≤ N , from (2.14), we can derive the following equation:

ai (N + 1) = ai−1 (N) + (2N − i) ai (N)

(2.19)

= ai−1 (N) + (2N − i) ai−1 (N − 1) + (2N − i) (2N − 2 − i) ai (N − 1)

...

=
N−i∑
k=0

(
k−1∏
l=0

(2 (N − l) − i)

)
ai−1 (N − k) +

N−i∏
l=0

(2 (N − l) − i) ai (i)

=
N−i∑
k=0

2k
(
N − i

2

)
k

ai−1 (N − k) + 2N−i+1

(
N − i

2

)
N−i+1

=
N−i+1∑
k=0

2k
(
N − i

2

)
k

ai−1 (N − k) ,

where (x)n = x (x− 1) · · · (x− n+ 1), (n ≥ 1) and (x)0 = 1.
As the above is also valid for i = N + 1, by (2.19), we get

(2.20) ai (N + 1) =
N+1−i∑
k=0

2k
(
N − i

2

)
k

ai−1 (N − k) ,

where 2 ≤ i ≤ N + 1.
Now, we give an explicit expression for ai (N + 1).
From (2.17) and (2.20), we can derive the following equations:

a2 (N + 1) =

N−1∑
k1=0

2k1

(
N − 2

2

)
k1

a1 (N − k1)(2.21)

=
N−1∑
k1=0

2k1

(
N − 2

2

)
k1

(2 (N − k1 − 1) − 1)!!,
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a3 (N + 1) =

N−2∑
k2=0

2k2

(
N − 3

2

)
k2

a2 (N − k2)

(2.22)

=
N−2∑
k2=0

N−2−k2∑
k1=0

2k1+k2

(
N − 3

2

)
k2

(
N − k2 −

4

2

)
k1

(2 (N − 2 − k1 − k2) − 1)!!,

and

a4 (N + 1) =

N−3∑
k3=0

2k3

(
N − 4

2

)
k3

a3 (N − k3)

(2.23)

=
N−3∑
k3=0

N−3−k3∑
k2=0

N−3−k3−k2∑
k1=0

2k1+k2+k3

(
N − 4

2

)
k3

(
N − k3 −

5

2

)
k2

(
N − k3 − k2 −

6

2

)
k1

× (2 (N − 3 − k1 − k2 − k3) − 1)!!.

Thus, we see that, for 2 ≤ i ≤ N + 1,

ai (N + 1) =
N−i+1∑
ki−1=0

N−i+1−ki−1∑
ki−2=0

· · ·
N−i+1−ki−1−···−k2∑

k1=0

2
∑i−1

j=1 kj

(2.24)

×
i∏

j=2

N −
i−1∑
l=j

kl −
2i− j

2


kj−1

2

N − i+ 1 −
i−1∑
j=1

kj

− 1

!!.

Therefore, we obtain the following theorem.

Theorem 1. The nonlinear differential equations

2NN !FN+1 =

N∑
i=1

ai (N) (x− t)
i−2N

F (i), (N ∈ N)

has a solution F = F (t, x) = 1
1−2tx+t2 , where

a1 (N) = (2N − 3)!!,

ai (N) =
N−i∑

ki−1=0

N−i−ki−1∑
ki−2=0

· · ·
N−i−ki−1−···−k2∑

k1=0

2
∑i−1

j=1 kj

×
i∏

j=2

N −
i−1∑
l=j

kl −
2i+ 2 − j

2 kj−1

2

N − i−
i−1∑
j=1

kj

− 1

!!

(2 ≤ i ≤ N).

From (1.3) and (1.9), we note that
∞∑

n=0

Un (x) tn(2.25)

=
1

1 − 2xt+ t2
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=

(
1√

1 − 2xt+ t2

)2

=

( ∞∑
l=0

pl (x) tl

)( ∞∑
m=0

pm (x) tm

)

=
∞∑

n=0

(
n∑

l=0

pl (x) pn−l (x)

)
tn.

Thus, from (2.25), we have

Un (x) =
n∑

l=0

pl (x) pn−l (x) .

From (1.4), we obtain

(2.26) 2NN !FN+1 = 2NN !
∞∑

n=0

U (N+1)
n (x) tn.

On the other hand, by Theorem 1, we get

2NN !FN+1 =
N∑
i=1

ai (N) (x− t)
i−2N

F (i)

(2.27)

=
N∑
i=1

ai (N)

( ∞∑
m=0

(
2N +m− i− 1

m

)
xi−2N−mtm

)( ∞∑
l=0

Ui+l (x) (l + i)i t
l

)

=
N∑
i=1

ai (N)
∞∑

n=0

{
n∑

l=0

(
2N + n− l − i− 1

n− l

)
xi−2N−n+lUl+i (x) (l + i)i

}
tn

=
∞∑

n=0

{
N∑
i=1

ai (N)
n∑

l=0

(
2N + n− l − i− 1

n− l

)
xi+l−2N−nUi+l (x) (l + i)i

}
tn.

Comparing the coefficients on the both sides of (2.26) and (2.27), we obtain the
following theorem.

Theorem 2. For N ∈ N, and n ∈ N ∪ {0}, the following identity holds.

U (N+1)
n (x) =

1

2NN !

N∑
i=1

ai (N)
n∑

l=0

(
2N + n− l − i− 1

n− l

)
Ul+i (x)xi+l−2N−n (l + i)i .

The higher-order Legendre polynomials are given by the generating function

(2.28)

(
1√

1 − 2xt+ t2

)α

=

∞∑
n=0

p(α)n (x) tn.

Thus, by 1.4 and (2.27), we get
∞∑

n=0

U (α)
n (x) tn(2.29)

=

(
1

1 − 2xt+ t2

)α
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=

(
1√

1 − 2xt+ t2

)2α

=

( ∞∑
l=0

p
(α)
l (x) tl

)( ∞∑
m=0

p(α)m (x) tm

)

=
∞∑

n=0

(
n∑

l=0

p
(α)
l (x) p

(α)
n−l (x)

)
tn.

From (2.29), we note that

(2.30) U (α)
n (x) =

n∑
l=0

p
(α)
l (x) p

(α)
n−l (x) .

Therefore, we obtian the following corollaries.

Corollary 3. For N ∈ N and n ∈ N ∪ {0}, we have
n∑

l=0

p
(N+1)
l p

(N+1)
n−l (x)

=
1

2NN !

N∑
i=1

ai (N)

n∑
l=0

(
2N + n− l − i− 1

n− l

)
Ul+i (x) (l + i)i x

i+l−2N−n.

Corollary 4. For N ∈ N and n ∈ N, we have

U (N+1)
n (x)

=
1

2NN !

N∑
i=1

ai (N)

n∑
l=0

l+i∑
j=0

(
2N + n− l − i− 1

n− l

)
xi+l−2N−n (l + i)i (x) pl+i−j (x) .

By (1.6), we get

2NN !FN+1(2.31)

= 2NN ! (1 − t)
−N−1

(
1 − t

1 − 2xt+ t2

)N+1

= 2NN !

( ∞∑
m=0

(
N +m

m

)
tm

)( ∞∑
l=0

V
(N+1)
l (x) tl

)

= 2NN !
∞∑

n=0

(
n∑

l=0

(
N + n− l

n− l

)
V

(N+1)
l (x)

)
tn.

On the other hand, by Theorem 1, we have

2NN !FN+1 =
N∑
i=1

ai (N) (x− t)
i−2N

F (i)(2.32)

=
N∑
i=1

ai (N) (x− t)
i−2N

(
d

dt

)i(
1

1 − t
· 1 − t

1 − xt+ t2

)
.

From Leibniz formula, we note that(
d

dt

)i(
1 − t

1 − 2xt+ t2
· 1

1 − t

)
(2.33)
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=
i∑

l=0

(
i

l

)((
d

dt

)i−l
1

1 − t

)((
d

dt

)l
1 − t

1 − 2xt+ t2

)

=
i∑

l=0

(
i

l

)
(i− l)! (1 − t)

−i+l−1

(
d

dt

)l (
1 − t

1 − 2xt+ t2

)

=
i∑

l=0

(
i

l

)
(i− l)!

∞∑
s=0

(
i− l + s

s

)
ts

∞∑
p=0

Vp+l (x) (p+ l)l t
p

=

i∑
l=0

i!

l!

∞∑
s=0

(
i− l + s

s

)
ts

∞∑
p=0

Vp+l (x) (p+ l)l t
p.

By (2.32) and (2.33), we get

2NN !FN+1(2.34)

=

∞∑
n=0

{
N∑
i=1

i∑
l=0

ai (N)
i!

l!

∑
m+s+p=n

(
2N +m− i− 1

m

)(
i− l + s

s

)
× (p+ l)l x

i−2N−mVp+l (x)
}
tn.

Therefore, by (2.31) and (2.34), we obtain the following theorem.

Theorem 5. For N ∈ N and n ∈ N ∪ {0}, we have the following identity:

n∑
l=0

(
N + n− l

n− l

)
V

(N+1)
l (x)

=
1

2NN !

N∑
i=1

i∑
l=0

ai (N)
i!

l!

∑
m+s+p=n

(
2N +m− i− 1

m

)(
i− l + s

s

)
(p+ l)l

×xi−2N−mVp+l (x) .

From (1.8), we note that

2NN !FN+1(2.35)

= 2NN ! (1 + t)
−N−1

(
1 + t

1 − 2xt+ t2

)N+1

= 2NN !

( ∞∑
m=0

(
N +m

m

)
(−1)

m
tm

)( ∞∑
l=0

W
(N+1)
l (x) tl

)

= 2NN !
∞∑

n=0

(
n∑

l=0

(−1)
n−l

(
N + n− l

n− l

)
W

(N+1)
l (x)

)
tn.

On the other hand, by Theorem 1, we get

(2.36) 2NN !FN+1 =
N∑
i=1

ai (N) (x− t)
i−2N

(
d

dt

)i{
1

1 + t
· 1 + t

1 − 2xt+ t2

}
.

Now, we observe that(
d

dt

)i{(
1

1 + t

)(
1 + t

1 − 2xt+ t2

)}
(2.37)
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=
i∑

l=0

(
i

l

)
(−1)

i−l
(i− l)!

(
1

1 + t

)i−l+1(
d

dt

)l (
1 + t

1 − 2xt+ t2

)

=
i∑

l=0

(
i

l

)
(−1)

i−l
(i− l)!

∞∑
s=0

(
i− l + s

s

)
(−1)

s
ts

∞∑
p=0

Wp+l (x) (p+ l)l t
p.

From (2.36) and (2.37), we have

2NN !FN+1(2.38)

=
∞∑

n=0

{
N∑
i=1

ai (N)
i∑

l=0

(−1)
i−l i!

l!

∑
m+s+p=n

(−1)
s

(
2N +m− i− 1

m

)
×
(
i− l + s

s

)
(p+ l)l x

i−2N−mWp+l (x)

}
tn.

Therefore, by (2.35) and (2.38), we obtain the following theorem.

Theorem 6. For N ∈ N and n ∈ N ∪ {0}, the following identity is valid:

n∑
l=0

(−1)
n−l

(
N + n− l

n− l

)
W

(N+1)
l (x)

=
1

2NN !

N∑
i=1

i∑
l=0

(−1)
i−l

ai (N)
i!

l!

∑
m+s+p=n

(−1)
s

(
2N +m− i− 1

m

)
×
(
i− l + s

s

)
(p+ l)l x

i−2N−mWp+l (x) .

From (1.1), we have

2NN !FN+1

(2.39)

= 2NN !

(
1

1 − t2
· 1 − t2

1 − 2xt+ t2

)N+1

= 2NN !

(
1

1 − t

)N+1(
1

1 + t

)N+1(
1 − t2

1 − 2xt+ t2

)N+1

= 2NN !

( ∞∑
l=0

(
N + l

l

)
tl

)( ∞∑
m=0

(
m+N

m

)
(−1)

m
tm

)( ∞∑
p=0

T (N+1)
p (x) tp

)

= 2NN !
∞∑

n=0

 ∑
l+m+p=n

(
N + l

l

)(
m+N

m

)
(−1)

m
T (N+1)
p (x)

 tn.

On the other hand, by Theorem 1, we get

2NN !FN+1(2.40)

=
N∑
i=1

ai (N) (x− t)
i−2N

F (i)
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=
1

2

N∑
i=1

ai (N) (x− t)
i−2N

(
d

dt

)i{(
1

1 − t
+

1

1 + t

)
1 − t2

1 − 2xt+ t2

}
.

From Leibniz formula, we note that the following equations:(
d

dt

)i{(
1

1 − t

)
·
(

1 − t2

1 − 2xt+ t2

)}
(2.41)

=
i∑

l=0

(
i

l

)
(i− l)!

∞∑
s=0

(
i+ s− l

s

)
ts

∞∑
p=0

Tp+l (x) (p+ l)l t
p,

and (
d

dt

)i{(
1

1 + t

)(
1 − t2

1 − 2xt+ t2

)}
(2.42)

=

i∑
l=0

(
i

l

)
(i− l)! (−1)

i−l
∞∑
s=0

(
i− l + s

s

)
(−1)

s
ts

∞∑
p=0

Tp+l (x) (p+ l)l t
p.

By (2.40), (2.41), and (2.42), we obtain

2NN !FN+1

(2.43)

=
1

2

N∑
i=1

ai (N) (x− t)
i−2N

i∑
l=0

(
i

l

)
(i− l)!

∞∑
s=0

(
i+ s− l

s

)
ts

∞∑
k=0

Tp+l (x) (p+ l)l t
p

+
1

2

N∑
i=1

ai (N) (x− t)
i−2N

i∑
l=0

(
i

l

)
(i− l)! (−1)

i−l
∞∑
s=0

(
i− l + s

s

)
(−1)

s
ts

×
∞∑
p=0

Tp+l (x) (p+ l)l t
p

=
1

2

∞∑
n=0

N∑
i=1

i∑
l=0

ai (N)
i!

l!

∑
m+s+p=n

(
2N +m− i− 1

m

)(
i+ s− l

s

)
(p+ l)l

×xi−2N−mTp+l (x) tn +
1

2

∞∑
n=0

N∑
i=1

i∑
l=0

ai (N)
i!

l!
(−1)

i−l

×
∑

m+s+p=n

(−1)
s

(
2N +m− i− 1

m

)(
i+ s− l

s

)
(p+ l)l x

i−2N−mTp+l (x) tn.

Therefore, by (2.39) and (2.43), we obtain the following theorem.

Theorem 7. For n ∈ N ∪ {0} and N ∈ N, we have the following identity

2N+1N !
∑

s+m+p=n

(
N + s

s

)(
m+N

m

)
(−1)

m
T (N+1)
p (x)

=
N∑
i=1

i∑
l=0

ai (N)
i!

l!

∑
m+s+p=n

(
2N +m− i− 1

m

)(
i+ s− l

s

)
(p+ l)l
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×xi−2N−mTp+l (x) +
N∑
i=1

i∑
l=0

ai (N)
i!

l!
(−1)

i−l
∑

m+s+p=n

(−1)
s

(
2N +m− i− 1

m

)
×
(
i+ s− l

s

)
(p+ l)l x

i−2N−mTp+l (x) .
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Blowup singularity for a degenerate and singular parabolic

equation with nonlocal boundary ∗
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Abstract

In this paper, we are interested in the blowup behavior of the solution to a degenerate and singular
parabolic equation

ut = (xαux)x +

∫ l

0

updx− kuq, (x, t) ∈ (0, l)× (0,+∞)

with nonlocal boundary condition

u (0, t) =

∫ l

0

f (x)u (x, t)dx, u (l, t) =

∫ l

0

g (x)u (x, t)dx, t ∈ (0,+∞) ,

where p, q ∈ [1,∞ ), α ∈ [0, 1) and k ∈ (0,∞). In view of comparison principle, we investigate
the conditions on the global existence and blowup of the solutions. Moreover, under some suitable
hypotheses, we discuss the global blowup and the uniform blowup profile of the blowup solution.
Keywords: Degenerate and singular parabolic equation; Nonlocal boundary; Global existence; Blowup
singularity
Mathematics Subject Classification(2000) : 35K50, 35K55, 35K65

1 Introduction

The main purpose of this paper is to deal with the blowup singularity of the following degenerate and

singular parabolic equation with nonlocal source and nonlocal boundary condition

ut = (xαux)x +
∫ l
0
updx− kuq, (x, t) ∈ (0, l)× (0,+∞) ,

u (0, t) =
∫ l
0
f (x)u (x, t)dx, t ∈ (0,+∞) ,

u (l, t) =
∫ l
0
g (x)u (x, t)dx, t ∈ (0,+∞) ,

u (x, 0) = u0 (x) ≥ 0, x ∈ [0, l] ,

(1.1)

∗This work is supported by National Natural Science Foundation of China (11426099, 11526076, 11571102), Scientific
Research Fund of Hunan Provincial Education Department (14B067, 15A062)
†Corresponding Author: liudengming08@163.com
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where 0 ≤ α < 1, p, q ≥ 1, k > 0, the weight functions f (x) and g (x) in the boundary condition are

nonnegative continuous on [0, l] and not identically zero, and the initial value u0 (x) ∈ C2+δ (0, l)∩C [0, l]

with 0 < δ < 1, and satisfies the compatibility conditions. It is obvious that the equation in problem (1.1)

is singular and degenerate because the coefficients of ux and uxx may tend to ∞ and 0 as x→ 0.

This type equation in problem (1.1) can be viewed as a model which describes the conduction of

heat related to the geometric shape of the body (see [1] and the references therein for more details of

the physical background). On the other hand, lots of physical phenomena were formulated into nonlocal

mathematical models, for example, Day [4, 5] derived a heat equation with nonlocal boundary in the study

of the heat conduction with thermoelastcity. From then on, a lot of mathematicians devoted to studying

the blowup behavior of the solutions of various parabolic problems with nonlocal boundary conditions (see

[6, 7, 8, 9, 10, 11, 13, 15, 16, 21]).

The blowup phenomenon related to problem (1.1) attracted extensive attention of mathematicians in

the past several decades (see [2, 3, 12, 18, 20, 22, 23]), but most of them considered the problems with null

Dirichlet boundary conditions. Inspired by the works mentioned above, we consider problem (1.1), and

our main attention is focused on evaluating the effects of the weighted nonlocal boundary, the nonlocal

source and absorption term on the asymptotic blowup behavior of the solution u (x, t) of problem (1.1).

Compared with [3] and [18], we need more skills to handle the difficulties, which are produced by the

degeneration and singularity of problem (1.1), and the appearance of the nonlinear nonlocal boundary

condition.

Before stating our main results, for the sake of convenience, we denote

N = max

{∫ l

0

f (x)dx,

∫ l

0

g (x)dx

}
,

and let λ1 be the first eigenvalue and ζ1 (x) be the corresponding eigenfunction of the following eigenvalue

problem

− (xαζx)x = λ1ζ, 0 < x < l; ζ (0) = ζ (l) = 0. (1.2)

Indeed, from [3, 14], we know that the principle eigenvalue λ1 of the eigenvalue problem (1.2) is the first

zero of

J 1−α
2−α

(
2
√
λ

2− α
l
2−α
2

)
= 0,

and ζ1 (x) can be expressed in an explicit form as follows

ζ1 (x) = ax
1−α
2 J 1−α

2−α

(
2
√
λ1

2− α
x

2−α
2

)
, (1.3)

where J 1−α
2−α

is Bessel function of the first kind of order 1−α
2−α , and a is an appropriate positive parameter

such that ‖ζ1 (x)‖L1([0,l]) = 1. Furthermore, we know easily that ζ1 (x) is a positive smooth function in

(0, l), and in light of
d

dτ
Jϑ (τ) =

ϑ

2
Jϑ (τ)− Jϑ+1 (τ) ,

we can deduce that, for x ∈ (0, l),

d

dx
ζ1 (x) =

a (1− α)

2

(
1 +

√
λ1

2− α
x

2−α
2

)
x−

1+α
2 J 1−α

2−α

(
2
√
λ1

2− α
x

2−α
2

)
− a
√
λ1x

1−2α
2 J 3−2α

2−α

( √
λ1

2− α
x

2−α
2

)
.

2
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And hence, by making use of

Jϑ (τ)→ 1

Γ (ϑ+ 1)

(τ
2

)ϑ
as τ → 0,

where Γ (·) is the Gamma function, we find that

lim
x→0+

ζ1 (x) = 0

and

lim
x→0+

d

dx
ζ1 (x) =

a (1− α)

2Γ
(

3−2α
2−α

) (2
√
λ1

2− α

) 1−α
2−α

,

which imply that

sup
x∈[0,l]

ζ1 (x) <∞ and sup
x∈[0,l]

d

dx
ζ1 (x) <∞. (1.4)

The main results of this paper are stated as follows.

Theorem 1.1. Assume that q > p ≥ 1, then all the solutions of problem (1.1) exist globally.

Theorem 1.2. Assume that p > q ≥ 1, then problem (1.1) admits blowup solutions as well as global

solutions. More precisely,

(i) if N ≤ 1, then the solution exists globally provided that u0 (x) ≤
(
k
l

) 1
p−q ;

(ii) if N > 1, then the solution of problem (1.1) blows up in finite time provided that u0 (x) > η1, where

η1 > 1 is an appropriate constant;

(iii) there is a suitable positive small constant η2 such that the solution u (x, t) of problem (1.1) blows up

in finite time for any f (x) and g (x) provided that

u0 (x) > η−ξ2

(
l

2− α
x1−α − 1

2− α
x2−α

)
,

where ξ > 1
p−1 .

Theorem 1.3. Assume that p = q > 1. The solution u (x, t) of problem (1.1) exists globally provided that

N < 1 and u0 (x) ≤ ε1N , where ε1 is given by (3.13). For any nonnegative weight functions f (x) and

g (x), the solution u (x, t) of problem (1.1) blows up in finite time provided that the initial value u0 (x) is

sufficiently large.

Remark 1.1. If p = q = 1, one can show that problem (1.1) has no blowup solution.

The remaining part is devote to discussing the global blowup and the uniform blowup profile of the

blowup solution, to this end, we assume that p > q ≥ 1 (or p = q > 1), N ≤ 1 and u0 (x) is large enough

in some suitable sense. Moreover, we assume that u0 (x) satisfies extra

(xαu0x)x +

∫ l

0

up0dx− ku
q
0 ≥ 0 for x ∈ (0, l) , (1.5)

(xαu0x)x ≤ 0 in (0, l) , (1.6)

and

lim
x→0+

[
(xαu0x)x +

∫ l

0

up0dx− ku
q
0

]
= lim
x→l−

[
(xαu0x)x +

∫ l

0

up0dx− ku
q
0

]
= 0. (1.7)

3
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Theorem 1.4. Assume that p > q ≥ 1 and N ≤ 1. Suppose that hypotheses (1.5), (1.6) and (1.7) hold.

Then

u (x, t) ∼ [l (p− 1) (T − t)]−
1
p−1 a.e. in (0, l) as t→ T,

where T is the blowup time.

Corollary 1.1. Under the assumptions of Theorem 1.4, we see that the blowup set of the blowup solution

u (x, t) of problem (1.1) is the whole interval (0, l).

Theorem 1.5. Assume that p = q > 1, N ≤ 1 and 0 < k < l. Suppose that hypotheses (1.5), (1.6) and

(1.7) hold. Then

u (x, t) ∼ [l (p− 1) (T − t)]−
1
p−1 a.e. in (0, l) as t→ T,

where T is the blowup time.

Corollary 1.2. Under the assumptions of Theorem 1.5, we know that the blowup set of the blowup solution

u (x, t) of problem (1.1) is the whole interval (0, l).

The rest of this paper is organized as follows. In Section 2, we shall state the comparison principle and

local existence theorem for problem (1.1). In section 3, we shall concern with the conditions on the global

existence of solution and prove Theorems 1.1, 1.2 and 1.3. In section 4, we shall estimate the uniform

blowup profile and give the proofs of Theorems 1.4 and 1.5.

2 Comparison principle and local existence

In this section, we will establish a suitable comparison principle for problem (1.1) and state the existence

and uniqueness result on the local solution. For the sake of simplify, we denote IT = (0, l) × (0, T ) and

IT = [0, l]× [0, T ). First, we give the definitions of the super-solution and sub-solution to problem (1.1).

Definition 2.1. A nonnegative function u (x, t) is called a super-solution of problem (1.1) if u (x, t) ∈
C2,1 (IT ) ∩ C

(
IT
)

satisfies

ut ≥ (xαux)x +
∫ l
0
updx− kuq, (x, t) ∈ IT ,

u (0, t) ≥
∫ l
0
f (x)u (x, t)dx, t ∈ (0, T ) ,

u (l, t) ≥
∫ l
0
g (x)u (x, t)dx, t ∈ (0, T ) ,

u (x, 0) ≥ u0 (x) , x ∈ [0, l] .

(2.1)

Similarly, u (x, t) ∈ C2,1 (IT )∩C
(
IT
)

is called a sub-solution of problem (1.1) if it satisfies all the reversed

inequalities in (2.1). We say that u (x, t) is a solution of problem (1.1) if it is both a sub-solution and a

super-solution of problem (1.1).

Now, by using the similar arguments as those in [6] (or [10]), we give directly the following maximum

principle.

4
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Lemma 2.1. Let ω (x, t) ∈ C2,1 (IT ) ∩ C
(
IT
)

satisfy
ωt − (xαωx)x ≥ θ1 (x, t)ω +

∫ l
0
θ1 (x, t)ω (x, t) dx, (x, t) ∈ IT ,

ω (0, t) ≥
∫ l
0
θ3 (x)ω (x, t)dx, t ∈ (0, T ) ,

ω (l, t) ≥
∫ l
0
θ4 (x)ω (x, t)dx, t ∈ (0, T ) ,

(2.2)

where θi (x, t), i = 1, 2, 3, 4, are bounded functions, θ2 (x, t) is nonnegative for (x, t) ∈ IT , θ3 (x) and θ4 (x)

are nonnegative, nontrivial in (0, l). Then ω (x, 0) > 0 in [0, l] implies that ω (x, t) > 0 for (x, t) ∈ IT .

Moreover, if one of the following conditions holds, (i) θ3 (x) = θ4 (x) ≡ 0 for x ∈ (0, l); (ii) θ3 (x), θ4 (x) ≥ 0

for x ∈ (0, l) and max
{∫ l

0
θ3 (x) dx,

∫ l
0
θ4 (x) dx

}
≤ 1, then ω (x, 0) ≥ 0 in [0, l] leads to ω (x, t) ≥ 0 for

(x, t) ∈ IT .

Based on the idea of [10], we can establish the comparison principle for problem (1.1) as follows, which

is the main tool of establishing the conditions on the global existence and blowup of the solution.

Proposition 2.1 (Comparison principle). Let u (x, t) and u (x, t) be a nonnegative super-solution and

sub-solution of problem (1.1), respectively. Then u (x, t) ≥ u (x, t) holds in IT if u (x, 0) ≥ u (x, 0) for

x ∈ [0, l].

Next, we state the result on the existence and uniqueness of the local solution of problem (1.1) at the

end of this section.

Theorem 2.1 (Local existence and uniqueness). Assume that (1.5) holds, then there exists a small positive

real number T such that problem (1.1) admits a unique nonnegative solution u(x, t) ∈ C
(
IT
)
∩ C2,1 (IT ).

Remark 2.1. We can get the proof of Theorem 2.1 by using regularization method and Schauder’s fixed

point theorem. For more details, we refer the readers to [3, 23].

3 Global existence of solution

The main goal of this section is to discuss the global existence and blowup property of the solution

u (x, t) to the problem (1.1). To this end, by Proposition 2.1, we only need to construct some suitable

global super-solutions (or blowup sub-solutions).

Proof of Theorem 1.1. Let T be any positive number and u1(x, t) be defined as

u1 (x, t) =
χ2

χ1ζ1 (x) + 1
eχ3t

where χ1 is large enough such that∫ l

0

1

1 + χ1ζ1 (x)
dx ≤ max

{
max
x∈[0,l]

f (x) , max
x∈[0,l]

g (x)

}
,

and

χ2 = max

max
x∈[0,l]

(u0 (x) + 1) (χ1ζ1 (x) + 1) , max
x∈[0,l]

[
(χ1ζ1 (x) + 1)

q

k

∫ l

0

1

(1 + χ1ζ1 (x))
p dx

] 1
q−p
 ,

5
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χ3 = λ1 + max
x∈[0,l]

2lαχ2
1

(χ1ζ1 (x) + 1)
2

∣∣∣∣dζ1 (x)

dx

∣∣∣∣2 .
By the direct calculation, one has

Pu1 : = u1t − (xαu1x)x −
∫ l

0

up1dx+ kuq1

= u1

[
χ3 −

(
λ1χ1ζ1 (x)

1 + χ1ζ1 (x)
+

2xαχ2
1

(χ1ζ1 (x) + 1)
2

∣∣∣∣ ddxζ1 (x)

∣∣∣∣2
)]

+ k

(
χ2e

χ3t

1 + χ1ζ1 (x)

)q
−
(
χ2e

χ3t
)p ∫ l

0

1

(1 + χ1ζ1 (x))
p dx

≥ 0,

(3.1)

and

u1 (x, 0) =
χ2

1 + χ1ζ1 (x)
≥

max
x∈[0,l]

(u0 (x) + 1) (1 + χ1ζ1 (x))

1 + χ1ζ1 (x)
> u0 (x) . (3.2)

On the other hand, we can verify that

u1 (0, t) = χ2e
χ3t ≥ χ2e

χ3t max
x∈[0,l]

f (x)

∫ l

0

1

1 + χ1ζ1 (x)
dx ≥

∫ l

0

f (x)χ2e
χ3t

1 + χ1ζ1 (x)
dx =

∫ l

0

f (x)u1 (x, t) dx,

(3.3)

and

u1 (l, t) ≥
∫ l

0

g (x)u1 (x, t) dx. (3.4)

Combining now from (3.1) to (3.4), we know that u1 (x, t) is a global super-solution of (1.1) in IT and the

solution u (x, t) of (1.1) exists globally by Proposition 2.1. The proof of Theorem 1.1 is complete.

Proof of Theorem 1.2. (i) If p > q and N > 1, then it is easy to check that u2 (x) =
(
k
l

) 1
p−q is a global

super-solution of problem (1.1) provided that u0 (x) ≤
(
k
l

) 1
p−q .

(ii) Consider the following ordinary differential equation v1
′ (t) = lvp1 − kv

q
1, t > 0,

v1 (0) = v10.
(3.5)

From p > q ≥ 1, it follows that vq1 ≤ v
p

1 + 1, and hence, we have

lvp1 − kv
q

1 ≥ (l − k) vp1 − k,

which tells us that the solution v1 (t) of (3.5) is a super-solution of the following problem v2
′ (t) = (l − k) vp2 − k, t > 0,

v2 (0) = v10

(3.6)

provided l > k. Noticing that (l − k) vp2 is convex, then there exists η1 > 1 such that (l − k) vp2 ≥ 2k

holds for v2 ≥ η1. It follows easily that if v2 (0) = v10 > η1, then v2 (t) is increasing on its interval of the

existence and

v2
′ (t) ≥ l − k

2
vp2. (3.7)

6
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From the above inequality it follows that

v2 (t)→∞ as t→ 2

(l − k) (p− 1) vp−110

, (3.8)

which leads to that v1 (t) will become infinite in a finite time. Recalling that N > 1, then v1 (t) is a blowup

sub-solution of problem (1.1) when u0 (x) ≥ v10 > η, so the solution u (x, t) of problem (1.1) blows up in

finite time for sufficiently large initial value.

(iii) Let v (x, t) be the solution of the following auxiliary problem
vt = (xαvx)x +

∫ l
0
vp (x, t)dx− kvq, 0 < x < l, t > 0,

v (0, t) = v (l, t) = 0, t > 0,

v (x, 0) = u0 (x) , 0 < x < l,

(3.9)

then v (x, t) is a sub-solution of problem (1.1). Set

v3 (x, t) = (η2 − t)−ξ
(

l

2− α
x1−α − 1

2− α
x2−α

)
:= (η2 − t)−ξ µ (x) ,

where η2 and ξ > 0 will be chosen later. Calculating directly, we have

Pv3 : = v3t − (xαv3x)x −
∫ l

0

vp3 (x, t)dx+ kvq3

= (η2 − t)−ξp
[
ξ (η2 − t)ξp−ξ−1 µ (x) + (η2 − t)ξ(p−1) + k (η2 − t)ξ(p−q) µq (x)−

∫ l

0

µp (x) dx

]
.

Since p > q ≥ 1, we can take ξ large enough such that ξp − ξ − 1 > 0, then we have Pv3 ≤ 0 with

η2 − t small enough, which implies that v3 (x, t) is a blowup sub-solution to problem (3.9) provided that

v (x, 0) = u0 (x) > µ (x) η−ξ2 . And hence, Proposition 2.1 tells us that the solution u (x, t) of problem (1.1)

blows up in finite time for large initial value. The proof of Theorem 1.2 is completed.

Proof of Theorem 1.3. For any given constant

ε0 ∈

(
0,

(1−N ) (2− α)
3−α

l2−α (1− α)
1−α

)
, (3.10)

let σ (x) be the unique positive solution of the following ordinary differential equation − (xασx)x = ε0, 0 < x < l,

σ (0) = σ (l) = N .
(3.11)

In fact, we can solve the explicit expression of σ (x) as follows

σ (x) =
lε0

2− α
x1−α − ε0

2− α
x2−α +N , x ∈ [0, l] .

Moreover, according to N < 1, we can verify that

0 < min
x∈[0,l]

σ (x) = N < max
x∈[0,l]

σ (x) = N +
ε0l

2−α (1− α)
1−α

(2− α)
3−α < 1. (3.12)
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Define

u3 (x, t) = ε1σ (x) ,

where

ε1 =


(

ε0
kNp−l

) 1
p−1

, if kN p − l > 0,

any fixed positive constant, if kN p − l ≤ 0.
(3.13)

Calculating directly, one has

Pu3 : = u3t − (xαu3x)x −
∫ l

0

up3dx+ kup3

= ε0ε1 − εp1
∫ l

0

σpdx+ kεp1σ
p

≥ ε0ε1 − lεp1
[

max
x∈[0,l]

σ (x)

]p
+ kεp1

[
min
x∈[0,l]

σ (x)

]p
> ε0ε1 − εp1 (kN p − l)

≥ 0.

(3.14)

Meanwhile, we can prove that

u3 (0, t) = ε1N ≥
∫ l

0

ε1f (x) dx >

∫ l

0

ε1σ (x) f (x) dx =

∫ l

0

u3 (x, t) f (x) dx (3.15)

and

u3 (l, t) >

∫ l

0

u3 (x, t) f (x) dx. (3.16)

Then u3 (x, t) is a global super-solution of problem (1.1) if u0 (x) ≤ ε1N , and hence, we obtain our global

existence result by Proposition 2.1.

The proof of blowup conclusion in this case is similar to the arguments of (iii) in Theorem 1.2, we omit

the details here. The proof of Theorem 1.3 is completed.

4 Global blowup set and uniform blowup profile

This section is mainly about the global blowup and the uniform blowup profile of the blowup solution

for problem (1.1). Throughout this section, we assume that p > q ≥ 1 (or p = q > 1), N ≤ 1 and u0 (x)

is large enough in some suitable sense. From Theorems 1.2 and 1.3, it follows that the solution u (x, t) of

problem (1.1) blows up in finite. For convenience, we denote T the blowup time.

From the assumptions on the initial value u0 (x) and (1.5), (1.6) and (1.7), we can find a sufficiently

small positive constant ε1 and a nonnegative function w0ε (x) such that

(1) w0ε ∈ C2+δ (ε, l − ε) ∩ C [ε, l − ε] with δ ∈ (0, 1) and ε ∈ (0, ε1].

(2) w0ε (ε) =
∫ l−ε
ε

f (x)w0ε (x) dx and w0ε (l − ε) =
∫ l−ε
ε

g (x)w0ε (x) dx.

(3) w0ε (x) < u0 (x) for x ∈ (ε, 2ε) ∪ (l − 2ε, l − ε), and w0ε (x) = u0 (x) for x ∈ [2ε, l − 2ε].

(4) (xαw0εx)x ≤ 0 for x ∈ (ε, l − ε).

8
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(5) (xαw0εx)x +
∫ l−ε
ε

wp0εdx− kw
q
0ε ≥ 0 for ε ∈ (0, ε1] and x ∈ (ε, l − ε).

(6) w0ε is non-increasing with respect to ε in (0, ε1]. Moreover

lim
x→ε+

[
(xαw0εx)x +

∫ l−ε

ε

wp0εdx− kw
q
0ε

]
= lim
x→(l−ε)−

[
(xαw0εx)x +

∫ l−ε

ε

wp0εdx− kw
q
0ε

]
= 0.

It is obvious that

lim
ε→0+

w0ε (x) = u0 (x) .

Now, we consider the following regularized problem

wεt = (xαwεx)x +
∫ l−ε
ε

wpεdx− kwqε , (x, t) ∈ (ε, l − ε)× (0,+∞) ,

wε (ε, t) =
∫ l−ε
ε

f (x)wε (x, t)dx, t ∈ (0,+∞) ,

wε (l − ε, t) =
∫ l−ε
ε

g (x)wε (x, t)dx, t ∈ (0,+∞) ,

wε (x, 0) = w0ε (x) , x ∈ [0, l] .

(4.1)

Then it is not difficult to show that there exists a unique solution wε (x, t) for problem (4.1). In addition,

from the arguments of Section 2 in [23], it follows that

lim
ε→0+

wε (x, t) = u (x, t) ,

where u (x, t) is the solution of problem (1.1).

Lemma 4.1. Suppose that hypotheses (1.5), (1.6) and (1.7) hold, and assume that p ≥ q > 1 and N ≤ 1.

Then (xαux)x ≤ 0 holds for (x, t) ∈ IT .

Proof. Taking η = (xαwεx)x, then from (4.1), we have

ηt =

{
xα

[
(xαwεx)x +

∫ l−ε

ε

wpεdx− kwqε

]
x

}
x

= (xαηx)x − kqw
q−1
ε η − kq (q − 1)wq−2ε |wεx|2 (4.2)

holds for any (x, t) ∈ (ε, l − ε)× (0, T ), which tells us that

ηt − (xαηx)x + kqwq−1ε η ≤ 0. (4.3)

On the other hand, for any t ∈ (0, T ), we have

η (ε, t) =

∫ l−ε

ε

f (x)wεt (x, t) dx−
∫ l−ε

ε

wpε (x, t) dx+ k

(∫ l−ε

ε

f (x)wε (x, t) dx

)q

=

∫ l−ε

ε

f (x)

(
(xαwεx)x +

∫ l−ε

ε

wpε (x, t) dx− kwqε

)
dx

−
∫ l−ε

ε

wpε (x, t) dx+ k

(∫ l−ε

ε

f (x)wε (x, t) dx

)q

=

∫ l−ε

ε

f (x) η (x, t) dx+

(∫ l−ε

ε

f (x) dx− 1

)∫ l−ε

ε

wpε (x, t) dx

− k

[∫ l−ε

ε

f (x)wqε (x, t) dx−

(∫ l−ε

ε

f (x)wε (x, t) dx

)q]
.

(4.4)
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It follows from Jensen’s inequality that∫ l−ε

ε

f (x)wqεdx−

(∫ l−ε

ε

f (x)wε (x, t) dx

)q

≥
∫ l−ε

ε

f (x) dx

(∫ l−ε
ε

f (x)wε (x, t) dx∫ l−ε
ε

f (x) dx

)q
−

(∫ l−ε

ε

f (x)wε (x, t)

)q
≥ 0.

Exploiting the above inequality and the assumption N ≤ 1 to (4.4), we can claim that

η (ε, t) ≤
∫ l−ε

ε

f (x) η (x, t) dx, t ∈ (0, T ) . (4.5)

By the analogous arguments, one can also show that

η (l − ε, t) ≤
∫ l−ε

ε

g (x) η (x, t) dx (4.6)

holds for all t ∈ (0, T ).

Moreover, noticing that η (x, 0) = (xαw0εx)x ≤ 0 holds for x ∈ (ε, l − ε). Then, maximum principle

tells us that η (x, t) = (xαwεx)x ≤ 0 holds for all (x, t) ∈ (ε, l − ε)×(0, T ). In addition, by the arbitrariness

of ε, we know that (xαux)x ≤ 0 holds in IT . The proof of Lemma 4.1 is complete.

In what follows, for the sake of simplicity, we denote

ψ (t) =

∫ l

0

up (x, t) dx and Ψ (t) =

∫ t

0

ψ (τ) dτ.

Lemma 4.2. Assume that (1.5), (1.6) and (1.7) hold, p > q ≥ 1 and N ≤ 1, then there exists a positive

constant C such that

sup
x∈Kd

(Ψ (t)− u (x, t)) ≤ C

d2

(
1 + Z (t) +

∫ t

0

Ψ (τ) dτ

)
in [0, l]× [T2 , T ), where

Z (t) = o (Ψ (t)) as t→ T,

and

Kd = {x ∈ (0, l) : dist (x, 0) ≥ d, dist (x, l) ≥ d} ⊂ (0, l) .

Proof. Put

F (t) =

∫ l

0

(Ψ (t)− u (x, t)) ζ1 (x) dx, (4.7)
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where ζ1 (x) is given by (1.3). Taking the derivative of F (t) with respect to t, we arrive at

F′ (t) =

∫ l

0

(ψ (t)− ut) ζ1 (x) dx

=

∫ l

0

(− (xαux)x + kuq) ζ1 (x) dx

= λ1

∫ l

0

u (x, t) ζ1 (x) dx+ k

∫ l

0

uq (x, t) ζ1 (x) dx

+ lαζ1x |x=l
∫ l

0

g (x)u (x, t) dx

≤ λ1
∫ l

0

u (x, t) ζ1 (x) dx+ k

∫ l

0

uq (x, t) ζ1 (x) dx

= −λ1F (t) + λ1Ψ (t) + k

∫ l

0

uq (x, t) ζ1 (x) dx.

(4.8)

On the other hand, it follows from Lemma 4.1 that

ut ≤ ψ (t)− kuq,

which implies that

− max
x∈[0,l]

u0 (x) ≤ Ψ (t)− u (x, t) . (4.9)

Then (4.9) and (4.8) lead to

F′ (t) ≤ λ1 max
x∈[0,l]

u0 (x) + λ1Ψ (t) + k

∫ l

0

uq (x, t) ζ1 (x) dx.

Integrating above inequality over from 0 to t, one has

F (t) ≤ max

{
λ1, k max

x∈[0,l]
ζ1 (x) ,F (0) + λ1T max

x∈[0,l]
u0 (x)

}(
1 +

∫ t

0

Ψ (τ) dτ +

∫ t

0

∫ l

0

uq (x, τ) dxdτ

)
.

(4.10)

Further, since p > q ≥ 1, Hölder’s inequality implies that∫ t

0

∫ l

0

uq (y, τ) dydτ ≤ (lT )
p−q
p

(∫ t

0

∫ l

0

up (y, τ) dydτ

) q
p

:= Z (t) . (4.11)

It is not difficult to verify that

Z (t) = o (Ψ (t)) as t→ T. (4.12)

Combining (4.13), (4.11) with (4.12), we see that

F (t) ≤ max

{
λ1, k max

x∈[0,l]
ζ1 (x) ,F (0) + λ1T max

x∈[0,l]
u0 (x)

}(
1 + Z (t) +

∫ t

0

Ψ (τ) dτ

)
. (4.13)

Now, by Lemma 4.5 in [17], we can claim that

sup
x∈Kd

(Ψ (t)− u (x, t)) ≤ C

d2

(
1 +

∫ t

0

Ψ (τ) dτ + o (Ψ (t))

)
holds for (x, t) ∈ [0, l]×

[
T
2 , T

)
, where C is an appropriate positive constant. The proof of Lemma 4.2 is

complete.
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In view of Lemma 4.2, and by a slight variant of the proof of Lemma 4.5 in [17], we have the following

Lemma.

Lemma 4.3. Assume that (1.6) and (1.7) hold, p > q ≥ 1 and N ≤ 1, then

lim
t→T

sup
[0,l]

|u (·, t)| = +∞ (4.14)

is equivalent to

lim
t→T

Ψ (t) = +∞ (4.15)

Moreover, if (4.14) or (4.15) is fulfilled, then

lim
t→T

u (x, t)

Ψ (t)
= lim
t→T

|u (·, t)|∞
Ψ (t)

= 1 (4.16)

uniformly on any compact subset of (0, l).

Next, we give the proofs of Theorems 1.4 and Theorem 1.5, respectively.

Proof of Theorem 1.4. It follows from (4.16) that

up (x, t) ∼ Ψp (t) , t→ T.

By the Lebesgue’s dominated convergence theorem, we have

Ψ′ (t) = ψ (t) =

∫ l

0

up (x, t) dx ∼ lΨp (t) , t→ T.

Therefore, by integrating the above equality, we can claim that

Ψ (t) ∼ (l (p− 1) (T − t))−
1
p−1 . (4.17)

Combining (4.16) with (4.17), we find that

u (x, t) ∼ (l (p− 1) (T − t))−
1
p−1 , t→ T, (4.18)

which means that

lim
t→T

(T − t)
1
p−1 u (x, t) = lim

t→T
(T − t)

1
p−1 |u (·, t)|∞ = (l (p− 1))

− 1
p−1 .

The proof of Theorem 1.4 is complete.

Proof of Theorem 1.5. Denote

ϕ (t) =

∫ l

0

up (y, t) dy − k
(

max
x∈[0,l]

u (x, t)

)p
and Φ (t) =

∫ t

0

g (τ) dτ.

Similar to Lemma 4.3, we can get

lim
t→T

u (x, t)

Φ (t)
= lim
t→T

|u (·, t)|∞
Φ (t)

= 1, (4.19)

uniformly on any compact subset of (0, l).

Since, the remaining arguments are the same as those in the proof of Theorem 1.4, we omit it here.

The proof of Theorem 1.5 is complete.
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Abstract. In this paper, we introduce a Kantorovich-type Bernstein-Stancu-Schurer

operators Kα,β
n,p,q based on the concept of q-integers. We investigate statistical ap-

proximation properties and establish a local approximation theorem, we also give a

convergence theorem for the Lipschitz continuous functions. Finally, we give some

graphics to illustrate the convergence properties of operators to some functions.
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1 Introduction

In 2013, Özarslan and Vedi [7] introduced the q-Bernstein-Schurer-Kantorovich oper-

ators as follows:

Kp
n(f ; q;x) =

n+p∑
r=0

[
n+ p

r

]
q

xr
n+p−r−1∏

s=o

(1− qsx)

∫ 1

0
f

(
[r]q

[n+ 1]q
+

1 + (q − 1)[r]q
[n+ 1]q

t

)
dqt

for any real number 0 < q < 1, fixed p ∈ N0 and f ∈ C[0, p+ 1]. They gave the Korovkin-

type approximation theorem, obtained the rate of convergence of the operators and so on.

In 2014, Ren and Zeng [8] introduced two kinds of Kantorovich-type q-Bernstein-Stancu

operators based on q-Jackson integral and Riemann-type q-integral respectively and got

some approximation properties. In 2015, Acu [1] introduced and studied q analogue of

Stancu-Schurer-Kantorovich operators. They proved a convergence theorem, established

the rate of convergence, obtained a Voronovskaya type result and so on, they constructed

∗Corresponding author.
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Q. -B. CAI

the operators as follows:

Kα,β
n,p (f ;x) =

n+p∑
k=0

[
n+ p

k

]
q

xk(1− x)n+p−kq

∫ 1

0
f

(
[k]q + qkt+ α

[n+ 1]q + β

)
dqt.

In 2015, Agrawal, Finta and Kumar [2] introduced a new Kantorovich-type generalization

of the q-Bernstein-Schurer operators, they gave the basic convergence theorem, obtained

the local direct results, estimated the rate of convergence and so on. The operators are

defined as

Kn,p(f ; q;x) = [n+ 1]q

n+p∑
k=0

bn+p,k(q;x)q−k
∫ [k+1]q

[n+1]q

[k]q
[n+1]q

f(t)dRq t, (1)

where bn+p,k(q;x) is defined by

bn+p,k(q;x) =

[
n+ p

k

]
q

xk(1− x)n+p−kq . (2)

Motivated by above investigations, it seems there have no papers mentioned about

the Stancu-type of the operators defined in (1). In present paper, we will introduce the

Kantorovich-type q-Bernstein-Stancu-Schurer operators K̃α,β
n,p,q(f ;x) which will be defined

in (4). We will investigate statistical approximation properties, establish a local approx-

imation theorem and give a convergence theorem for the Lipschitz continuous functions.

Furthermore, we will give some graphics to illustrate the convergence properties of oper-

ators to some functions.

Before introducing the operators, we mention certain definitions based on q-integers,

detail can be found in [5, 6]. For any fixed real number 0 < q ≤ 1 and each nonnegative

integer k, we denote q-integers by [k]q, where

[k]q =

{
1−qk
1−q , q 6= 1;

k, q = 1.

Also q-factorial and q-binomial coefficients are defined as follows:

[k]q! =

{
[k]q[k − 1]q...[1]q, k = 1, 2, ...;

1, k = 0,
,

[
n

k

]
q

=
[n]q!

[k]q![n− k]q!
, (n ≥ k ≥ 0).

For x ∈ [0, 1] and n ∈ N0, we recall that

(1− x)nq =

{
1, n = 0;∏n−1

j=0

(
1− qjx

)
= (1− x)(1− qx)...

(
1− qn−1x

)
, n = 1, 2, ...

.

The Riemann-type q-integral is defined by∫ b

a
f(t)dRq t = (1− q)(b− a)

∞∑
j=0

f
(
a+ (b− a)qj

)
qj , (3)
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where the real numbers a, b and q satisfy that 0 ≤ a < b and 0 < q < 1.

For f ∈ C(I), I = [0, 1 + p], p ∈ N0, 0 ≤ α ≤ β, q ∈ (0, 1) and n ∈ N, we introduce the

Kantorovich-type q-Bernstein-Stancu-Schurer operators as follows:

K̃α,β
n,p,q(f ;x) = ([n+ 1]q + β)

n+p∑
k=0

bn+p,k(q;x)q−k
∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

f(t)dRq t, (4)

where bn+p,k(q;x) is defined by (2).

2 Auxiliary Results

In order to obtain the approximation properties, We need the following lemmas:

Lemma 2.1. Using the definition (3), we easily get∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

dRq t =
qk

[n+ 1]q + β
, (5)

∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

tdRq t =
([k]q + α)qk

([n+ 1]q + β)2
+

q2k

[2]q([n+ 1]q + β)2
, (6)

∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

t2dRq t =
qk([k]q + α)2

([n+ 1]q + β)3
+

2q2k([k]q + α)

[2]q([n+ 1]q + β)3
+

q3k

[3]q([n+ 1]q + β)3
. (7)

Lemma 2.2. (See [2], Lemma 2.1) The following equalities hold

n+p∑
k=0

bn+p,k(q;x)qk = 1− (1− q)[n+ p]qx, (8)

n+p∑
k=0

bn+p,k(q;x)q2k = 1−
(
1− q2

)
[n+ p]qx+ q(1− q)2[n+ p]q[n+ p− 1]qx

2. (9)

Lemma 2.3. For the Kantorovich-type q-Bernstein-Stancu-Schurer operators (4), we have

K̃α,β
n,p,q(1;x) = 1, (10)

K̃α,β
n,p,q(t;x) =

2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)
, (11)

K̃α,β
n,p,q

(
t2;x

)
=

(
q2[3]q + 3q4

)
[n+ p]q[n+ p− 1]q

[2]q[3]q([n+ 1]q + β)2
x2 +

[2]q[3]qα
2 + 2[3]qα+ [2]q

[2]q[3]q([n+ 1]q + β)2

+

(
4q[3]qα+ 3q + 5q2 + 4q3

)
[n+ p]q

[2]q[3]q([n+ 1]q + β)2
x. (12)

Proof. (10) is easily obtained from (4) and (5). Using (4), (6) and (8), we have

K̃α,β
n,p,q(t;x)
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=

n+p∑
k=0

bn+p,q(k;x)

(
[k]q + α

[n+ 1]q + β
+

qk

[2]q([n+ 1]q + β)

)

=
[n+ p]q

[n+ 1]q + β

n+p∑
k=0

bn+p,q(k;x)
[k]q

[n+ p]q
+

α

[n+ 1]q + β
+

1− (1− q)[n+ p]qx

[2]q([n+ 1]q + β)

=
[n+ p]q

[n+ 1]q + β

n+p−1∑
k=0

[
n+ p− 1

k

]
q

xk+1(1− x)n+p−k−1q +
1− (1− q)[n+ p]qx

[2]q([n+ 1]q + β)

+
α

[n+ 1]q + β

=
[n+ p]q

[n+ 1]q + β
x− (1− q)[n+ p]q

[2]([n+ 1]q + β)
x+

1 + [2]qα

[2]q([n+ 1]q + β)
.

Thus, (11) is proved. Finally, from (4) and (7), we have

K̃α,β
n,p,q

(
t2;x

)
=

n+p∑
k=0

bn+p,q(k;x)

(
[k]2q + 2α[k]q + α2

([n+ 1]q + β)2
+

2qk([k]q + α)

[2]q([n+ 1]q + β)2
+

q2k

[3]q([n+ 1]q + β)2

)
,

since [k]2q = [k]q[k − 1]q + qk−1[k]q, and from lemma 2.2, we have

K̃α,β
n,p,q

(
t2;x

)
=

n+p∑
k=0

bn+p,k(q;x)
[k]q[k − 1]q

([n+ 1]q + β)2
+

n+p∑
k=0

bn+p,k(q;x)
2α[k]q

([n+ 1]q + β)2

+

n+p∑
k=0

bn+p,k(q;x)
qk−1[k]q

([n+ 1]q + β)2
+

α2

([n+ 1]q + β)2
+

n+p∑
k=0

bn+p,k(q;x)
2qk[k]q

[2]q([n+ 1]q + β)2

+
2α

[2]q([n+ 1]q + β)2

n+p∑
k=0

bn+p,k(q;x)qk +

n+p∑
k=0

bn+p,k(q;x)
q2k

[3]([n+ 1]q + β)2

=
[n+ p]q[n+ p− 1]qx

2

([n+ 1]q + β)2
+

2α[n+ p]qx

([n+ 1]q + β)2
+

[n+ p]qx

([n+ 1]q + β)2
− (1− q)[n+ p]q[n+ p− 1]qx

2

([n+ 1]q + β)2

+
α2

([n+ 1]q + β)2
+

2q[n+ p]qx

[2]q([n+ 1]q + β)2
− 2q(1− q)[n+ p]q[n+ p− 1]qx

2

[2]q([n+ 1]q + β)2

+
2α (1− (1− q)[n+ p]qx)

[2]q([n+ 1]q + β)2
+

1−
(
1− q2

)
[n+ p]qx+ q(1− q)2[n+ p]q[n+ p− 1]qx

2

[3]q([n+ 1]q + β)2

=
[n+ p]q[n+ p− 1]q

([n+ 1]q + β)2
x2 +

(2[2]qα+ [2]q + 2q)[n+ p]q
[2]q([n+ 1]q + β)2

x+
[2]q[3]qα

2 + 2[3]qα+ [2]q
[2]q[3]q([n+ 1]q + β)2

−(1− q) (1− q + 4q[3]q) [n+ p]q[n+ p− 1]q
[2]q[3]q([n+ 1]q + β)2

x2 −
(1− q)

(
2α[3]q + [2]2q

)
[n+ p]q

[2]q[3]q([n+ 1]q + β)2
x

=

(
q2[3]q + 3q4

)
[n+ p]q[n+ p− 1]q

[2]q[3]q([n+ 1]q + β)2
x2 +

(
4q[3]qα+ 3q + 5q2 + 4q3

)
[n+ p]q

[2]q[3]q([n+ 1]q + β)2
x
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+
[2]q[3]qα

2 + 2[3]qα+ [2]q
[2]q[3]q([n+ 1]q + β)2

.

Thus, (12) is proved.

Remark 2.4. From lemma 2.3, it is observed that for α = β = 0, we get the moments

for the operators defined in (1), which are the corresponding results of lemma 2.1 in [2].

Lemma 2.5. Using lemma 2.3 and easily computations, we have

K̃α,β
n,p,q(t− x;x) =

[
2q[n+ p]q

[2]q([n+ 1]q + β)
− 1

]
x+

1 + [2]qα

[2]q([n+ 1]q + β)

.
= Aα,βn,p,q(x), (13)

K̃α,β
n,p,q

(
(t− x)2;x

)
≤

[(
q2[3]q + 3q4

)
[n+ p]q[n+ p− 1]q

[2]q[3]q([n+ 1]q + β)2
+ 1− 4q[n+ p]q

[2]q([n+ 1]q + β)

]
x2

+
[2]q[3]qα

2 + 2[3]qα+ [2]q
[2]q[3]q([n+ 1]q + β)2

+

(
4q[3]qα+ 3q + 5q2 + 4q3

)
[n+ p]q

[2]q[3]q([n+ 1]q + β)2
x
.
= Bα,β

n,p,q(x). (14)

3 Statistical approximation properties

In this section, we present the statistical approximation properties of the operator

K̃α,β
n,p,q by using the Korovkin-type statistical approximation theorem proved in [4].

Let K be a subset of N, the set of all natural numbers. The density of K is defined

by δ(K) := limn
1
n

∑n
k=1 χK(k) provided the limit exists, where χK is the characteristic

function of K. A sequence x := {xn} is called statistically convergent to a number L if,

for every ε > 0, δ{n ∈ N : |xn − L| ≥ ε} = 0. Let A := (ajn), j, n = 1, 2, ... be an infinite

summability matrix. For a given sequence x := {xn}, the A−transform of x, denoted by

Ax := ((Ax)j), is given by (Ax)j =
∑∞

k=1 ajnxn provided the series converges for each

j. We say that A is regular if limn(Ax)j = L whenever limx = L. Assume that A is a

non-negative regular summability matrix. A sequence x = {xn} is called A-statistically

convergent to L provided that for every ε > 0, limj
∑

n:|xn−L|≥ε ajn = 0. We denote this

limit by stA − limn xn = L. For A = C1, the Cesàro matrix of order one, A-statistical

convergence reduces to statistical convergence. It is easy to see that every convergent

sequence is statistically convergent but not conversely.

We consider a sequence q := {qn} for 0 < qn < 1 satisfying

stA − lim
n
qn = 1, (15)

If ei = ti, t ∈ R+, i = 0, 1, 2, ... stands for the ith monomial, then we have

Theorem 3.1. Let A = (ank) be a non-negative regular summability matrix and q := {qn}
be a sequence satisfying (15), then for all f ∈ C(I), x ∈ [0, 1], we have

stA − lim
n

∣∣∣∣∣∣∣∣K̃α,β
n,p,qf − f

∣∣∣∣∣∣∣∣
C(I)

= 0. (16)
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Proof. Obviously

stA − lim
n

∣∣∣∣∣∣∣∣K̃α,β
n,p,qn(e0)− e0

∣∣∣∣∣∣∣∣
C(I)

= 0. (17)

By (13), we have∣∣∣∣K̃α,β
n,p,qn(e1;x)− e1(x)

∣∣∣∣ ≤ ∣∣∣∣ 2qn[n+ p]qn
[2]qn([n+ 1]qn + β)

− 1

∣∣∣∣+
1 + [2]qnα

[2]qn([n+ 1]qn + β)
.

Now for a given ε > 0, let us define the following sets:

U :=

{
k :

∣∣∣∣∣∣∣∣K̃α,β
n,p,qk(e1)− e1

∣∣∣∣∣∣∣∣
C(I)

≥ ε

}
, U1 :=

{
k :

∣∣∣∣ 2qk[n+ p]qk
[2]qk([n+ 1]qk + β)

− 1

∣∣∣∣ ≥ ε

2

}
,

U2 :=

{
k :

1 + [2]qkα

[2]qk([n+ 1]qk + β)
≥ ε

2

}
.

Then one can see that U ⊆ U1 ∪ U2, so we have

δ

{
k ≤ n :

∣∣∣∣∣∣∣∣K̃α,β
n,p,qk(e1)− e1

∣∣∣∣∣∣∣∣
C(I)

}
≤ δ

{
k ≤ n :

∣∣∣∣ 2qk[n+ p]qk
[2]qk([n+ 1]qk + β)

− 1

∣∣∣∣ ≥ ε

2

}
+δ

{
k ≤ n :

1 + [2]qkα

[2]qk([n+ 1]qk + β)
≥ ε

2

}
,

since stA − lim
n
qn = 1, we have

stA − lim
n

∣∣∣∣ [n+ p]qn
[n+ 1]qn + β

− 1

∣∣∣∣ = 0, stA − lim
n

1 + [2]qnα

[2]qn([n+ 1]qn + β)
= 0,

which implies that the right-hand side of the above inequality is zero, thus we have

stA − lim
n

∣∣∣∣∣∣∣∣K̃α,β
n,p,qn(e1)− e1

∣∣∣∣∣∣∣∣
C(I)

= 0. (18)

Finally, by (10) and (12), we get∣∣∣∣K̃α,β
n,p,qn(e2;x)− e2(x)

∣∣∣∣
≤

∣∣∣∣∣
(
q2n[3]qn + 3q4n

)
[n+ p]qn [n+ p− 1]qn

[2]qn [3]qn([n+ 1]qn + β)2
− 1

∣∣∣∣∣+

(
4qn[3]qnα+ 3qn + 5q2n + 4q3n

)
[n+ p]qn

[2]qn [3]qn([n+ 1]qn + β)2

+
[2]qn [3]qnα

2 + 2[3]qnα+ [2]qn
[2]qn [3]qn([n+ 1]qn + β)2

.
= αn + βn + γn.

Since stA − lim
n
qn = 1, one can see that

stA − lim
n
αn = stA − lim

n
βn = stA − lim

n
γn = 0. (19)

For ε > 0, we define the following four sets

V :=

{
k :

∣∣∣∣∣∣∣∣K̃α,β
n,p,qk(e2)− e2

∣∣∣∣∣∣∣∣
C(I)

≥ ε

}
, V1 :=

{
k : αk ≥

ε

3

}
, V2 :=

{
k : βk ≥

ε

3

}
,
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V3 :=
{
k : γk ≥

ε

3

}
.

Hence, from (19) we obtain the right-hand side of the above inequality is zero, so we have

δ

{
k ≤ n :

∣∣∣∣∣∣∣∣K̃α,β
n,p,qk(e2)− e2

∣∣∣∣∣∣∣∣
C(I)

≥ ε

}
= 0,

thus

stA − lim
n

∣∣∣∣∣∣∣∣K̃α,β
n,p,qn(e2)− e2

∣∣∣∣∣∣∣∣
C(I)

= 0. (20)

Combining (17), (18) and (20), theorem 3.1 follows from the Korovkin-type statistical

approximation theorem established in [4], the proof is completed.

4 Local approximation properties

Let f ∈ C(I), endowed with the norm ||f || = supx∈I |f(x)|. The Peetre’s K−functional

is defined by

K2(f ; δ) = inf
g∈C2

{
||f − g||+ δ||g′′||

}
,

where δ > 0 and C2 = {g ∈ C(I) : g′, g′′ ∈ C(I)} . By [3, p.177, Theorem 2.4], there exits

an absolute constant C > 0 such that

K2(f ; δ) ≤ Cω2(f ;
√
δ), (21)

where

ω2(f ; δ) = sup
0<h≤δ

sup
x,x+h,x+2h∈I

|f(x+ 2h)− 2f(x+ h) + f(x)|

is the second order modulus of smoothness of f ∈ C(I). We denote the usual modulus of

continuity of f ∈ C(I) by

ω(f ; δ) = sup
0<h≤δ

sup
x,x+h∈I

|f(x+ h)− f(x)|.

Now we give a direct local approximation theorem for the operators K̃α,β
n,p,q(f, x).

Theorem 4.1. For q ∈ (0, 1), x ∈ [0, 1] and f ∈ C(I), we have∣∣∣∣K̃α,β
n,p,q(f, x)− f(x)

∣∣∣∣ ≤ Cω2

(
f ;

√(
Aα,βn,p,q(x)

)2
+Bα,β

n,p,q(x)/2

)
+ω

(
f ;
∣∣∣Aα,βn,p,q(x)

∣∣∣) , (22)

where C is a positive constant, Aα,βn,p,q(x) and Bα,β
n,p,q(x) are defined in (13) and (14).

Proof. We define the auxiliary operators

Kα,β
n,p,q(f ;x) = K̃α,β

n,p,q(f ;x)− f
(

2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)

)
+ f(x), (23)
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x ∈ [0, 1]. The operators Kα,β
n,p,q(f ;x) are linear and preserve the linear functions:

Kα,β
n,p,q(t− x;x) = 0 (24)

(see Lemma 2.3).

Let g ∈ C2. By Taylor’s expansion

g(t) = g(x) + g′(x)(t− x) +

∫ t

x
(t− u)g′′(u)du,

and (24), we get

Kα,β
n,p,q(g;x) = g(x) +Kα,β

n,p,q

(∫ t

x
(t− u)g′′(u)du;x

)
.

Hence, by (23), (13) and (14), we have∣∣∣Kα,β
n,p,q(g;x)− g(x)

∣∣∣ ≤ ∣∣∣∣K̃α,β
n,p,q

(∫ t

x
(t− u)g′′(u)du;x

)∣∣∣∣
+

∣∣∣∣∣
∫ 2q[n+p]qx+1+[2]qα

[2]q([n+1]q+β)

x

(
2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)
− u
)
g′′(u)du

∣∣∣∣∣
≤ K̃α,β

n,p,q

(∣∣∣∣∫ t

x
(t− u)|g′′(u)|du

∣∣∣∣ ;x)
+

∫ 2q[n+p]qx+1+[2]qα

[2]q([n+1]q+β)

x

∣∣∣∣2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)
− u
∣∣∣∣ |g′′(u)|du

≤

{
K̃α,β
n,p,q

(
(t− x)2;x

)
+

[
2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)
− x
]2}
||g′′||

≤
[(
Aα,βn,p,q(x)

)2
+Bα,β

n,p,q(x)

]
||g′′||,

where Aα,βn,p,q(x) and Bα,β
n,p,q(x) are defined in (13) and (14). On the other hand, by (23),

(4) and lemma 2.3, we have∣∣∣Kα,β
n,p,q(f ;x)

∣∣∣ ≤ ∣∣∣∣K̃α,β
n,p,q(f ;x)

∣∣∣∣+ 2||f || ≤ ||f ||K̃α,β
n,p,q(1;x) + 2||f || ≤ 3||f ||. (25)

Now (23) and (25) imply∣∣∣∣K̃α,β
n,p,q(f ;x)− f(x)

∣∣∣∣ ≤ ∣∣∣Kα,β
n,p,q(f − g;x)− (f − g)(x)

∣∣∣+
∣∣∣Kα,β

n,p,q(g;x)− g(x)
∣∣∣

+

∣∣∣∣f (2q[n+ p]qx+ 1 + [2]qα

[2]q([n+ 1]q + β)

)
− f(x)

∣∣∣∣
≤ 4||f − g||+

[(
Aα,βn,p,q(x)

)2
+Bα,β

n,p,q(x)

]
||g′′||+ ω

(
f ;
∣∣∣Aα,βn,p,q(x)

∣∣∣) .
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Hence taking infimum on the right hand side over all g ∈ C2, we get∣∣∣∣K̃α,β
n,p,q(f ;x)− f(x)

∣∣∣∣ ≤ 4K2

(
f ;

[(
Aα,βn,p,q(x)

)2
+Bα,β

n,p,q(x)

]
/4

)
+ ω

(
f ;
∣∣∣Aα,βn,p,q(x)

∣∣∣) .
By (21), for every q ∈ (0, 1), we have∣∣∣∣K̃α,β

n,p,q(f ;x)− f(x)

∣∣∣∣ ≤ Cω2

(
f ;

√(
Aα,βn,p,q(x)

)2
+Bα,β

n,p,q(x)/2

)
+ ω

(
f ;
∣∣∣Aα,βn,p,q(x)

∣∣∣) ,
where Aα,βn,p,q(x) and Bα,β

n,p,q(x) are defined in (13) and (14). This completes the proof of

Theorem 4.1.

Remark 4.2. For any fixed x ∈ [0, 1], 0 ≤ α ≤ β, p ∈ N0 and n ∈ N, let q := {qn} be a

sequence satisfying 0 < qn < 1 and limn qn = 1, we have

lim
n
Aα,βn,p,q(x) = 0 and lim

n
Bα,β
n,p,q(x) = 0,

where Aα,βn,p,q(x) and Bα,β
n,p,q(x) are defined in (13) and (14). These give us a rate of point-

wise convergence of the operators K̃α,β
n,p,qn(f ;x) to f(x).

Next we study the rate of convergence of the operators Kn,q(f ;x) with the help of

functions of Lipschitz class LipM (ξ), where M > 0 and 0 < ξ ≤ 1. A function f belongs

to LipM (ξ) if

|f(y)− f(x)| ≤M |y − x|ξ (y, x ∈ R). (26)

We have the following theorem.

Theorem 4.3. Let q := {qn} be a sequence satisfying 0 < qn < 1, lim
n
qn = 1 and f ∈

LipM (ξ), 0 < ξ ≤ 1. Then we have∣∣∣∣K̃α,β
n,p,q(f ;x)− f(x)

∣∣∣∣ ≤M (
Bα,β
n,p,q(x)

) ξ
2
, (27)

where Bα,β
n,p,q(x) is defined in (14).

Proof. Since K̃α,β
n,p,q is a linear positive operator and f ∈ LipM (ξ) (0 < ξ ≤ 1), we have

|K̃α,β
n,p,q(f ;x)− f(x)|

≤ K̃α,β
n,p,q (|f(t)− f(x)|;x)

= ([n+ 1]q + β)

n+p∑
k=0

bn+p,k(q;x)q−k
∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

|f(t)− f(x)|dRq t

≤ M([n+ 1]q + β)

n+p∑
k=0

bn+p,k(q;x)q−k
∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

|t− x|ξdRq t
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≤ M([n+ 1]q + β)

n+p∑
k=0

bn+p,k(q;x)q−k

(∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

[
(t− x)ξ

] 2
ξ
dRq t

) ξ
2
(∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

dRq t

) 2−ξ
2

= M([n+ 1]q + β)

n+p∑
k=0

bn+p,k(q;x)q−k

(∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

(t− x)2dRq t

) ξ
2 (

qk

[n+ 1]q + β

) 2−ξ
2

= M

n+p∑
k=0

bn+p,k(q;x)

(∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

(t− x)2dRq t

) ξ
2 (

[n+ 1]q + β

qk

) ξ
2

= M

n+p∑
k=0

[bn+p,k(q;x)]
2−ξ
2

(
([n+ 1]q + β)bn+p,k(q;x)q−k

∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

(t− x)2dRq t

) ξ
2

.

Applying Hölder’s inequality for sums, we obtain

|K̃α,β
n,p,q(f ;x)− f(x)|

≤ M

(
n+p∑
k=0

bn+p,k(q;x)

) 2−ξ
2
(
n+p∑
k=0

([n+ 1]q + β)bn+p,k(q;x)q−k
∫ [k+1]q+α

[n+1]q+β

[k]q+α

[n+1]q+β

(t− x)2dRq t

) ξ
2

= M

(
K̃α,β
n,p,q

(
(t− x)2;x

)) ξ
2

= M
(
Bα,β
n,p,q(x)

) ξ
2
.

Thus, theorem 4.3 is proved.

5 Graphical analysis

In this section, we will illustrate two examples to state the convergence of operators

K̃α,β
n,p,q(f ;x) to f(x) by means of Graphs.

Example 1: From figure 1, we can observe that as q increases, n = 50 be fixed,

Kantorovich-type q-Bernstein-Stancu-Schurer operators given by (4) converge to the func-

tion f(x) = sin (2πx).

In comparison to figure 1, let q = 0.99 be fixed, as n increases, operators given by (4)

converge to the function as shown in figure 2.

Example2: Similarly for different values of parameters q and n, let p = 1, α = 2 and

β = 3, convergence of operators to the function f(x) = 1 − cos (4ex) is shown in figure 3

and 4, respectively.
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x (for n = 50, p = 1, alpha = 2, beta = 3)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

f(x) = sin(2\pi x)
For q = 0.6
For q = 0.9
For q = 0.99

Figure 1: Convergence of K̃α,β
n,p,q(f ;x) for n = 50, p = 1, α = 2, β = 3 and different values of q.

x (for q = 0.99, p = 1, alpha = 2, beta = 3)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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-0.2

0

0.2
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0.6

0.8
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f(x) = sin(2*pi*x)
For n = 10
For n = 20
For n = 50

Figure 2: Convergence of K̃α,β
n,p,q(f ;x) for q = 0.99, p = 1, α = 2, β = 3 and different values of n.
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x (for n = 50, p = 1, alpha = 2, beta = 3)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

f(x) = 1 - cos(4e
x
)

For q = 0.6
For q = 0.9
For q = 0.99

Figure 3: Convergence of K̃α,β
n,p,q(f ;x) for n = 50, p = 1, α = 2, β = 3 and different values of q.

x (for q = 0.99, p = 1, alpha = 2, beta = 3)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

f(x) = 1 - cos(4e
x
)

For n = 10
For n = 20
For n = 50

Figure 4: Convergence of K̃α,β
n,p,q(f ;x) for q = 0.99, p = 1, α = 2, β = 3 and different values of n.
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Abstract: In this paper, we study the exact values of the generalized von Neumann-Jordan

constant C
(p)
NJ(X) for X being l∞ − l1 and lq − l1 spaces. Moreover, we shown that some

new conditions for uniformly normal structure of a Banach space X.

Keywords: generalized von Neumann-Jordan constant; l∞− l1 and lq− l1 space; uniformly

normal structure

2000 Mathematics subject classification : 46B20.

1. Introduction

In order to study the geometric structure of a Banach space, many geometric constant have been
investigated. In particular, the von Neuman-Jordan constant CNJ(X) is widely treated. In[1], as a
generalization of the von Neuman-Jordan constant, a new geometric constant called the generalized

von Neumann-Jordan constant C
(p)
NJ(X) was introduced. It is proved that the C

(p)
NJ(X) is strongly

connected with geometric structure, such as uniformly non-square, uniformly normal structure.

Hence it’s necessary to compute the C
(p)
NJ(X) for some concrete spaces.

Throughout this paper, let X = (X, ‖ · ‖) be a real Banach spaces. We will use BX , SX and
ex(BX) to denote unit ball, unit sphere of X and the set of extreme points of BX , respectively.

Recall that the von Neumann-Jordan constant CNJ(X) of a Banach space X was introduced by
Clarkson[3], as the smallest constant C for which,

1

C
≤ ‖x+ y‖2 + ‖x− y‖2

2(‖x‖2 + ‖y‖2)
≤ C,

holds for all x, y ∈ X.
An equivalent definition of the constant is

CNJ(X) = sup{‖x+ y‖2 + ‖x− y‖2

2(‖x‖2 + ‖y‖2)
: x ∈ SX , y ∈ BX}.

The properties of CNJ(X) have been investigated in many papers(see for instances [2],[4],[8],[9],[10]).
Recently, a generalized form of this constant was introduced as following

Definition 1.[1] The generalized von Neumann-Jordan constant C
(p)
NJ(X) is defined by

C
(p)
NJ(X) := sup{‖x+ y‖p + ‖x− y‖p

2p−1(‖x‖p + ‖y‖p)
: x, y ∈ X, (x, y) 6= (0, 0)},

where 1 ≤ p <∞.
It’s equivalent to

C
(p)
NJ(X) = sup{‖x+ ty‖p + ‖x− ty‖p

2p−1(1 + tp)
: x, y ∈ SX , 0 ≤ t ≤ 1},

1E-mail:yangchangsen0991@sina.com; wangtian12527@126.com
1supported by the National Natural Science Foundation of P. R. China(11271112; 11201127), Innovation Scientists

and Technicians Troop Construction Projects of Henan Province(114200510011).
1
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2

where 1 ≤ p <∞.

Now let us collect some properties of this constant (see [1]):

(i) 1 ≤ C(p)
NJ(X) ≤ 2;

(ii) X is uniformly non-square if and only if C
(p)
NJ(X) < 2;

(iii) Let r ∈ (1, 2] and 1
r + 1

r′
= 1. Then for X = Lr[0, 1],

(1) if 1 < p ≤ r then C
(p)
NJ(X) = 22−p and if r < p ≤ r′ then C

(p)
NJ(X) = 2

p
r
−p+1,

(2) if r
′
< p <∞ then C

(p)
NJ(X) = 1.

In this paper, we study the exact values of the generalized von Neumann-Jordan constant

C
(p)
NJ(X) for X being l∞ − l1 and lq − l1 space. Moreover, we shown that some new conditions

for uniformly normal structure of a Banach space X.

2. Main Results

Firstly, we consider l∞ − l1 space. As C
(1)
NJ(X) = 2 for any Banach space X, we only consider

the case p > 1.
Theorem 2.1. (l∞ − l1 spaces). Let p > 1 and X = l∞ − l1 which is R2 endowed with the norm

‖x‖ =

{
‖x‖∞, if x1x2 ≥ 0,

‖x‖1, if x1x2 ≤ 0.

Then

C
(p)
NJ(l∞ − l1) =

(1 + t0)
p + 1

2p−1(1 + tp0)
=

1

2p−1(1− tp−10 )
, (2.1)

where t0 ∈ (0, 1) is the unique solution of the equation

(1 + t)p−1 − tp−1 − tp−1(1 + t)p−1 = 0. (2.2)

Proof. Firstly we shall show that ‖x+ ty‖p + ‖x− ty‖p ≤ 1 + (1 + t)p for any x, y ∈ SX and every
t ∈ [0, 1].
By Minkowski inequality, for any α, β ∈ [0, 1] and any x1, x2, y1, y2 ∈ BX with x = αX1 + (1 −
α)x2, y = βy2 + (1− β)y2, we have

‖x+ ty‖p + ‖x− ty‖p
= ‖α(x1 + ty) + (1− α)(x2 + ty)‖p + ‖α(x1 − ty) + (1− α)(x2 − ty‖p
≤ α‖x1 + ty‖p + (1− α)‖x2 + ty‖p + α‖x1 − ty‖p + (1− α)‖x2 − ty‖p
= α[‖β(x1 + ty1) + (1− β)(x1 + ty2)‖p + ‖β(x1 − ty1) + (1− β)(x1 − ty2)‖p]
+(1− α)[‖β(x2 + ty1) + (1− β)(x2 + ty2)‖p + ‖β(x2 − ty1) + (1− β)(x2 − ty2)‖p]
≤ αβ[‖x1 + ty1‖p + ‖x1 − ty1‖p] + α(1− β)[‖x1 + ty2‖p + ‖x1 − ty2‖p]
+(1− α)β[‖x2 + ty1‖p + ‖x2 − ty1‖p] + (1− α)(1− β)[‖x2 + ty2‖p + ‖x2 − ty2‖p]

Hence, we only need to prove ‖x+ ty‖p + ‖x− ty‖p ≤ 1 + (1 + t)p for any x, y ∈ ex(BX) and every
t ∈ [0, 1].
Since ex(BX) = {(1, 0), (0, 1), (1, 1), (−1, 0), (−1,−1), (0,−1)} and we can change x into −x or y
into −y. So we may assume that x, y = (0, 1), (1, 0) or (1, 1). Obviously, for these x, y we easily
have ‖x+ ty‖p + ‖x− ty‖p ≤ 1 + (1 + t)p for every t ∈ [0, 1]. Therefore,
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3

C
(p)
NJ(l∞ − l1) ≤ sup

t∈[0,1]
{ (1 + t)p + 1

2p−1(1 + tp)
}.

Let f(t) = (1+t)p+1
1+tp , then

f
′
(t) =

p(1 + t)p−1

(1 + tp)2
[1− tp−1 − (

t

1 + t
)p−1].

Defining h(t) = 1− tp−1 − ( t
1+t)

p−1, we have h(t) is decreasing from 1 to − 1
2p−1 on [0, 1]. Whence

there exists an unique t0 ∈ (0, 1) such that h(t0) = 0. Therefore,

C
(p)
NJ(l∞ − l1) ≤

(1 + t0)
p + 1

2p−1(1 + tp0)
.

On the other hand, by taking x0 = (1, 0), y0 = (t0, t0), we have

C
(p)
NJ(l∞ − l1) ≥

(1 + t0)
p + 1

2p−1(1 + tp0)
.

Hence,

C
(p)
NJ(l∞ − l1) =

(1 + t0)
p + 1

2p−1(1 + tp0)
,

where t0 ∈ (0, 1) is the unique solution of 1− tp−1 = ( t
1+t)

p−1.

From (2.2), we also have

(1 + t0)
p + 1 = (1 + t0)

tp−10

1− tp−10

+ 1 =
1 + tp0

1− tp−10

.

Therefore (2.1) is obtained.
Corollary 2.2. For X = l∞ − l1, we have

C
( 3
2
)

NJ (X) =
1

√
2−

√
2
√

2 + 1−
√

5 + 4
√

2

≈ 1.5077. (2.3)

and

C
(3)
NJ(X) =

3 + 2
√

2 +
√

5 + 4
√

2

8
≈ 1.1366. (2.4)

Proof. (1) For p = 3
2 , (2.2) is equivalent to t4 + 1− 2t3 − 2t− 5t2 = 0.

that is

t2 +
1

t2
− 2(t+

1

t
) = 5.

Hence, we can get t = 2
√
2+1−
√

5+4
√
2

2 and (2.3) is valid by(2.1).

(2) For p = 3, (2.2) is equivalent to t2 = (1 + t)2(1− t2). Letting t = u− 1, we have

u4 + 1− 2u3 − 2u+ u2 = 0.

that is

u2 +
1

u2
− 2(u+

1

u
) = −1.

Hence, u =
√
2+1+
√

2
√
2−1

2 and t =
√
2−1+
√

2
√
2−1

2 . Therefore

C
(3)
NJ(X) =

1

4(1− t2)
=

1

2− 2(
√

2− 1)
√

2
√

2− 1
=

3 + 2
√

2 +
√

5 + 4
√

2

8
≈ 1.1366.
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4

Theorem 2.3. (lq − l1 spaces). If p ≥ q > 1. Let X = R2 endowed with the norm

‖x‖ =

{
‖x‖q, if x1x2 ≥ 0

‖x‖1, if x1x2 ≤ 0
,

then

C
(p)
NJ(lq − l1) = 1 + 2

p
q
−p
.

In order to prove this theorem, firstly we give the following lemma.
Lemma2.4. Let a, b, c, d ≥ 0 and p ≥ q > 1 such that aq + bq = 1 and cq + dq = 1. If 0 ≤ t ≤ 1,
a ≥ ct and b ≤ dt, then

[(a+ ct)q + (b+ dt)q]
p
q + (a− ct+ dt− b)p ≤ (1 + t)p + (1 + tq)

p
q .

Proof. Clearly, 0 ≤ a− ct+ dt− b ≤ 1 + t. So we will consider the following two cases.

Case I. if 0 ≤ a− ct+ dt− b ≤ (1 + tq)
1
q , then

[(a+ ct)q + (b+ dt)q]
p
q + (a− ct+ dt− b)p

≤ [(aq + bq)
1
q + t(cq + dq)

1
q ]p + (1 + tq)

p
q

= (1 + t)p + (1 + tq)
p
q .

Case II. if (1 + tq)
1
q ≤ a− ct+ dt− b ≤ 1 + t, then

[(a+ ct)q + (b+ dt)q]
1
q + (a− ct+ dt− b)

≤ (aq + dqtq)
1
q + (cqtq + bq)

1
q + a− ct+ dt− b

≤ (1 + tq)
1
q + ct+ b+ a− ct+ dt− b

≤ (1 + tq)
1
q + 1 + t.

So,

[(a+ ct)q + (b+ dt)q]
1
q ≤ (1 + tq)

1
q + 1 + t− (a− ct+ dt− b).

Thus,

[(a+ ct)q + (b+ dt)q]
p
q + (a− ct+ dt− b)p

≤ [(1 + tq)
1
q + 1 + t− (a− ct+ dt− b)]p + (a− ct+ dt− b)p

≤ max
u∈[(1+tq)

1
q ,1+t]

[(1 + tq)
1
q + 1 + t− u]p + up

= (1 + t)p + (1 + tq)
p
q .

Proof of Theorem 2.3

Note that ex(BX) = {(x1, x2) : xq1 + xq2 = 1, x1x2 ≥ 0}.

Now we prove that

‖x+ ty‖p + ‖x− ty‖p ≤ (1 + t)p + (1 + tq)
p
q ,

holds for any x, y ∈ ex(BX) and any t ∈ [0, 1].
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5

Case I. If (a− ct)(b− dt) ≥ 0. By Minkowski inequality, we have

‖x+ ty‖p + ‖x− ty‖p
= ‖x+ ty‖pq + ‖x− ty‖pq
= [(a+ ct)q + (b+ dt)q]

p
q + [|a− ct|q + |b− dt|q]

p
q

≤ [(aq + bq)
1
q + (cqtq + dqtq)

1
q ]p + 1

≤ (1 + t)p + 1

≤ (1 + t)p + (1 + tq)
p
q .

Case II. If (a− ct)(b− dt) ≤ 0. By Lemma2.4, we have that

‖x+ ty‖p + ‖x− ty‖p
= ‖x+ ty‖pq + ‖x− ty‖p1
= [(a+ ct)q + (b+ dt)q]

p
q + (a− ct+ dt− b)p

≤ (1 + t)p + (1 + tq)
p
q .

Therefore, ‖x+ ty‖p + ‖x− ty‖p ≤ (1 + t)p + (1 + tq)
p
q is also valid for any x, y ∈ SX . Hence ,

C
(p)
NJ(lq − l1) ≤

(1 + t)p + (1 + tq)
p
q

2p−1(1 + tp)
.

On the other hand, for every t ∈ [0, 1], taking x0 = (1, 0), y0 = (0, 1), we have

C
(p)
NJ(lq − l1)
≥ ‖x0+ty0‖

p+‖x0−ty0‖p
2p−1(1+tp)

= (1+t)p+(1+tq)
p
q

2p−1(1+tp)
.

Hence,

C
(p)
NJ(lq − l1) = max

t∈[0,1]

(1 + t)p + (1 + tq)
p
q

2p−1(1 + tp)
.

We let f(t) = (1+t)p+(1+tq)
p
q

1+tp , so

f
′
(t) =

p{(1 + tq)
p
q
−1

(tq−1 − tp−1) + (1 + t)p−1(1− tp−1)}
(1 + tp)2

≥ 0.

That imply f(t) is not decreasing. Hence,

C
(p)
NJ(lq − l1)

= 21−p maxt∈[0,1] f(t)

= 21−pf(1) = 1 + 2
p
q
−p
.

Lemma2.6. Let p > 1 and 1
p + 1

q = 1, then

C
(p)
NJ(X) = 2

1− p
qC

(q)
NJ(X∗)

p
q

and
C

(p)
NJ(X) = C

(p)
NJ(X∗∗),

where X∗ is the dual of X.
Proof. Let lp(X) = {(x1, x2) : ‖(x1, x2)‖ = (‖x1‖p+‖x2‖p)

1
p } and define the operator A : lp(X)→

lp(X) by (x1, x2) 7→ (x1 +x2, x1−x2). Then we easily have C
(p)
NJ(X) = ‖A‖p

2p−1 . Similarly, C
(q)
NJ(X∗) =
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6

‖A∗‖q
2q−1 . So C

(p)
NJ(X) = 2

1− p
qC

(q)
NJ(X∗)

p
q by ‖A‖ = ‖A∗‖, and hence C

(q)
NJ(X∗) = 2

1− q
pC

(p)
NJ(X∗∗)

q
p .

Therefore, we have C
(p)
NJ(X) = C

(p)
NJ(X∗∗).

The relationship between the constant C
(p)
NJ(X) and the uniformly normal structure of X as follows:

Theorem 2.7. The Banach space X has uniformly normal structure if any one of the following
conditions is valid

(i)C
(p)
NJ(X) <

(
1+

√
1+2

2p−3
p−1

)p−1

22p−3 for some p ∈
(

1, 3−log232−log23

)
;

(ii)C
(q)
NJ(X∗) < 1+(1+23−q)

1
2

2 for some q > 1,

where p−1 + q−1 = 1.

Proof. According to C
(p)
NJ(X) < 2, we have X is uniformly non-square, so we only need to prove

X has weak normal structure.
Assume that X has no weak normal structure. Then it is well known (see[5])that for any ε > 0
there exists z1, z2, z3 ∈ SX and g1, g2, g3 ∈ SX∗ satisfying the following statements:
(i) for all i 6= j, we have |‖zi − zj‖ − 1| < ε, |gi(zj)| < ε,
(ii) gi(zj) = 1 for i = 1, 2, 3,
(iii) ‖z3 − (z2 + z1)‖ ≥ ‖z2 + z1‖ − ε.

Let us fix ε > 0 as small as needed. Then, we can find z1, z2, z3 ∈ SX and g1, g2, g3 ∈ SX∗
satisfying the above properties.

(1)Taking α =

(
1+

√
1+2

2p−3
p−1

)p−1

22p−3 . We will consider the following two cases:

Case I. If ‖z2 + z1‖ ≤ α. Then,

‖g1+g2‖q+‖g2−g1‖q
2q−1(‖g2‖q+‖g1‖q)

≥
[(g1+g2)(

z2+z1
α

)]q+[(g2−g1)( z2−z1
‖z2−z1‖

)]q

2q

≥ ( 2−2ε
α

)q+( 2−2ε
1+ε

)q

2q

= (1−εα )q + (1−ε1+ε)
q.

Case II. If ‖z2 + z1‖ > α. Then, the contains two sub-cases:

(i) If ‖z3 − z2 + z1‖ ≤ α. Then,

‖g1+g3‖q+‖g3−g1‖q
2q−1(‖g3‖q+‖g1‖q)

≥
[(g1+g3)(

z3−z2+z1
α

)]q+[(g3−g1)( z3−z1
‖z3−z1‖

)]q

2q

≥ ( 2−4ε
α

)q+( 2−2ε
1+ε

)q

2q

= (1−2εα )q + (1−ε1+ε)
q.

(ii) If ‖z3 − z2 + z1‖ > α. Then,

‖z3−z2+z1‖p+‖z3−z2−z1‖p
2p−1(‖z3−z2‖p+‖z1‖p)

≥ αp+(‖z2+z1‖−ε)p
2p−1[(1+ε)p+1]

≥ αp+(α−ε)p
2p−1[(1+ε)p+1]

.
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7

Letting ε→ 0, and by lemma2.6 we have

C
(p)
NJ(X) ≥ min{21−

p
q (

1

αq
+ 1)

p
q ,

αp

2p−1
} =

(
1 +

√
1 + 2

2p−3
p−1

)p−1
22p−3

,

which contradicts to the hypothesis(i).

(2)Taking α = 1+(1+23−q)
1
2

2 . By the proof of (1), we have

C
(q)
NJ(X∗) ≥ min{ 1

αq
+ 1, 2

1− q
p (

αp

2p−1
)
q
p } = min{ 1

αq
+ 1,

αq

2q−1
} =

1 + (1 + 23−q)
1
2

2
,

which contradicts to the hypothesis(ii).
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Discrete dynamical systems in soft
topological spaces ∗

Wenqing Fu, Hu Zhao

Abstract In this paper the iteration of soft continuous functions is investigated and

their discrete dynamical systems in soft topological spaces are defined. Some basic concepts

related to discrete dynamical systems (such as soft ω-limit set, soft invariant set, soft periodic

point, soft nonwandering point, and soft recurrent point) are introduced into soft topological

spaces. Soft topological mixing and soft topological transitivity are also studied. At last, soft

topological entropy is defined and several properties of it are discussed.

Keywords Soft point, Soft ω-limit set, Soft nonwandering point, Soft topological mixing,

Soft topological transitivity, Soft topological entropy

1 Introduction and preliminaries

The real world is too complex for our immediate and direct understanding, so we create

models which are simplifications of the real word. In 1999, Molodtsov [1] introduced the con-

cept of soft set which gives a new approach to modeling uncertainties. And he also discussed

the application of soft set theory in many fields, such as: operations analysis, game theory,

the smoothness of function, and so on[2]. Maji et al.[3] and Ali et al.[4] defined some operators

of soft sets. Beyond these theoretical works of soft set, research works on its applications in

various fields are progressing rapidly, and great progress has been achieved, including soft set

theory in abstract algebras[5−10], decision making, data analysis, information system, and so

on[11−14]. The application of soft set theory in algebraic structures was introduced by Aktaş

and Çaǧman[5], they defined the notion of soft groups and progressed some basic properties.

Jun[6,7] investigated soft BCK/BCI-algebras and its application in ideal theory. Dudek et

al.[8] discussed soft ideals in BCC-algebras. Zhang[9] studied intuitionistic fuzzy soft rings.

Feng et al.[10] worked on soft semirings, soft ideals and idealistic soft semirings. Maji et al.[11]

first applied soft sets to solve the decision making problem that is based on the concept of

knowledge reduction in the theory of rough sets[12]. Based on the analysis of the rough set

model on a tolerance relation and the fuzzy rough set, two types of fuzzy rough sets models on

tolerance relations are constructed and researched by Xu et al.[13]. Chen et al.[14] presented a
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710032, China.
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new definition of soft set parametrization reduction so as to improve the soft set based decision

making in [11]. Yang[15] combined the multi-fuzzy set and soft set, from which they obtained

a new soft set model named multi-fuzzy soft set, and applied it to decision making. Soft set

theory is also be used in topology. Shabir and Naz’s work[16] on soft topological spaces defined

over an initial universe with a fixed set of parameters. The notions of soft open set, soft closed

set, soft closure, soft interior point, soft neighborhood of a point, and soft separation axioms

(such as soft Ti-space for i = 1, 2, 3, 4, soft normal space, and soft regular space) were also

introduced and their basic properties were investigated. Min[17] pointed out some mistakes of

[16] and investigated some properties of the soft separation axioms defined in [15]. Zorlutuna

etc.[18] introduced some new concepts in soft topological spaces (such as soft point, interior

point, interior, neighborhood, continuity, and compactness).

Motivated by Chen etc.[19] and Liu[20], this paper will investigate iteration of soft contin-

uous functions and their discrete dynamical systems in soft topological spaces. Some basic

concepts on dynamical systems (such as soft ω-limit set, soft invariant set, soft periodic point,

soft nonwandering point, and soft recurrent point) are introduced in soft topological spaces,

soft topological mixing, soft topological transitivity, soft topological entropy and its several

properties are studied. As a result, some conclusions of discrete dynamical systems in ordi-

nary topological spaces are generalized. Now we give some definitions and results to be used

in this paper.

Definition 1[1] A soft set on a set X is a triple (M,E,X), where M : E −→ 2X (the

set of all subsets of X) is a mapping. The set of all soft sets on X is denoted by S(X,E).

Roughly speaking, a soft set on a set X is just a family {Me}e∈E of subsets of X; it can

be looked to be a subset of X if E is a singleton.

Let (M,E,X), (N,E,X) ∈ S(X,E). If M(e) ⊆ N(e) (∀e ∈ E), then (M,E,X) is called

a soft subset of (N,E,X), denoted by (M,E,X)⊆̃(N,E,X). If (M,E,X)⊆̃(N,E,X) and

(M,E,X)⊇̃(N,E,X), then (M,E,X) and (N,E,X) are said to be soft equal, denoted by

(M,E,X) = (N,E,X).

Remark 1[16] (1) Let X be a set, and A ∈ 2X . Define Ã : E −→ 2X as Ã(e) = A (∀e ∈ E),

then (Ã, E,X) ∈ S(X,E); we use Ã to denote this soft set (particularly, we use x̃ to denote

the soft set {̃x}).

(2) Let X be a set, and (M,E,X) ∈ S(X,E). Then (M ′, E,X) ∈ S(X,E), where M ′ :

E −→ 2X is defined as

M ′(e) = X − M(e) (∀e ∈ E).

Sometimes we use (M,E,X)′ to replace (M ′, E,X).

(3) Let X be a set, {(Hj , E,X)}j∈J ⊆ S(X,E). Then (M,E,X), (N,E,X) ∈ S(X,E),

called the union (denoted as
⋃̃

j∈J(Hj , E,X)) and intersection (denoted as
⋂̃

j∈J(Hj, E,X))
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of the family {(Hj , E,X)}j∈J respectively, where

M(e) =
⋃

j∈J

Hj(e) (∀e ∈ E)

and

N(e) =
⋂

j∈J

Hj(e) (∀e ∈ E).

(4) Let X be a set, (H,E,X) ∈ S(X,E), and x ∈ X. Write x ∈ (H,E,X) if x ∈

H(e) (∀e ∈ E), and x 6∈ (H,E,X) if x 6∈ H(e) for some e ∈ E.

(5) Let X be a set. The difference of the two soft sets (M,E,X) and (N,E,X) is a

soft set (H,E,X) over X (usually, denoted by (M,E,X) − (N,E,X)) which is defined by

H(e) = M(e) − N(e) (∀e ∈ E).

(6) Let X be a set, and (M,E,X), (N,E,X) ∈ S(X,E). Then

(i) ((M,E,X)∪̃(N,E,X))′ = (M,E,X)′∩̃(N,E,X)′;

(ii) ((M,E,X)∩̃(N,E,X))′ = (M,E,X)′∪̃(N,E,X)′.

Definition 2[18] (1) A soft set (M,E,X) ∈ S(X,E) is called elementary (or a soft point

in X̃, denoted by eM ) if M(e) 6= ∅ for some e ∈ E and M(e′) = ∅ for all e′ ∈ E − {e}.

(2) Let eM be a soft point in X̃, and (N,E,X) is a soft set. If M(e) ⊆ N(e), then eM is

said to be in (N,E,X), denoted by eM ∈̃(N,E,X).

Definition 3[17] Let X and Y be two sets, E and F be two nonempty parameter sets,

and f : E −→ F and g : X −→ Y are mappings. For each (M,E,X) ∈ S(X,E), define

(f, g)(M,E,X) = (g→(M), f(E), Y ),

where

g→(M)(α) =
⋃

f(e)=α

g(M(e)) (∀α ∈ F ).

Then we obtain a mapping

(f, g) : S(X,E) −→ S(Y, F ).

For each (N,F, Y ) ∈ S(Y, F ), define

(f, g)−1(N,F, Y ) = (g−1 ◦ N ◦ f, f−1(F ),X),

where

(g−1 ◦ N ◦ f)(e) = g−1(N(f(e))) (∀e ∈ f−1(F )).

Then we obtain another mapping

(f, g)−1 : S(Y, F ) −→ S(X,E).

Definition 4[16] (1) Let X be a set, and T ⊆ S(X,E) satisfies
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(i) ∅̃ and X̃ ∈ T ;

(ii) T is closed under arbitrary unions;

(ii) T is closed under finite intersections.

Then T is called a soft topology on X, and (X,T , E) is called a soft topological space. The

members of T are called soft open sets, members of T ′ = {(M ′, E,X) | (M,E,X) ∈ T } are

called soft closed sets.

(2) Let (X,T , E) be a soft topological space, and Y be a non-empty subset of X. Then

TY = {(MY , E,X) | (M,E,X) ∈ T }

is a soft topology on Y , it is called the soft relative topology on Y , and (Y,TY , E) is called a

soft subspace of (X,T , E), where

(MY , E,X) = Ỹ ∩̃(M,E,X) (∀(M,E,X) ∈ T ).

Example 1 (1) Let X = {x1, x2, x3} be a 3-element set, E = {e1, e2} be a 2-element

set, and

T = {(Mi, E,X) | i = 1, 2, · · · , 6} ∪ {∅̃, X̃},

where (Mi, E,X) (i = 1, 2, · · · , 6) are defined as follows:

M1(e) =

{
{x2}, if e = e1;
{x1}, if e = e2.

M2(e) =

{
{x1}, if e = e1;
{x3}, if e = e2.

M3(e) =

{
{x3}, if e = e1;
{x2}, if e = e2.

M4(e) =

{
{x2, x3}, if e = e1;
{x1, x2}, if e = e2.

M5(e) =

{
{x1, x2}, if e = e1;
{x1, x3}, if e = e2.

M6(e) =

{
{x1, x3}, if e = e1;
{x2, x3}, if e = e2.

Then T is a soft topology on X and hence (X,T , E) is a soft topological space.

(2) Let X = R (the set of all real numbers), E = {e1, e2} be a 2-element set,

J = {A ⊆ X | X − A is a finite subset of X} ∪ {∅,X}

(i.e. the finite complement topology on X), and

T = {(M,E,X) | M(e1),M(e2) ∈ J }.

Then T is a soft topology on X and hence (X,T , E) is a soft topological space.
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(3) Let X = R, E = {e1, e2} be a 2-element set, J be the ordinary topology on X (i.e. J

is the topology on X generated by the basis B = {(a, b) | a, b ∈ R, a < b}), and

T = {(M,E,X) | M(e1),M(e2) ∈ J }.

Then T is a soft topology on X and hence (X,T , E) is a soft topological space.

(4) Let X = [0, 1], E = {e1, e2} be a 2-element set, J be the ordinary topology on X (i.e.

J is the topology on [0, 1] generated by the basis

B = {(a, b) | a ∈ [0, 1), b ∈ (0, 1], a < b}),

and

T = {(M,E,X) | M(e1),M(e2) ∈ J }.

Then T is a soft topology on X and hence (X,T , E) is a soft topological space.

Remark 2 (1)[16] Let (X,T , E) be a soft topological space, eM is a soft point in X̃,

(N,E,X) ∈ S(X,E). If there exists a (A,E,X) ∈ T such that

eM ∈̃(A,E,X)⊆̃(N,E,X),

then (N,E,X) is called a neighborhood of eM .

(2) It can be easily seen that ∅̃, X̃ ∈ T ′, and T ′ is closed under the operations of arbitrary

intersections and finite unions. It can be also seen that (N,E,X) ∈ T ′ if and only if

((A,E,X) − eM )∩̃(N,E,X) 6= ∅̃

for anyeM ∈ X̃ and any neighborhood (A,E,X) of eM .

(3)[16] Let(X,T , E) be a soft topological space, and (M,E,X) ∈ S(X,E). Then

(M,E,X) =
⋂̃

{(N,E,X) | (M,E,X)⊆̃(N,E,X),

(N,E,X) ∈ T
′

X}

is called the closure of (M,E,X). Clearly, (M,E,X) ∈ S(X,E) is a soft closed set of (X,T , E)

if and only if (M,E,X) = (M,E,X).

(4)[16] Let (X,T , E) be a soft topological space over X, then T e = {M(e) | (M,E,X) ∈

T } is a topology on X (e ∈ E).

(5) If E is a single point set, then a soft topological space (X,T , E) can be seen as a

common topological space.

Definition 5 Let (X,TX , E) and (Y,TY , E) be soft topological spaces. A soft function

(f, g) : S(X,E) −→ S(Y,E)

is said to be a soft continuous function from (X,TX , E) to (Y,TY , E) if

(f, g)−1(N,E, Y ) ∈ TX (∀(N,E, Y ) ∈ TY ).
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Remark 3 Let (X,TX , E) and (Y,TY , E) be soft topological spaces, and

(idE , g) : S(X,E) −→ S(Y,E)

be a soft continuous function from (X,TX , E) to (Y,TY , E). Then g : X −→ Y is a continuous

function from (X,T e
X) to (Y,T e

Y ) (∀e ∈ E).

Definition 6[18] (1) Let (X,T , E) be a soft topological space, (P,E,X) ∈ S(X,E), and

A ⊆ T . If
⋃̃

A = (P,E,X),

then A is called an soft open cover of (P,E,X).

(2) Let (X,T , E) be a soft topological space, and (P,E,X) ∈ S(X,E). (P,E,X) is said

to be soft compact if every open soft cover of it has a finite subcover. If X̃ is compact, then

(X,T , E) is called a soft compact topological space.

Theorem 1[18] Let (X,T , E) be a soft compact topological space, then each soft closed

subset (P,E,X) is a soft compact subset of X̃.

Theorem 2 Let (X,TX , E) and (Y,TY , E) be soft topological spaces, and

(idE , g) : S(X,E) −→ S(Y,E)

is a soft function. Then the following conditions are equivalent:

(1) (idE , g) is a soft continuous function from (X,TX , E) to (Y,TY , E).

(2) (idE , g)−1(N,E, Y ) ∈ T ′X (∀ (N,E, Y ) ∈ T ′Y ).

(3) (idE , g)(M,E,X)⊆̃(idE , g)(M,E,X) (∀(M,E,X) ∈ S(X,E)).

(4) (idE , g)−1(P,E, Y )⊇̃(idE , g)−1(P,E, Y ) (∀(P,E, Y ) ∈ S(Y,E)).

Proof Straightforward. �

2 Discrete dynamical systems in soft topological spaces

Let X be a topological space, and g : X −→ X a continuous mapping, then the family

{gn}n∈N defines a (discrete) semi-dynamical system in topological space X, where N stands

for the set of all nonnegative integers. In addition, if g is a homeomorphism (i.e. g is a

one-to-one correspondence and both g and its inverse mapping g−1 are continuous), then we

can define g−n by g−n = (g−1)n (∀n ∈ N), then {gn}n∈Z defines a discrete dynamical system

in topological space X, where Z stands for the set of all integers.

Let (X,T , E) be a soft topological space and

(idE , g) : S(X,E) −→ S(X,E)

be a soft continuous function from (X,T , E) to (X,T , E). It can be seen from definition 3

that

(gn)→ = (g→)n,
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so we can define the n-th iterate of (idE , g) (n ∈ N) as follows:

(idE , g)n = (idE , g) ◦ (idE , g)n−1 = (idE ◦ idE , g ◦ gn−1)
= (idE , gn),

(idE , g)0 = (idE , g0) = (idE , idX ),

where idE (resp. idX) denotes the identity mapping of E (resp., X) onto itself. Then the

family {(idE , g)n}n∈N defines a (discrete) semi-dynamical system in soft topological space

(X,T , E), where N stands for the set of all nonnegative integers. If g is a one-to-one corre-

spondence and both (idE , g) and its inverse mapping (idE , g)−1 are continuous, it can be seen

from definition 3 that

(g←)n = (gn)← (∀n ∈ N − {0})

and

((gn)←)m = (g←)nm (∀n ∈ N − {0},∀m ∈ N).

Let

(idE , g)−n = (idE , g−n) = (idE , (gn)−1) (∀n ∈ N),

then {(idE , g)n}n∈Z defines a discrete dynamical system in soft topological space, and it is

denoted by (X, (idE , g)). If (X,T , E) is a soft compact topological space, then (X, (idE , g))

is called a soft compact discrete topological dynamical system. It is easy to show that

(idE , g)n(eM )

(∀n ∈ Z) is a soft point when eM is a soft point.

Example 2 Let us consider the soft topological space in Example 1(1). Define g : X −→

X as follows:

g(x1) = x2, g(x2) = x3, g(x3) = x1.

We will verify that both (idE , g) and its inverse mapping (idE , g)−1 are continuous. In fact,

(idE , g)−1(M1, E,X) = (g−1 ◦ M1 ◦ idE , E,X),

where
g−1 ◦ M1 ◦ idE(e) = g−1((M1)(e))

=

{
g−1({x2}), if e = e1;
g−1({x1}), if e = e2.

=

{
{x1}, if e = e1;
{x3}, if e = e2.

= M2(e)

Thus (idE , g)−1(M1, E,X) = (M2, E,X) ∈ T .

(idE , g)−1(M2, E,X) = (g−1 ◦ M2 ◦ idE , E,X),
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where
g−1 ◦ M2 ◦ idE(e) = g−1((M2)(e))

=

{
g−1({x1}), if e = e1;
g−1({x3}), if e = e2.

=

{
{x3}, if e = e1;
{x2}, if e = e2.

= M3(e)

Thus (idE , g)−1(M2, E,X) = (M3, E,X) ∈ T .

(idE , g)−1(M3, E,X) = (g−1 ◦ M3 ◦ idE , E,X),

where
g−1 ◦ M3 ◦ idE(e) = g−1((M3)(e))

=

{
g−1({x3}), if e = e1;
g−1({x2}), if e = e2.

=

{
{x2}, if e = e1;
{x1}, if e = e2.

= M1(e)

Thus (idE , g)−1(M3, E,X) = (M1, E,X) ∈ T .

(idE , g)−1(M4, E,X) = (g−1 ◦ M4 ◦ idE , E,X),

where
g−1 ◦ M4 ◦ idE(e) = g−1((M4)(e))

=

{
g−1({x2, x3}), if e = e1;
g−1({x1, x2}), if e = e2.

=

{
{x1, x2}, if e = e1;
{x3, x1}, if e = e2.

= M5(e)

Thus (idE , g)−1(M4, E,X) = (M5, E,X) ∈ T .

(idE , g)−1(M5, E,X) = (g−1 ◦ M5 ◦ idE , E,X),

where
g−1 ◦ M5 ◦ idE(e) = g−1((M5)(e))

=

{
g−1({x1, x2}), if e = e1;
g−1({x3, x1}), if e = e2.

=

{
{x3, x1}, if e = e1;
{x2, x3}, if e = e2.

= M6(e)

Thus (idE , g)−1(M5, E,X) = (M6, E,X) ∈ T .

(idE , g)−1(M6, E,X) = (g−1 ◦ M6 ◦ idE , E,X),

where
g−1 ◦ M6 ◦ idE(e) = g−1((M6)(e))

=

{
g−1({x1, x3}), if e = e1;
g−1({x2, x3}), if e = e2.

=

{
{x3, x2}, if e = e1;
{x1, x2}, if e = e2.

= M4(e)
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Thus (idE , g)−1(M6, E,X) = (M4, E,X) ∈ T . It is easy to see that

(idE , g)−1(∅̃) = ∅̃ ∈ T

and

(idE , g)−1(X̃) = X̃ ∈ T .

Therefore, (idE , g) is continuous.

From the above, it is easy to see that

(idE , g)−1 = (idE , g−1),

since for any (M,E,X) ∈ T ,

(idE , g−1)(M,E,X) = ((g−1)→(M), E,X),

where

(g−1)→(M)(e) = g−1(M)(e) = g−1 ◦ M ◦ idE(e).

Thus for any (M,E,X) ∈ T ,

((idE , g)−1)−1(M,E,X)
= (idE , g−1)−1(M,E,X)
= ((g−1)−1 ◦ M ◦ idE , E,X)
= (g ◦ M ◦ idE , E,X)

Hence

((idE , g)−1)−1(M1, E,X) = (g ◦ M1 ◦ idE , E,X),

where
g ◦ M1 ◦ idE(e) = g((M1)(e))

=

{
g({x2}), if e = e1;
g({x1}), if e = e2.

=

{
{x3}, if e = e1;
{x2}, if e = e2.

= M3(e)

Thus ((idE , g)−1)−1(M1, E,X) = (M3, E,X) ∈ T .

((idE , g)−1)−1(M2, E,X) = (g ◦ M2 ◦ idE , E,X),

where
g ◦ M2 ◦ idE(e) = g((M2)(e))

=

{
g({x1}), if e = e1;
g({x3}), if e = e2.

=

{
{x2}, if e = e1;
{x1}, if e = e2.

= M1(e)

Thus ((idE , g)−1)−1(M2, E,X) = (M1, E,X) ∈ T .

((idE , g)−1)−1(M3, E,X) = (g ◦ M3 ◦ idE , E,X),
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where
g ◦ M3 ◦ idE(e) = g((M3)(e))

=

{
g({x3}), if e = e1;
g({x2}), if e = e2.

=

{
{x1}, if e = e1;
{x3}, if e = e2.

= M2(e)

Thus ((idE , g)−1)−1(M3, E,X) = (M2, E,X) ∈ T .

((idE , g)−1)−1(M4, E,X) = (g ◦ M4 ◦ idE , E,X),

where
g ◦ M4 ◦ idE(e) = g((M4)(e))

=

{
g({x2, x3}), if e = e1;
g({x1, x2}), if e = e2.

=

{
{x1, x3}, if e = e1;
{x2, x3}, if e = e2.

= M6(e)

Thus ((idE , g)−1)−1(M4, E,X) = (M6, E,X) ∈ T .

((idE , g)−1)−1(M5, E,X) = (g ◦ M5 ◦ idE , E,X),

where
g ◦ M5 ◦ idE(e) = g((M5)(e))

=

{
g({x1, x2}), if e = e1;
g({x3, x1}), if e = e2.

=

{
{x2, x3}, if e = e1;
{x1, x2}, if e = e2.

= M4(e)

Thus ((idE , g)−1)−1(M5, E,X) = (M4, E,X) ∈ T .

((idE , g)−1)−1(M6, E,X) = (g ◦ M6 ◦ idE , E,X),

where
g ◦ M6 ◦ idE(e) = g((M6)(e))

=

{
g({x1, x3}), if e = e1;
g({x2, x3}), if e = e2.

=

{
{x2, x1}, if e = e1;
{x3, x1}, if e = e2.

= M5(e)

Thus ((idE , g)−1)−1(M6, E,X) = (M5, E,X) ∈ T . It is easy to see that

((idE , g)−1)−1(∅̃) = ∅̃ ∈ T

and

((idE , g)−1)−1(X̃) = X̃ ∈ T .

Therefore, (idE , g)−1 is continuous. Hence, (X, (idE , g)) is a soft topological dynamical sys-

tem.
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Example 3 Let us consider the soft topological space in Example 1(2). Let g : X −→ X

be an arbitrary one-to-one respondence on X. Then for any (M,E,X) ∈ T ,

(idE , g)−1(M,E,X) = (g−1 ◦ M ◦ idE , E,X),

where

g−1 ◦ M ◦ idE(e) = g−1(M(e)) (∀e ∈ E),

the complement X − g−1 ◦ M ◦ idE(e) is still a finite subset of X since g is an one-to-one

respondence, thus (idE , g)−1(M,E,X) ∈ T . Therefore, (idE , g) is continuous.

On the other hand, for any (M,E,X) ∈ T ,

((idE , g)−1)−1(M,E,X)
= (idE , g−1)−1(M,E,X)
= ((g−1)−1 ◦ M ◦ idE , E,X)
= (g ◦ M ◦ idE , E,X)

where

g ◦ M ◦ idE(e) = g(M(e)) (∀e ∈ E),

the complement X − g ◦ M ◦ idE(e) is still a finite subset of X since g is an one-to-one

respondence, thus

(idE , g)(M,E,X) ∈ T .

Therefore, (idE , g)−1 is continuous. Hence, (X, (idE , g)) is a soft topological dynamical sys-

tem.

Example 4 Let us consider the soft topological space in Example 1(3). Define g : X −→

X as follows:

g(x) = x + 1 (∀x ∈ X).

Then for every (a, b) ∈ B, g(a, b) = (a + 1, b + 1), and g−1(a, b) = (a − 1, b − 1), thus

g(B) = g−1(B) = B. Denote the topology on X generated by g(B) and g−1(B) by g(J ) and

g−1(J ). Then g(J ) = g−1(J ) = J .

For any (M,E,X) ∈ T ,

(idE , g)−1(M,E,X) = (g−1 ◦ M ◦ idE , E,X),

where

g−1 ◦ M ◦ idE(e) = g−1(M(e)) (∀e ∈ E),

since M(e) ∈ J , we have g−1(M(e)) ∈ g−1(J ) = J , thus (idE , g)−1(M,E,X) ∈ T . There-

fore, (idE , g) is continuous.

On the other hand, for any (M,E,X) ∈ T ,

((idE , g)−1)−1(M,E,X)
= (idE , g−1)−1(M,E,X)
= ((g−1)−1 ◦ M ◦ idE , E,X)
= (g ◦ M ◦ idE , E,X)
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where

g ◦ M ◦ idE(e) = g(M(e)) (∀e ∈ E),

since M(e) ∈ J , we have g(M(e)) ∈ g(J ) = J , thus (idE , g)(M,E,X) ∈ T . Therefore,

(idE , g)−1 is continuous. Hence, (X, (idE , g)) is a soft topological dynamical system.

Example 5 Let us consider the soft topological space in Example 1(4). Define g : X −→

X as follows:

g(x) =

{
2x, x ∈ [0, 1

2 ];

2 − 2x, x ∈ (1
2 , 1].

For every (a, b) ∈ B,

g−1(a, b) =





(a
2 , b

2), b ≤ 1
2 ;

(2−a
2 , 2−b

2 ), a ≥ 1
2 ;

(a
2 , 2−b

2 ), a < 1
2 < b.

Thus g−1(B) ⊆ B. Let g−1(J ) be the topology on X generated by g−1(B), then g−1(J ) ⊆ J .

For any (M,E,X) ∈ T ,

(idE , g)−1(M,E,X) = (g−1 ◦ M ◦ idE , E,X),

where

g−1 ◦ M ◦ idE(e) = g−1(M(e)) (∀e ∈ E),

since M(e) ∈ J , we have g−1(M(e)) ∈ g−1(J ) ⊆ J , thus (idE , g)−1(M,E,X) ∈ T . There-

fore, (idE , g) is continuous. Hence, (X, (idE , g)) is a semi-soft topological dynamical system.

Definition 7 Let (X, (idE , g)) be a soft discrete topological dynamical system and

eM ∈ X̃ is a soft point. Define several soft sets as follows:

Orb(idE ,g)(eM ) = {(idE , g)n(eM ) | n ∈ Z},

Orb+
(idE ,g)(eM ) = {(idE , g)n(eM ) | n ∈ N − {0}}.

Orb−(idE ,g)(eM ) = {(idE , g)−n(eM ) | n ∈ N − {0}}.

Then we call Orb(idE ,g)(eM ) (resp., Orb+
(idE ,g)(eM ), Orb−(idE ,g)(eM )) the soft orbit (resp., soft

positive semi-orbit, soft negative semi-orbit) of the soft dynamical system of (idE , g).

Let eM ∈ X̃, if (idE , g)n(eM ) = eM for some n ∈ N − {0}, then eM is called a soft

periodic point of (idE , g), the smallest one of such integers is referred to as the soft period

of eM . In particular, if (idE , g)(eM ) = eM , then eM is called a soft fixed point of (idE , g).

Let Per(idE , g) (resp. Fix(idE , g)) be the set of all soft periodic points (resp. all soft fixed

points) of (idE , g). Then Fix(idE , g) ⊆ Per(idE , g).

Definition 8 Let eM ∈ X̃ be a soft point, then the soft set

ω(eM ) =
⋂̃

n∈N−{0}

⋃̃
{(idE , g)k(eM ) | k ≥ n},
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is called a soft ω-limit set.

Obviously ω(eM ) is a soft closed set of (X,T , E). If the soft topological space (X,T , E)

is soft compact, then ω(eM ) 6= ∅̃ by Theorem 7.4 in [20].

Definition 9 Let (X, (idE , g)) be a soft discrete topological dynamical system, and

eM ∈ X̃ a soft point.

(1) If for each soft open neighborhood (N,E,X) of eM , there exists an n ∈ N − {0} such

that (idE , g)n(eM )

∈̃(N,E,X), then eM is called a soft recurrent points of (idE , g). The set of all soft recurrent

points of (idE , g) is denoted by Rec(idE , g). Clearly, Per(idE , g) ⊆ Rec(idE , g).

(2) If for each soft open neighborhood (N,E,X) of eM , there exists an n ∈ N − {0} such

that

(idE , g)−n(N,E,X)∩̃(N,E,X) 6= ∅̃.

Then eM is called a soft nonwandering point of (idE , g). The set of all soft nonwandering

points of (idE , g) is denoted by Ω(idE , g), i.e.,

Ω(idE , g) = {eM ∈ X̃ | eM be a soft nonwandering point of (idE , g)}.

Each soft point of X̃ − Ω(idE , g) is called a soft wandering point.

Definition 10 Let (idE , g) be a soft continuous function from (X,T , E) to (X,T , E).

(1) (idE , g) is called soft topological mixing if, for any pair (M,E,X) and (N,E,X) ∈ T

of nonempty soft open sets of (X,T , E), there exists an n ∈ N − {0} such that

(idE , g)n(M,E,X)∩̃(N,E,X) 6= ∅̃.

(2) (idE , g) is called soft topological transitivity if there exists a soft point eM ∈ X̃ such

that Orb(idE ,g)(eM ) is dense in X̃ (i.e. Orb(idE ,g)(eM ) = X̃).

(3) A soft set (N,E,X) is said to be soft invariant of (idE , g) if (idE , g)(N,E,X)⊆̃(N,E,X)

(i.e. g(N(e)) ⊆ N(e) for each e ∈ E).

Theorem 3 Let (X,T , E) be a soft topological space, and (idE , g) : S(X,E) −→ S(X, E)

be a soft continuous function from (X,T , E) to (X,T , E). Then

(1) Ω(idE , g) is a soft closed set of X̃, and Rec(idE , g)

⊆̃Ω(idE , g).

(2) Orb(idE ,g)(eM ), ω(eM ), Per(idE , g), Fix(idE , g) and Ω(idE , g) are invariant of (idE , g).

(3) Ω((idE , g)m) is an invariant and closed soft set, and

Ω((idE , g)m)⊆̃Ω(idE , g) (m ∈ N − {0}).

(4) Each soft point eM ∈ X̃ is a soft nonwandering point if one of the following conditions

is satisfied:

(i) (idE , g) is soft topological mixing, g is a one-to-one correspondence, and both (idE , g)

and its inverse mapping (idE , g)−1 are continuous
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(ii) Per(idE , g) = X̃ .

Proof (1) Suppose that a soft point eM is not a soft wandering point of (idE , g), then

there exists some soft open neighborhood (N,E,X) and some n ∈ N − {0} such that

(idE , g)−n(N,E,X)∩̃(N,E,X) = ∅̃.

So all the soft points in (N,E,X) are not soft wandering points of (idE , g), it follows that

Ω(idE , g) be a soft closed set of X̃ .

Now let soft point eM ∈ Rec(idE , g), then for each soft open neighborhood (N,E,X) of

eM , there exists some n ∈ N − {0} such that (idE , g)n(eM )⊆̃(N,E,X), so for any e ∈ E,

gn(M(e)) ⊆ N(e), thus M(e) ⊆ g−n(N(e)), it implies that

eM ∈̃(idE , g−n)(N,E,X) = (idE , g)−n(N,E,X),

then

eM ∈̃(idE , g)−n(N,E,X)∩̃(N,E,X),

hence

Rec(idE , g)⊆̃Ω(idE , g).

(2) We only show that ω(eM ) and Ω(idE , g) are invariant sets of (idE , g). Firstly, we have

(idE , g)(ω(eM ))

= (idE , g)(
⋂̃

n∈N−{0}

⋃̃
{(idE , g)k(eM ) | k ≥ n})

⊆̃
⋂̃

n∈N−{0}(idE , g)
⋃̃
{(idE , g)k(eM ) | k ≥ n})

⊆̃
⋂̃

n∈N−{0}

⋃̃
{(idE , g)k+1(eM ) | k ≥ n})

⊆̃
⋂̃

n∈N−{0}

⋃̃
{(idE , g)k(eM ) | k ≥ n} = ω(eM )

Now let soft point eM ∈̃Ω(idE , g) and (N,E,X) a soft open neighborhood of soft point

(idE , g)(eM ), we can obtain that (idE , g)−1(N,E,X) is a soft open neighborhood of soft

point eM since (idE , g) is a soft continuous function, then there exists some n ∈ N −{0} such

that
(idE , g)−1((idE , g)−n(N,E,X))∩̃(N,E,X))

= (idE , g)−n((idE , g)−1(N,E,X))∩̃(idE , g)−1(N,E,X)

6= ∅̃

So

(idE , g)−n(N,E,X))∩̃(N,E,X) 6= ∅̃.

Therefore

(idE , g)(eM )∈̃Ω(idE , g),

Hence

(idE , g)(Ω(idE , g))⊆̃Ω(idE , g).
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(3) Straightforward.

(4) Let (i) hold, eM ∈̃X̃ be a soft point and (N,E,X) ∈ T be a soft open neighborhood

of eM . Because (idE , g) is soft topological mixing, there exists some n ∈ N − {0} such that

(idE , g)n(M,E,X)∩̃(M,E,X) 6= ∅̃.

Then

(idE , g)−n(M,E,X)∩̃(M,E,X) 6= ∅̃

since g is a one-to-one correspondence and both (idE , g) and its inverse mapping (idE , g)−1

are continuous. Thus eM ∈ Ω(idE , g).

Let (ii) hold. Then

X̃ = Per(idE , g)⊆̃Rec(idE , g)⊆̃Ω(idE , g) = Ω(idE , g)⊆̃X̃.

Therefore Ω(idE , g) = X̃. 2

Remark 4 If g is a one-to-one correspondence, both

(idE , g) : S(X,E) −→ S(X,E)

and its inverse mapping

(idE , g)−1 : S(X,E) −→ S(X,E)

are continuous, and (M,E,X) ∈ S(X,E). Then

(idE , g)n(M,E,X)∩̃(M,E,X) 6= ∅̃

if and only if

(idE , g)−n(M,E,X)∩̃(M,E,X) 6= ∅̃ (∀n ∈ N − {0}).

So Ω(idE , g) = Ω(idE , g)−1.

Definition 11 Let (X,TX , E) and (Y,TY , E) be soft topological spaces,

(idE , g) : S(X,E) −→ S(X,E)

be a soft continuous function from (X,TX , E) to (X,TX , E),

(idE , f) : S(Y,E) −→ S(Y,E))

be a soft continuous function from (Y,TY , E) to (Y,TY , E)). If there exists a soft continuous

function (idE , h) : S(X,E) −→ S(Y,E) from (X,TX , E) to (Y,TY , E) such that

(idE , h) ◦ (idE , f) = (idE , g) ◦ (idE , h)

(i.e. (idE , h ◦ f) = (idE , g ◦ h) ), then (idE , h) is said to be soft topology semi-conjugate

from (idE , g) to (idE , f). If g is a one-to-one correspondence and both (idE , g) and its inverse
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mapping (idE , g)−1 are continuous, then (idE , h) is said to soft topological conjugate from

(idE , g) to (idE , f). Here, we denote (idE , g) ∼= (idE , f).

S(X,E)

S(Y,E)
?

(idE , h)

-
(idE , g)

-

(idE , f)

S(X,E)

?

S(Y,E)

(idE , h)

fig.1

Remark 5 (1) ∼= is an equivalence relation.

(2) If (idE , h) is a soft topological conjugate mapping from (idE , g) to (idE , f), then for

each soft point eM ∈ X̃ and n ∈ N − {0}, we have

(idE , h)((idE , f)n(eM )) = (idE , gn)((idE , h)(eM )),

it follows that

(idE , h)(Orb(idE ,g)(eM )) = Orb(idE ,g)((idE , h)(eM )),

and it is easy to show that

(idE , h)(ω(eM )) = ω((idE , h)(eM ));

(idE , h)(Per(idE , g)) = Per(idE , f);

(idE , h)(Fix(idE , g)) = Fix(idE , f);

(idE , h)(Rec(idE , g)) = Rec(idE , f);

(idE , h)(Ω(idE , g)) = Ω(idE , f).

3 Soft topological entropy

In this section, the definition of soft topological entropy will be given and some fundamental

properties of the soft topological entropy will be studied.

Definition 12 Let (X, (idE , g)) be a soft compact discrete topological dynamical system,

and α be a soft open cover of X̃. Denote the smallest cardinality of all subcovers (for X̃) of

α by N
X̃

(α), i.e.,

N
X̃

(α) = min

{
|β| | β ⊆ α and X̃ =

⋃̃
β

}
.

Since X̃ is compact soft set, N
X̃

(α) is a positive integer. Let H
X̃

(α) = log N
X̃

(α).

Let α and β be two soft open covers of X̃ . Define their join by

α∪̂β = {(P,E,X)∩̃(Q,E,X) | (P,E,X) ∈ α, (Q,E,X) ∈ β}.
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Clearly, the join α∪̂β is a soft open cover of X̃. It is well known that β is called a refinement

of α (denoted by α ≺ β) if for each (Q,E,X) ∈ β, there exists a (P,E,X) ∈ α such that

(Q,E,X)⊆̃(P,E,X).

Theorem 4 Let(X, (idE , g)) be a soft compact discrete topological dynamical system, α

and β be two soft open covers of X̃ . Then the following hold.

(1) H
X̃

(α) ≥ 0.

(2) if β ≺ α,then H
X̃

(α) ≤ H
X̃

(β).

(3) H
X̃

(α
⋃̂

β) ≤ H
X̃

(α) + H
X̃

(β).

(4) H
X̃

((idE , g)−1(α)) = H
X̃

(α).

Proof we only prove (4). Let N
X̃

(α) = n, then any subcover of α containing less than n

elements of α would not cover X̃. Let

{(P1, E,X), (P2 , E,X), · · · , (Pn, E,X)}

be a subcover (for X̃) of α with a cardinality n, since (idE , g) is continuous,

{(idE , g)−1(P1, E,X), (idE , g)−1(P2, E,X),

· · · , (idE , g)−1(Pn, E,X)}

is a subcover (for (idE , g)−1(X̃)) of (idE , g)−1(α). By (idE , g)(X̃) = X̃ we can know X̃ =

(idE , g)−1(X̃), so

{(idE , g)−1(P1, E,X), (idE , g)−1(P2, E,X),

· · · , (idE , g)−1(Pn, E,X)}

is a finite open subcover (for X̃) of (idE , g)−1(α). Therefore,

N
X̃

((idE , g)−1(α)) ≤ n = N
X̃

(α)

which implies H
X̃

((idE , g)−1(α)) ≤ H
X̃

(α).

Now, suppose that N
X̃

((idE , g)−1(α)) = m. Let

{(idE , g)−1(Q1, E,X), (idE , g)−1(Q2, E,X),

· · · , (idE , g)−1(Qm, E,X)}

be a finite open subcover (for X̃) of (idE , g)−1(α). Therefore,

X̃ =
⋃̃m

i=1
{(idE , g)−1(Qi, E,X)}.

Since (idE , g)(X̃) = X̃ , then

X̃ = (idE , g)(X̃) =
⋃̃m

i=1{(idE , g)−1(Qi, E,X)}

=
⋃̃m

i=1{(idE , g)(idE , g)−1((Qi, E,X))}

=
⋃̃n

i=1{(Qi, E,X)}.
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So

{(Qi, E,X) | i = 1, 2, · · · ,m}

is a finite open subcover (for X̃) of α, Hence, m ≥ N
X̃

(α), i.e.,

N
X̃

((idE , g)−1(α)) ≥ N
X̃

(α)

which implies

H
X̃

((idE , g)−1(α)) ≥ H
X̃

(α).

By the above, we can get that

H
X̃

((idE , g)−1(α)) = H
X̃

(α). �

Theorem 5 Let(X, (idE , g)) be a soft compact discrete topological dynamical system, α

be a soft open cover of X̃ . Then the limit

lim
n→∞

1

n
H

X̃
(
⋃̂n−1

k=1
{(idE , g)−k(α)})

exists.

Proof. Let

an = H
X̃

(
⋃̂n−1

k=1
{(idE , g)−k(α)}).

We only need to show that

an+p ≤ an + ap (∀n, p ∈ N − {0}).

From theorem 2.7(3) and (4), we have

an+p = H
X̃

(⋃̂n+p−1

k=0

{
(idE , g)−k(α)

})

= H
X̃

(
(⋃̂n−1

k=0

{
(idE , g)−k(α)

})

⋃̂ (⋃̂n+p−1

k=n

{
(idE , g)−k(α)

})
)

= H
X̃

(
(⋃̂n−1

k=0

{
(idE , g)−k(α)

})

⋃̂ (
(idE , g)−n

⋃̂p−1

k=0

{
(idE , g)−k(α)

})
)

≤ H
X̃

(⋃̂n−1

k=0

{
(idE , g)−k(α)

})

+H
X̃

(⋃̂p−1

k=0

{
(idE , g)−k(α)

})
.

Thus an+p ≤ an + ap. �

Definition 13 Let (X, (idE , g)) be a soft compact discrete topological dynamical system,

let α be a soft open cover of X̃ . Then

Ent((idE , g), α, X̃ ) = lim
n→∞

1

n
H

X̃

(⋃̂n−1

k=1
{(idE , g)−k(α)}

)
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is called the soft topological entropy of (idE , g) on X̃ relative to α, and

Ent(idE , g) = sup
α

{Ent((idE , g), α, X̃) |

α is a soft open cover of X̃}

is called the soft topological entropy of (idE , g).

By Theorem 1, each soft closed subset of X̃ is a soft compact subset of X̃, then the

following theorem holds.

Theorem 6 Let (X, (idE , g)) be a soft compact discrete topological dynamical sys-

tem, α be a soft open cover of X̃, (A1, E,X) and (A2, E,X) be two closed soft sets, and

(A1, E,X)⊆̃(A2, E,X), Then

(1)

Ent((idE , g), α, (A1 , E,X)) ≤ Ent((idE , g), α, (A2, E,X)).

(2)

Ent((idE , g), (A1, E,X)) ≤ Ent((idE , g), (A2, E,X)).

Proof. (1) Let

N(A2,E,X)(
⋃̂n−1

k=0
{(idE , g)−k(α)}) = s.

Then there exists a soft open subcover

{(P1, E,X), (P2 , E,X), · · · , (Ps, E,X)}

of
⋃̂n−1

k=0
{(idE , g)−k(α)}

for (A2, E,X). Since (A1, E,X) ⊆̃(A2, E,X), we have

{(P1, E,X), (P2 , E,X), · · · , (Ps, E,X)}

is also a subcover of
⋃̂n−1

k=0
{(idE , g)−k(α)}

for (A1, E,X), and hence

N(A1,E,X)(
⋃̂n−1

k=0
{(idE , g)−k(α)}) ≤ s

= N(A2,E,X)(
⋃̂n−1

k=0
{(idE , g)−k(α)}).

So

H(A1,E,X)(
⋃̂n−1

k=0
{(idE , g)−k(α)})

≤ H(A2,E,X)(
⋃̂n−1

k=0
{(idE , g)−k(α)}).
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Then

Ent((idE , g), α, (A1 , E,X))

≤ Ent((idE , g), α, (A2 , E,X)).

(2)
Ent((idE , g), (A1, E,X))

= sup
α

{Ent((idE , g), α, (A1 , E,X)) | α is a soft open

cover of X̃}

≤ sup
α

{Ent((idE , g), α, (A2 , E,X)) | α is a soft open

cover of X̃}

= Ent((idE , g), (A2, E,X)). �

Theorem 7 Let (X, (idE , g)) be a soft compact discrete topological dynamical system,

and α be a soft open cover of X̃. Then Ent(idE , idX) = 0.

Proof Straightforward.

Theorem 8 Ent(idE , gm) ≥ m · Ent(idE , g) ( ∀m ∈ N − {0}).

Proof As

((gn)←)m = (g←)nm (∀n ∈ N − {0},∀m ∈ N),

we have ⋃̂n−1

t=0 {(idE , gm)−s
⋃̂m−1

t=0 {(idE , g)−t(α)}}

=
⋃̂mn−1

s=0 {(idE , g)−s(α)}

Hence

H
X̃

(
⋃̂n−1

t=0
{(idE , gm)−s

⋃̂m−1

t=0
{(idE , g)−t(α))}}

= H
X̃

(
⋃̂mn−1

s=0

{
(idE , g)−s(α)

}
).

Denote

β =
⋃̂m−1

s=0
{(idE , g)−s(α)}.

Then
Ent(idE , gm) = Ent(idE , g)m ≥ Ent((idE , g)m, β, X̃)

= lim
n→∞

1
n
H

X̃

(⋃̂n−1

t=0 {(idE , gm)−s
⋃̂m−1

t=0 {(idE , g)−t(α))}}
)

= lim
n→∞

m · 1
mn

H
X̃

(
⋃̂mn−1

s=0 {(idE , g)−s(α)})

= m · Ent((idE , g), α, X̃).

Hence,

Ent(idE , gm) ≥ m · sup
α

Ent((idE , g), α, X̃)

= m · Ent(idE , g). �
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4 Conclusion

In this paper, the discrete dynamical systems in soft topological spaces are defined, and

simple examples are also given. Some basic concepts (such as soft ω-limit set, soft invariant

set, soft periodic point, soft nonwandering point, and soft recurrent point) of the discrete

dynamical system are introduced into soft topological spaces. Soft topological mixing and

soft topological transitivity are also studied. At last, soft topological entropy is defined and

several properties of it are discussed.
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FUNCTIONAL INEQUALITIES IN VECTOR BANACH SPACE

GANG LU, JUN XIE, YUANFENG JIN∗, AND QI LIU

Abstract. In this paper, we prove that the generalized Hyers-Ulam stability of the
additive functional inequality

‖f(ax+ by + cz) + f(bx+ ay + bz) + f(cx+ cy + az)‖ ≤ ‖(a+ b+ c)f(x+ y + z)‖
in vector Banach space, where a 6= b 6= c ∈ R are fixed points with 3 > |a+ b+ c|.

1. Introduction and preliminaries

The stability problem of functional equations originated from a question of Ulam [32]

concerning the stability of group homomorphisms. Hyers [11] gave a first affirmative

partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was gener-

alized by Aoki [1] for additive mappings and by Th.M. Rassias [24] for linear mappings

by considering an unbounded Cauchy difference. The paper of Rassias [24] has provided

a lot of influence in the development of what we call generalized Hyers-Ulam stability of

functional equations. A generalization of the Th.M. Rassias theorem was obtained by

Găvruta [9] by replacing the unbounded Cauchy difference by a general control function

in the spirit of Th.M. Rassias’ approach. The stability problems for several functional

equations or inequations have been extensively investigated by a number of authors and

there are many interesting results concerning this problem (see [2]–[8],[10], [12]–[16],

[22]–[25],[26]-[31],[34]).

We recall some basic facts concerning generalized norm.

Definition 1.1 (see [15]). Let E be a real vector space. A generalized norm for E is a

mapping ‖ · ‖G : E → Rk
+ denoted by

‖x‖G = (α1(x), α2(x), α3(x), · · · , αk(x))

such that

(a) ‖x‖G ≥ 0, that is, αi(x) ≥ 0 for all i = 1, 2, · · · , k;

(b) ‖x‖G = 0 if and only if x = 0, that is, αi(x) = 0 for all i, if and only if x = 0;

(c) ‖λx‖G = |λ|‖x‖G,that is,αi(λx) = |λ|αi(x);

(d) ‖x+ y‖G ≤ ‖x‖G + ‖y‖G, which means, αi(x+ y) ≤ αi(x) + αi(y);

2010 Mathematics Subject Classification. Primary 39B62, 39B52, 46B25.
Key words and phrases. additive functional inequaties; Hyers-Ulam stability; vector Banach space
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2 G. LU, J.XIE, Y.JIN, AND Q.LIU

Example 1.2. In R2, ‖x‖G = (|x1|, |x2|).

Definition 1.3. Let (X, ‖·‖G) be a general normed linear space. Let xn be a sequence in

X. Then xn is said to be convergent if there exists x ∈ X such that limn→∞ αi(xn−x) = 0

for all i = 1, 2 · · · , k. In that case, x is called the limit of the sequence xn and we denote

it by G-limn→∞ xn = x.

Definition 1.4. A sequence xn in X is called Cauchy if for each ε > 0 and each a > 0

there exists n0 such that for all n ≥ n0 and all p > 0, we have ‖xn+p− xn‖G ≤ ε, that is,

αi(xn+p − xn) ≤ ε.

It is known that every convergent sequence in the general normed space is Cauchy.

If each Cauchy sequence is convergent, then the the general normed space is said to be

complete and the general normed space is called a vector Banach space.

2. HYers-Ulam Stability In vector Banach Space

From now on , Let X be a normed linear space and Y a vector Banach space.

This paper,we prove that the generalized Hyers-Ulam stability of the additive func-

tional inequality

‖f(ax+ by + cz) + f(bx+ cy + bz) + f(cx+ ay + az)‖G ≤ ‖(a+ b+ c)f(x+ y + z)‖G
in the vector Banach space, where a 6= b 6= c ∈ R are fixed points with 3 > |a+ b+ c|.

Lemma 2.1. Let f : X → Y be a mapping. If it satisfies

‖f(ax+ by + cz) + f(bx+ cy + bz) + f(cx+ ay + az)‖G
≤ ‖(a+ b+ c)f(x+ y + z)‖G

(2.1)

for all x, y, z ∈ X and a, b, c are fixed real numbers with 3 > |a + b + c|. Then f is

additive.

Proof. Letting x = y = z = 0 in (2.1) for all x, y, z ∈ X , we get

‖3f(0)‖G ≤ ‖(a+ b+ c)f(0)‖G (2.2)

for a, b, c ∈ R.

For any i = 1, 2, · · · , k,

αi(3f(0)) ≤ αi((a+ b+ c)f(0))

we get

3αi(f(0)) ≤ |a+ b+ c|αi(f(0)),

Thus f(0) = 0.

Letting x = 0 and Replacing z by −y in (2.1), we get

‖f((b− c)y) + f((c− b)y)‖G ≤ ‖(a+ b+ c)f(0)‖G = |a+ b+ c|αi(f(0)) = 0
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FUNCTIONAL INEQUALITIES IN VECTOR BANACH SPACE 3

and so f(−x) = −f(x) for all x ∈ X .

Replacing x by −y − z in (2.1), we have

‖f((b− a)y + (c− a)z) + f((a− b)y) + f((a− c)z)‖G ≤ 0

for all y, z ∈ X . Then we can obtain

f(x+ y) = f(x) + f(y)

for all x, y ∈ X . �

Theorem 2.2. Let f : X → Y be a mapping with f(0) = 0. If there is a function

ϕ : X3 → [0,∞) such that

‖f(ax+ by + cz) + f(bx+ cy + bz) + f(cx+ ay + az)‖G
≤ ‖(a+ b+ c)f(x+ y + z)‖G + (ϕ(x, y, z), ϕ(x, y, z), · · · , ϕ(x, y, z)︸ ︷︷ ︸

k

) (2.3)

and

ϕ̃(x, y, z) :=
∞∑
j=0

1

2j
ϕ
(
(−2)jx, (−2)jx, (−2)jx

)
<∞ (2.4)

for all x, y, z ∈ X and a 6= b 6= c ∈ R are fixed points with 3 > |a + b + c|, then there

exists a unique additive mapping A : X → Y such that

‖f(x)− A(x)‖G

≤

ϕ̃( b+ c− 2a

(a− b)(a− c)
x,

1

a− b
x,

1

a− c
x

)
, · · · , ϕ̃

(
b+ c− 2a

(a− b)(a− c)
x,

1

a− b
x,

1

a− c
x

)
︸ ︷︷ ︸

k

(2.5)

for all x ∈ X .

Proof. Letting x = −y − z in (2.3), we get

‖f((b− a)y + (c− a)z) + f((a− b)y) + f((a− c)z)‖G
≤ (ϕ(−y − z, y, z), · · · , ϕ(−y − z, y, z))︸ ︷︷ ︸

k

(2.6)

for all y, z ∈ X .

Letting y = x
b−a , z = y

c−a in (2.6), we get

‖f(x+ y) + f(−x) + f(−y)‖G

≤
(
ϕ

(
x

a− b
+

y

a− c
,

x

b− a
,

y

c− a

)
, · · · , ϕ

(
x

a− b
+

y

a− c
,

x

b− a
,

y

c− a

))
︸ ︷︷ ︸

k

(2.7)

for all x, z ∈ X .
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Letting x = y in (2.7) we get

‖2f(−x) + f(2x)‖G

≤
(
ϕ

(
2a− b− c

(a− b)(a− c)
x,

1

b− a
x,

1

c− a
x

)
, · · · ,

ϕ

(
2a− b− c

(a− b)(a− c)
x,

1

b− a
x,

1

c− a
x

))
for all x ∈ X . Thus∥∥∥∥f(x)− f(−2x)

−2

∥∥∥∥
G

≤ 1

2

(
ϕ

(
b+ c− 2a

(a− b)(a− c)
x,

1

a− b
x,

1

a− c
x

)
, · · · ,

ϕ

(
b+ c− 2a

(a− b)(a− c)
x,

1

a− b
x,

1

a− c
x

))
for all x ∈ X .

Hence one may have the following formula for positive integers m, l with m > l,∥∥∥∥ 1

(−2)l
f
(
(−2)lx

)
− 1

(−2)m
f ((−2)mx)

∥∥∥∥
G

≤
m−1∑
i=l

1

2i

(
ϕ

(
(−2)i(b+ c− 2a)

(a− b)(a− c)
x,

(−2)i

a− b
x,

(−2)i

a− c
x

)
, · · · ,

ϕ

(
(−2)i(b+ c− 2a)

(a− b)(a− c)
x,

(−2)i

a− b
x,

(−2)i

a− c
x

))
for all x ∈ X . That is,

αi

(
1

(−2)l
f
(
(−2)lx

)
− 1

(−2)m
f ((−2)mx)

)
≤

m−1∑
i=l

1

2i
ϕ

(
(−2)i(b+ c− 2a)

(a− b)(a− c)
x,

(−2)i

a− b
x,

(−2)i

a− c
x

) (2.8)

for all x ∈ mathcalX. It follows from (2.8) that the sequence
{

f((−2)kx)
(−2)k

}
is a Cauchy

sequence for all x ∈ X . Since Y is a generalized norm space, the sequence
{

f((−2)kx)
(−2)k

}
converges. So one may define the mapping A : X → Y by

A(x) := G− lim
k→∞

{
f((−2)kx)

(−2)k

}
, ∀x ∈ X .

Taking m = 0 and letting l tend to ∞ in (2.8), we have the inequality (2.5).
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It follows from (2.3) that

‖A(ax+ by + cz) + A(bx+ ay + bz) + A(cx+ cy + az)‖G

= lim
k→∞

∣∣∣∣ 1

(−2)k

∣∣∣∣ ∥∥f((−2)k(ax+ by + cz)) + f((−2)k(bx+ ay + bz))

+f((−2)k(cx+ cy + az))
∥∥
G

≤ lim
k→∞

∣∣∣∣ 1

(−2)k

∣∣∣∣ ∥∥(a+ b+ c)f((−2)k(x+ y + z))
∥∥
G

+ lim
k→∞

∣∣∣∣ 1

(−2)k

∣∣∣∣
ϕ((−2)kx, (−2)ky, (−2)kz), · · · , ϕ((−2)kx, (−2)ky, (−2)kz)︸ ︷︷ ︸

k


≤ ‖(a+ b+ c)A(x+ y + z)‖G

(2.9)

for all x, y, z ∈ X . One see that A satisfies the inequality (2.1) and so it is additive by

Lemma (2.1).

Now, we show that the uniqueness of A. Let T : X → Y be another additive mapping

satisfying (2.5). Then one has

‖A(x)− T (x)‖G =

∥∥∥∥ 1

(−2)k
A
(
(−2)kx

)
− 1

(−2)k
T
(
(−2)kx

)∥∥∥∥
G

≤ 1

2k

(∥∥A ((−2)kx
)
− f

(
(−2)kx

)∥∥
G

+
∥∥T ((−2)kx

)
− f

(
(−2)kx

)∥∥
G

)
≤ 2

1

2k

ϕ̃((b+ c− 2a)(−2)k

(a− b)(a− c)
x,

(−2)k

a− b
x,

(−2)k

a− c
x

)
, · · ·︸ ︷︷ ︸

k


which tends to zero as k →∞ for all x ∈ X. So we can conclude that A(x) = T (x) for

all x ∈ X. �

Theorem 2.3. Let f : X → Y be a mapping with f(0) = 0. If there is a function

ϕ : X3 → [0,∞) satisfying (2.3) such that

ϕ̃(x, y, z) :=
∞∑
j=1

2jϕ

(
x

(−2)j
,

y

(−2)j
,

z

(−2)j

)
<∞ (2.10)

for all x, y, z ∈ X , then there exists a unique additive mapping A : X → Y such that

‖f(x)− A(x)‖G ≤ ϕ̃(x, x,−2x) (2.11)

for all x ∈ X .

893

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

GANG LU et al 889-896



6 G. LU, J.XIE, Y.JIN, AND Q.LIU

Proof. The proof is similar with Theorem (2.2), we can get∥∥∥∥f(x)− (−2)f

(
x

−2

)∥∥∥∥
G

≤

ϕ( (2a− b− c)x
2(a− b)(a− c)

,
x

2(b− a)
,

x

2(c− a)

)
· · ·ϕ

(
(2a− b− c)x

2(a− b)(a− c)
,

x

2(b− a)
,

x

2(c− a)

)
︸ ︷︷ ︸

k


for all x ∈ X .

Next, we can prove that the sequence {(−2)nf
(

x
(−2)n

)
is a Cauchy sequence for all

x ∈ X ,and define a mapping A : X → Y by

A(x) := lim
n→∞

(−2)nf

(
x

(−2)n

)
for all x ∈ X that is similar to the corresponding part of the proof of Theorem (2.2). �
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[6] L.Cădariu and V.Radu, Fixed Points and the Stability of Jensen’s Functional equation, Journal of
Inequalities in Pure and Applied Mathematics,vol.4, no.1, article4,7papers,2003.

[7] J.B.Diaz and B.Margolis, A Fixed Point Theorem of the Alternative, for Contractions on a Gener-
alized Complete Metric Space, Buletin of American Mathematical Sociaty, vol.44,pp.305-309,1968.

[8] A. Ebadian, N. Ghobadipour, Th. M. Rassias, and M. Eshaghi Gordji, Functional inequalities
associated with Cauchy additive functional equation in non-Archimedean spaces, Discrete Dyn. Nat.
Soc. 2011 (2011), Article ID 929824.

894

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

GANG LU et al 889-896



FUNCTIONAL INEQUALITIES IN VECTOR BANACH SPACE 7

[9] P. Gǎvruta, A generalization of the Hyers-Ulam-Rassias stability of approximately additive map-
pings, J. Math. Anal. Appl. 184 (1994), 431–436.

[10] I. S. Chang, M. Eshaghi Gordji, H. Khodaei, and H. M. Kim, Nearly quartic mappings in β-
homogeneous F-spaces, Results Math. 63 (2013) 529-541.

[11] D.H. Hyers, On the stability of the linear functional equation, Proc. Natl. Acad. Sci. USA 27 (1941),
222–224.

[12] D.H. Hyers, G. Isac and Th.M. Rassias, Stability of Functional Equations in Several Variables,
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In this manuscript, we give coupled fixed point results for generalized (ψ, ϕ)−
weak contraction, satisfying rational type expression in the context of par-
tially ordered G-metric spaces. The derived results generalize the result of K.
Chakrabarti (K. Chakrabarti, Coupled fixed point theorems with rational type
contractive condition in a partially ordered G-metric space, Journal of Mathe-
matics, Volume 2014, Article ID 785357, 7 pages). To demonstrate our result
and also to demonstrate the authenticity of our result from the previous one,
we give suitable example.

Key Words: Coupled fixed point, Mixed monotone property, Partially
ordered G-metric space, (ψ, ϕ)−weak contraction.

Email-addresses: bpopovic@kg.ac.rs (B. Popović); shoaibkhanbs@yahoo.com
(M. Shoaib); sarwarswati@gmail.com (M. Sarwar)

1 Introduction and preliminaries

Fixed point theory provide one of the most important and useful technique for
the existence of fixed point, coincidence point, common fixed point and coupled
fixed pint for self map under different condition. It is used for the existence
and uniqueness of the solution of mathematical model which may be in the
form of differential equations, matrix equations, integral equations, functional
equations, linear inequalities or mixed see ([5], [17], [19], [30]). In this area
the first well known result proved by Banach [8] known as Banach contraction
principle. Many authors generalized this principle in various spaces by using
different contractive conditions ([6], [13], [15], etc.).

In recent years, metric fixed point theory has been developed rapidly in
partially ordered metric space. Ran and Reurings [30] extended the Banach
contraction principle in partially ordered sets and also discuss some applica-
tions to linear and nonlinear matrix equations. Nieto and Rodriguez-Lopez [23]

1
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extended the result of Ran and Reurings and used their established result to
obtain a unique solution for first order ODEs. Jaggi [15] construct rational type
contraction in complete metric space. Harjani et al [13] extend the result of
Jaggi to partial ordered complete metric space. For more details (see[13], [33]).

Alber and Gurre [6] gave the concept of weak contraction as a generalization
of contraction and established the existence of fixed points for a self map in a
Hilbert space. Rhoades [31] extended this concept to metric spaces and defined
ϕ-weak contraction. Dutta and Choudhury [12] generalized ϕ-weak contraction
to the concept of (ψ, ϕ) weak contraction and studies some fixed point results.
Zhang and Song [34] extend weak contraction for the study of two self map.
Furthermore Djorić [11] generalized the result of Zhang and Song and studied
common fixed point for generalized (ψ, ϕ) weak contraction. For some other
similar results see [22], [25], [29], [32].

The concept of mixed monotone mappings introduced by Bhaskar and Lak-
shmikantham [9] and derived some coupled fixed point results. Furthermore,
they applied their results on a first order differential equation with periodic
boundary conditions [14]. Lakshmikanthem and Ćirić [17] generalized the con-
cept of mixed monotone mapping and established a coupled fixed point the-
orem for nonlinear contractions in partially ordered metric spaces. Recently
Chakrabarti [10] investigated coupled fixed point theorems for map satisfying
nonlinear rational type contraction and mixed monotone property in partially
ordered G-metric space.

In this work, using the concept of generalized rational type (ψ, ϕ)−weak
contraction condition, coupled fixed point results in the framework of complete
partially ordered generalized metric spaces are investigated. Through out the
paper R+, N and N0 will denote the set of all non-negative real numbers, the
set of positive integer and the set of non-negative integer respectively.

Definition 1. [20] Let (X,≼) be a partially ordered set and let G : X×X×X →
R+ be a function satisfying the following conditions:

1. G(u, v, w) = 0 if u = v = w;

2. 0 < G(u, u, v) for all u, v ∈ X with u ̸= v;

3. G(u, u, v) ≤ G(u, v, w) for all u, v, w ∈ X with v ̸= w;

4. G(u, v, w) = G(u,w, v) = G(v, w, u) = . . . (symmetry in all three vari-
ables);

5. G(u, v, w) ≤ G(u, p, p)+G(p, v, w) for all u, v, w, p ∈ X (rectangle inequal-
ity).

Then it is called a G-metric on X and the triple (X,G,≼) is called partially
ordered G-metric space.

Definition 2. [20] The pair (X,G) is said to be symmetric G-metric space if
G(u, v, v) = G(u, u, v) for all u, v ∈ X.

Example 1. (1) Let X = R+ and G : X×X×X → R+ be the function defined
is follows G(u, v, w) = max{|u− v|, |v − w|, |w − u|}, for all u, v, w ∈ X. Then
G is symmetric G-metric on X.

2
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(2) Let X = {a, b} . Define G (a, a, a) = G (b, b, b) = 0, G (a, a, b) = 1, G (a, b, b) =
2,and extend G to X3 by using the symmetry in the variables. Then it is clear
that (X,G) is an asymmetric G−metric space.

(3) Also see examples of asymmetric G−metric spaces in ([2], Example 2.6;
[3], Example 2.2; [18], Example 2.2; [22], Example 3.4.).

Definition 3. [20] Let (X,G) be a G-metric space and let αn be a sequence in
X. A point α ∈ X is said to be the limit of the sequence αn if

lim
n,m→∞

G(αn, αm, α) = 0

and the sequence αn is said to be G-convergent in X.

Definition 4. [20] A sequence αn is called a G-Cauchy sequence if for every
ε > 0, there is a positive integer N such that G(αn, αm, αl) < ε for all n,m, l >
N.

Definition 5. [20] A metric space (X,G) is said to be G-complete (or a com-
plete G-metric space) if every G-Cauchy sequence in (X,G) is G-convergent in
X.

Definition 6. [9] Let (X,≼) be a partially ordered set, T : X×X → X. Then T
is said to have mixed-monotone property if T (x, y) is monotone non-decreasing
in x and monotone non-increasing in y. That is., for all x, y ∈ X

Definition 7. [17] Let (X,≼) be a partially ordered set, T : X ×X → X and
g : X → X. We say T is the g-mixed monotone property if T is monotone g-
nondecreasing in its first argument and monotone g-non-increasing in its second
argument. That is., for all x, y ∈ X

x1, x2 ∈ X, gx1 ≼ gx2 ⇒ T (x1, y) ≼ T (x2, y),

y1, y2 ∈ X, gy1 ≼ gy2 ⇒ T (x, y1) ≽ T (x, y2).

Definition 8. [9] Let T : X × X → X be a map such that T (x, y) = x and
T (y, x) = y then the pair (x, y) ∈ X ×X is called a coupled fixed point of T . It
is clear that (x, y)is a coupled fixed point if and only if (y, x) is such.

Definition 9. [17] Let T : X ×X → X and g : X → X be two map such that
T (x, y) = gx and T (y, x) = gy then the pair (x, y) ∈ X ×X is called a coupled
coincidence point of T and g.

Definition 10. [17] Two maps T : X ×X → X and g : X → X are said to be
commutative if g(T (x, y)) = T (gx, gy).

Chakrababati [10] proved the following results.

Theorem 1. [10]Let (X,≼) be a partially ordered set and let (X,G) be a
G−complete G-metric space. Suppose T : X×X −→ X be a continuous mapping
on X having the mixed monotone property. Suppose for all (x, y), (u, v), (w, z) ∈
X ×X with (x, y) ≼ (u, v) ≼ (w, z) holds

G(T (x, y), T (u, v), T (w, z))

≤ α
G (x, T (x, y), T (x, y))G (u, T (u, v), T (u, v))G (w, T (w, z), T (w, z))

G2(x, u, w)

+ βG(x, u, w),

3
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where 8α + β < 1. If there exist x0, y0 ∈ X such that x0 ≼ T (x0, y0) and
y0 ≽ T (y0, x0), then T has a coupled fixed point (x∗, y∗) ∈ X.

Theorem 2. [10] Let (X,≼) be a partially ordered set and let (X,G) be a
G−complete G-metric space. Suppose T : X × X −→ X and g : X −→ X
be a continues mappings on X such that T has the mixed g-monotone property.
Suppose that T (X×X) ⊆ g(X), g commute with T and for (x, y), (u, v), (w, z) ∈
X ×X with (x, y) ≼ (u, v) ≼ (w, z) and gx ≼ gu ≼ gw or gy ≽ gu ≽ gz holds

G(T (x, y), T (u, v), T (w, z))

≤ α
G (gx, T (x, y), T (x, y))G (gu, T (u, v), T (u, v))G (gw, T (w, z), T (w, z))

G2(gx, gu, gw)

+ βG(gx, gu, gw),

where 8α + β < 1. If there exist x0, y0 ∈ X such that gx0 ≼ T (x0, y0) and
gy0 ≽ T (y0, x0) then T and g have a coupled coincidence point (x∗, y∗) ∈ X×X,
that is., (x∗, y∗) satisfies gx∗ = T (x∗, y∗), gy∗ = T (y∗, x∗).

2 Main Results

In our main results we used the following two classes.
ψ ∈ Ψ if and only if ψ : [0,∞) → [0,∞), ψ is continuous and non-decreasing

function such that ψ (t) = 0 if and only if t = 0.
ϕ ∈ Φ if and only if ϕ : [0,∞) → [0,∞), ψ is a lower semi continuous and

non-decreasing function such that ϕ (t) = 0 if and only if t = 0.
Also, for more details of G-metric spaces see ([1]-[4], [7], [16], [18], [21],

[26]-[28]).

Remark 1. It is worth to noticing that both results in [10] without the conditions
G2(x, u, w) ̸= 0 that is., G(gx, gu, gw) ̸= 0 are not correct.

Now, we announce the first our result.

Theorem 3. Let (X,≼) be a partially ordered set and let (X,G) be a G−complete
symmetric G-metric space. Suppose T : X ×X −→ X be a continuous mapping
having the mixed monotone property and satisfying

ψ(G(T (x, y), T (u, v), T (w, z)) ≤ ψ(M(x, u, w, y, v, z)) − ϕ(M(x, u, w, y, v, z)),
(2.1)

for all x, y, z, u, v, w ∈ X with G(x, u, w) ̸= 0 and (x, y) ≼ (u, v) ≼ (w, z) or
(x, y) ≽ (u, v) ≽ (w, z), where

M(x, u, w, y, v, z)

= max

{
[G(x, T (x, y), T (x, y)G(u, T (u, v), T (u, v)G(w, T (w, z), T (w, z)]

G2(x, u, w)
,

G(x, u,w)

}
,

ψ ∈ Ψ and ϕ ∈ Φ. If there exist x0, y0 ∈ X such that x0 ≼ T (x0, y0) and
y0 ≽ T (y0, x0). Then T has a coupled fixed point (x∗, y∗) ∈ X.

4

900

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Branislav Popovic et al 897-909



Proof. Suppose that there exist x0, y0 ∈ X such that x0 ≼ T (x0, y0) and y0 ≽
T (y0, x0) . Further, define xn+1 = T (xn, yn) and yn+1 = T (yn, xn) . Using
the mixed monotone property and the mathematical induction we obtain that
xn ≼ xn+1 and yn ≽ yn+1 for all n ∈ N (very known method).

Consider now

ψ (G (xn+1, xn, xn)) = ψ (G (T (xn, yn) , T (xn−1, yn−1) , T (xn−1, yn−1))) .

Using (2.1) we have that

ψ (G (xn+1, xn, xn)) ≤ψ (M (xn, xn−1, xn−1, yn, yn−1, yn−1)) (2.2)

− ϕ (M (xn, xn−1, xn−1, yn, yn−1, yn−1))

where

M (xn, xn−1, xn−1, yn, yn−1, yn−1)

= max

{
G (xn, T (xn, yn) , T (xn, yn))G2 (xn−1, T (xn−1, yn−1)T (xn−1, yn−1))

G2 (xn, xn−1, xn−1)
,

G (xn, xn−1, xn−1)

}
.

Let Gn = G(xn, xn−1, xn−1) then,

M(xn, xn−1, xn−1, yn, yn−1, yn−1) = max{Gn+1, Gn}.

Further we show that Gn is non-incresing. Suppose their exist n0 such that
Gn0+1 > Gn0 then from (2.2)

ψ(Gn0+1) ≤ ψ(Gn0+1) − ϕ(Gn0+1).

Which implies that ϕ(Gn0+1) ≤ 0. A contradiction. Hence Gn ≥ Gn+1 for all
n ≥ 1. Since {Gn} is a non-increasing sequence of positive real numbers there
exists r ≥ 0 such that

lim
n→∞

Gn = r. (2.3)

We shall show that r = 0. Suppose r > 0 then applying limit in (2.2) and using
(2.3), we have

ψ(r) ≤ ψ(r) − ϕ(r) < ψ(r).

We obtain a contradiction. Therefore r = 0 that is.,

lim
n→∞

Gn = 0. (2.4)

Now, we show that {xn} is a G-Cauchy sequence. Suppose that, {xn} is not
G-Cauchy. Then, there exist ϵ > 0 and subsequences {xn(k)} and {xm(k)} of
{xn} with n(k) > m(k) > k such that,

G(xm(k), xm(k), xn(k)) ≥ ϵ, ∀ k ∈ N. (2.5)

Furthermore, corresponding to m(k) one can choose n(k) such that, it is the
smallest integer with n(k) > m(k) satisfying (2.5) then,

G(xm(k), xm(k), xn(k)−1) < ϵ, ∀ k ∈ N (2.6)

5
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Now

ϵ ≤ G(xm(k), xm(k), xn(k)) = G(xn(k), xm(k), xm(k))

≤ G(xm(k), xm(k), xn(k)−1) +G(xn(k)−1, xn(k)−1, xn(k)),

Taking limit k → ∞ and using (2.4) we get

lim
k→∞

G(xm(k), xm(k), xn(k)) = ϵ. (2.7)

Now

G(xm(k)−1, xm(k)−1, xn(k)−1) = G(xn(k)−1, xm(k)−1, xm(k)−1)

≤ G(xn(k)−1, xn(k), xn(k)) +G(xn(k), xm(k)−1, xm(k)−1)

≤ G(xn(k)−1, xn(k), xn(k)) +G(xn(k), xm(k), xm(k))

+G(xm(k), xm(k)−1, xm(k)−1), (2.8)

and

G(xn(k), xm(k), xm(k))

≤ G(xn(k), xm(k)−1, xm(k)−1) +G(xm(k)−1, xm(k), xm(k))

≤ G(xn(k), xn(k)−1, xn(k)−1) +G(xn(k)−1, xm(k)−1, xm(k)−1)

+G(xm(k)−1, xm(k), xm(k)), (2.9)

Using limit k → ∞ in (2.8) and (2.9) and using (2.4) and (2.7) we get

lim
k→∞

G(xm(k)−1, xm(k)−1xn(k)−1) = ϵ. (2.10)

Consider

ψ
(
G(xm(k), xm(k), xn(k)

)
≤ ψ

(
M(xm(k)−1, xm(k)−1, xn(k)−1, ym(k)−1, ym(k)−1, yn(k)−1)

)
− ϕ

(
M(xm(k)−1, xm(k)−1, xn(k)−1, ym(k)−1, ym(k)−1, yn(k)−1)

)
, (2.11)

where

M(xm(k)−1, xm(k)−1, xn(k)−1, ym(k)−1, ym(k)−1, yn(k)−1)

= max

{
[[G(xm(k)−1, xm(k), xm(k))]

2G(xn(k)−1, xn(k), xn(k)]

G(xm(k)−1, xm(k)−1, xn(k)−1)2
, (2.12)

G(xm(k)−1, xm(k)−1, xn(k)−1)

}
. (2.13)

Applying limit k → ∞ in (2.13), using (2.7), (2.10) and (2.4) we get

lim
k→∞

M(xm(k)−1, xm(k)−1, xn(k)−1, ym(k)−1, ym(k)−1, yn(k)−1) = ϵ. (2.14)

Taking limit of (2.11) using (2.7), (2.14) and lower semi continuity of ϕ we have

ψ(ϵ) ≤ ψ(ϵ) − ϕ(ϵ) < ψ(ϵ),

6
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which is contradiction. So ϵ = 0. Therefore xn is a G-Cauchy sequence. Simi-
larly by the same argument we can show that yn is a G-Cauchy sequence. By
completeness of X, there is x∗, y∗ ∈ X such that xn → x∗ and yn → y∗ as
n→ ∞.
Now we have to show that (x∗, y∗) is a coupled fixed point of T . Since T is
continuous on X and G is also continuous in each of its variable, so

G(T (x∗, y∗), x∗, x∗) = G( lim
n→∞

T (xn, yn), x∗, x∗) = G(x∗, x∗, x∗) = 0.

Hence, we proved that T (x∗, y∗) = x∗ Similarly by the same argument we obtain
that T (y∗, x∗) = y∗. So (x∗, y∗) is a coupled fixed point of T .

Theorem 4. Suppose that the conditions of Theorem 3 are valid. In addition
suppose that for each (x, y), (u, v) ∈ X × X exists (w, z) ∈ X × X which is
comparable to (x, y) and (u, v). Then coupled fixed point of T is unique.

Proof. Suppose that (x∗, y∗), (x
′
, y

′
) ∈ X ×X are two coupled fixed points.

Case 1
If (x∗, y∗), (x′ , y′) are comparable then from (2.1)

ψ(G(T (x∗, y∗), T (x
′
, y

′
), T (x

′
, y

′
) ≤ψ(M(x∗, x

′
, x

′
, y∗, y

′
, y

′
)

− ϕ(M(x∗, x
′
, x

′
, y∗, y

′
, y

′
), (2.15)

where

M(x∗, x
′
, x

′
, y∗, y

′
, y

′
)

= max

{
G(x∗, T (x∗, y∗), T (x∗, y∗))[G(x

′
, T (x

′
, y

′
), T (x

′
, y

′
)]2]

G(x∗, x
′ , x′)

, G(x∗, x
′
, x

′
)

}
= max

{
G(x∗, x∗, x∗)[G(x

′
, x

′
, x

′
]2

G(x∗, x
′ , x′)

, G(x∗, x
′
, x

′
)

}
.

Which implies that

M(x∗, x
′
, x

′
, y∗, y

′
, y

′
) = G(x∗, x

′
, x

′
).

From (2.15) we have

ψ(G(x∗, x
′
, x

′
) = ψ(G(T (x∗, y∗), T (x

′
, y

′
), T (x

′
, y

′
) < ϕ(G(x∗, x

′
, x

′
),

which is contradiction. Hence we must have x∗ = x
′
. Similarly we can easily

show that y∗ = y
′

so couple fixed point is unique.
Case 2
If (x∗, y∗), (x

′
, y

′
) are not comparable by Theorem 3 there is a (u, v) ∈ X×X

comparable to (x∗, y∗) and (x
′
, y

′
) if there is m0 ∈ N such that Tm0(u, v) =

(x∗, y∗), then
Tm0+1(u, v) = T (x∗, y∗) = x∗, in last we get Tm(u, v) = x∗ for m ≥ m0 this
mean Tm(u, v) → x∗ for m→ ∞
if there is no such m0 then for any m ≥ 1

ψ(G(Tm(u, v), x∗, x∗) = ψ(G(Tm(u, v), Tm(x∗, y∗), Tm(x∗, y∗)

≤ ψ(M(u, x∗, x∗, v, y∗, y∗) − ϕ(M(u, x∗, x∗, v, y∗, y∗), (2.16)

7
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where

M(u, x∗, x∗, v, y∗, y∗)

= max

{
G(Tm−1(u, v), Tm(u, v), Tm(u, v))[G(Tm−1(x∗, y∗), Tm(x∗, y∗), Tm(x∗, y∗))]2

G(Tm−1(u, v), Tm−1(x∗, y∗), Tm−1(x∗, y∗))
,

G(Tm−1(u, v), Tm−1(x∗, y∗), Tm−1(x∗, y∗))

}
= max

{
G(Tm−1(u, v), x∗, x∗)[G(x∗, x∗, x∗)]2

G(Tm−1(u, v), x∗, x∗)
, G(Tm−1(u, v), x∗, x∗)

}
.

Which implies that

M(u, x∗, x∗, v, y∗, y∗) = G(Tm−1(u, v), x∗, x∗).

Putting M in (2.16), we have

ψ(G(Tm(u, v), x∗, x∗) ≤ ψ(G(Tm−1(u, v), x∗, x∗))

ϕ(G(Tm−1(u, v), x∗, x∗)). (2.17)

This implies that

ψ(G(Tm(u, v), x∗, x∗) < ψ(G(Tm−1(u, v), x∗, x∗),

since ψ is non-decreasing therefore,

G(Tm(u, v), x∗, x∗) < G(Tm−1(u, v), x∗, x∗)

that is, {G(Tm(u, v), x∗, x∗)} is a decreasing sequence of positive real numbers.
Therefore, there is an α1 such that {G(Tm(u, v), x∗, x∗)} → α1. We shall show
that α1 = 0. Suppose, to the contrary, that α1 > 0. Taking the limit in equation
(2.17) we get contradiction. So α1 =0. Implies G(Tm(u, v), x∗, x∗)=0, that is.,
Tm(u, v) = x∗. Similarly we can show that Tm(u, v) = y∗, (Tm(u, v) = x

′
and

(Tm(u, v) = y
′
. Hence the coupled fixed point is unique.

The next result is the generalization of Theorem 3. Because the proof is
similar, then it is omitted.

Theorem 5. Let (X,≼) be a partially ordered set and let (X,G) be a G−complete
symmetric G-metric space. Suppose that T : X×X −→ X and g : X −→ X are
a continues mappings such that T has the g−mixed monotone property. Suppose
that T (X ×X) ⊆ g(X), g commute with T and satisfying

ψ(G(T (x, y), T (u, v), T (w, z)) ≤ ψ(M(x, u, w, y, v, z) − ϕ(M(x, u, w, y, v, z),
(2.18)

for all x, y, z, u, v, w ∈ X with G(gx, gu, gw) ̸= 0 and (gx, gy) ≼ (gu, gv) ≼
(gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz), where

M(x, u, w, y, v, z)

= max

{
G (gx, T (x, y), T (x, y))G (gu, T (u, v), T (u, v))G (gw, T (w, z), T (w, z))

G2(gx, gu, gw)
,

G(gx, gu, gw)

}
,

8
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ψ ∈ Ψ and ϕ ∈ Φ. If there exist x0, y0 ∈ X such that gx0 ≼ T (x0, y0) and
gy0 ≽ T (y0, x0) then T and g have a coupled coincidence point (x∗, y∗) ∈ X×X,
that is., (x∗, y∗) satisfies gx∗ = T (x∗, y∗), gy∗ = T (y∗, x∗).

Corollary 1. Let (X,G) be a partially ordered set and let (X,G) be a G−complete
symmetric G-metric space. Suppose that T : X×X −→ X and g : X −→ X are
a continues mappings such that T has the g−mixed monotone property. Suppose
that T (X ×X) ⊆ g(X), g commute with T and for 0 < k < 1 satisfying

G(T (x, y), T (u, v), T (w, z)) ≤ k(M(x, u, w, y, v, z),

for all x, y, z, u, v, w ∈ X with G(gx, gu, gw) ̸= 0 and (gx, gy) ≼ (gu, gv) ≼
(gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz), where

M(x, u, w, y, v, z)

= max

{
G (gx, T (x, y), T (x, y))G (gu, T (u, v), T (u, v))G (gw, T (w, z), T (w, z))

G2(gx, gu, gw)
,

G(gx, gu, gw)

}
.

If there exist x0, y0 ∈ X such that gx0 ≼ T (x0, y0) and gy0 ≽ T (y0, x0) then
T and g have a coupled coincidence point (x∗, y∗) ∈ X × X, that is., (x∗, y∗)
satisfies gx∗ = T (x∗, y∗), gy∗ = T (y∗, x∗).

Proof. The proof follows by taking ψ(t) = t, ϕ(t) = (1− k)t where 0 < k < 1 in
Theorem 5.

Remark 2. For 0 < α < 1
8 , 0 < β < 1

16 and for all x, y, z, u, v, w ∈ X with
G(gx, gu, gw) ̸= 0 and (gx, gy) ≼ (gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽
(gw, gz) we have

G(T (x, y), T (u, v), T (w, z))

≤α [G(gx, T (x, y), T (x, y)G(gu, T (u, v), T (u, v)G(gw, T (w, z), T (w, z)]

G(gx, gu, gw)2

+ βG(gx, gu, gw),

≤(α+ β) max

{
G (gx, T (x, y), T (x, y))G (gu, T (u, v), T (u, v))G (gw, T (w, z), T (w, z))

G2(gx, gu, gw)
,

G(gx, gu, gw)

}
.

where k = α+β < 1. Clearly, the relation 0 < 8α+β < 1 implies that Corollary
1 is the generalization of Theorem 2. Therefore Theorem 5 is the generalization
of Theorem 2.

Now we give example which satisfying Theorem 5 but does not Theorem 2.

Example 2. Let X = [0, 1] and consider the natural ordered relation in X,
defined G : X ×X ×X → R+ by

G(x, y, z) =

{
0, if x = y = z,

max{x, y, z}.
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Then (X,G) is G−complete symmetric G-metric space. Let T : X×X → X,
g : X → X, ϕ : [0,∞) → [0,∞) and ψ : [0,∞) → [0,∞) define by,

T (x, y) =

{
x3−y3

4 , if x ≥ y,

0, if x < y,

g(x) = x2, ϕ(t) =
t

2
, ψ(t) =

t

4
.

We discuss the following cases.
Case 1. (x, y) = (0, 0), (u, v) = (0, 0), (w, z) = (1, 0) it is clear that

(gx, gy) ≼ (gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz) and

ψ(G(T (0, 0), T (0, 0), T (1, 0)) ≤ ψ(M(0, 0, 1, 0, 0, 0) − ϕ(M(0, 0, 1, 0, 0, 0),

where G (T (0, 0), T (0, 1), T (0, 1)) = 1 and M(0, 1, 1, 1, 1, 1) = 1.
Case 2. (x, y) = (0, 1), (u, v) = (1, 1), (w, z) = (1, 1) it is clear that

(gx, gy) ≼ (gu, gv) ≼ (gw, gz)or (gx, gy) ≽ (gu, gv) ≽ (gw, gz) and

ψ(G(T (0, 1), T (1, 1), T (1, 1)) ≤ ψ(M(0, 1, 1, 1, 1, 1) − ϕ(M(0, 1, 1, 1, 1, 1),

where G (T (0, 1), T (1, 1), T (1, 1)) = 0 and M(0, 1, 1, 1, 1, 1) = 1.
Case 3. (x, y) = (0, 0), (u, v) = (1, 0), (w, z) = (1, 0) it is clear that

(gx, gy) ≼ (gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz) and

ψ(G(T (0, 0), T (1, 0), T (1, 0)) ≤ ψ(M(0, 1, 1, 0, 0, 0) − ϕ(M(0, 1, 1, 0, 0, 0),

where G (T (0, 0), T (1, 0), T (1, 0)) = 1
4 and M(0, 1, 1, 0, 0, 0) = 1.

Case 4. (x, y) = (0, 1), (u, v) = (1, 1), (w, z) = (1, 1) again it is clear that
(gx, gy) ≼ (gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz)and

ψ(G(T (0, 1), T (1, 1), T (1, 1)) ≤ ψ(M(0, 1, 1, 1, 1, 1) − ϕ(M(0, 1, 1, 1, 1, 1),

where G (T (0, 1), T (1, 1), T (1, 1)) = 0 and M(0, 1, 1, 1, 1, 1) = 1.
Case 5. (x, y) = (u, v) = (0, 1), (w, z) = (1, 1) also it is clear that (gx, gy) ≼

(gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz) and

ψ(G(T (0, 1), T (0, 1), T (1, 1)) ≤ ψ(M(0, 1, 1, 1, 1, 1) − ϕ(M(0, 1, 1, 1, 1, 1),

where G (T (0, 1), T (0, 1), T (1, 1)) = 0 and M(0, 0, 1, 1, 1, 1) = 1.
Clearly for (gx, gy) ≼ (gu, gv) ≼ (gw, gz) or (gx, gy) ≽ (gu, gv) ≽ (gw, gz)all

the conditions of Theorem 5 hold. So (0, 0) is the unique common coupled fixed
point of T and g. On the other side if we taking in the Case 3 α = β = 1

6 then
Theorem 2 fail to satisfy.
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TRIANGULAR NORMS BASED ON
INTUITIONISTIC FUZZY BCK -SUBMODULES

L. B. Badhurays1, S. A. Bashammakh2 and N. O. Alshehri3

Abstract: We introduce the concept of intuitionistic fuzzy BCK-submodules of
a BCK-module with respect to a t-norm and a s-norm and present some basic
properties.

Keywords : Intuitionistic fuzzy BCK-submodules, Triangular Norms, (Imagin-
able) Intuitionistic (T, S)-fuzzy BCK-submodules.

1. Introduction

The theory of fuzzy sets proposed by Zadeh [11] in 1965, and later on several
researchers worked in this field. As a natural advancement of these research works
we get one of the interesting generalizations of the theory of fuzzy sets that is the
theory of intuitionstic fuzzy sets propounded by Atanassov [1, 2]. In 1966 Imai
and Iseki [5] proposed the concept of BCK -algebra. Xi [10] applied the concept
of fuzzy set to BCK -algebras. Also Bakhshi [3] in 2011 introduced the concept of
fuzzy BCK -submodule of BCK -module and gave some related results. Recently,
Badhurays and Bashammakh [4] considered the intuitionistic fuzzification of the
concept of BCK -submodules in a BCK -module and investigated some properties
of such BCK -modules. In this paper, we are going to introduce the notion of in-
tuitionistic (T,S )-fuzzy BCK -submodules by using triangular norms, say T and
S, and investigate several properties. We obtain some results on level sets of an
intuitionistic (T,S )-fuzzy BCK -submodule by using the concept of level sets and
triangular norms.
For the notations and terminology not given in this paper, the reader is referred
to Atanassov [1, 2] (1986, 1994), Jun [8] (2001), Janîs [6] (2010), and Zadeh [11]
(1965).

2. Preliminaries

First we present the fundamental definitions.

Definition 2.1. (Imai and Iseki [5]) a BCK -algebra is a set X with a binary
operation ∗ and a constant 0 satisfying the following axioms :

(BCK1) ((x ∗ y) ? (x ∗ z)) ? (z ∗ y) = 0

1Department of mathematics, Faculty of Sciences, King Abdulaziz University, Jeddah, Saudi
Arabia. E-mail address: lbadhurays@stu.kau.edu.sa

2Department of mathematics, Faculty of Sciences, King Abdulaziz University, Jeddah, Saudi
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3Department of mathematics, Faculty of Sciences, King Abdulaziz University, Jeddah, Saudi

Arabia. E-mail address: nalshehrie@kau.edu.sa

1

910

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

L. B. Badhurays et al 910-924



2

(BCK2) (x ∗ (x ∗ y)) ∗ y = 0,
(BCK3) x ∗ x = 0,
(BCK4) 0 ∗ x = 0,
(BCK5) x ∗ y = 0 and y ∗ x = 0 imply that x = y,

for all x, y, z ∈ X.
A partial ordering ”≤” is defined on X by x ≤ y iff x ∗ y = 0.

Definition 2.2. (Zadeh [11]) By a fuzzy set µ in a nonempty set X we mean
a function µ : X 7−→ [0, 1], and the complement of µ denoted by µ̄ is the fuzzy set
in X given by µ̄(x) = 1− µ(x) for all x ∈ X.

Definition 2.3. (Atanassov [1]) An intuitionistic fuzzy set (IFS) in a universe
X is an object of the form

A = {(x, µA(x), λA(x))|x ∈ X},
where the functions µ : X 7−→ [0, 1] and λ : X 7−→ [0, 1] denote the degree of mem-
bership (namely µA(x)) and the degree of non-membership (namely λA(x)) of each
element x ∈ X to the set A respectively, and 0 ≤ µA(x)) +λA(x) ≤ 1 for all x ∈ X.
For the sake of simplicity, we shall use the symbol A = (µA(x), λA(x)) for the IFS

A = {(x, µA(x), λA(x))|x ∈ X}

Definition 2.4. (Atanassov [1]) LetX be a non-empty set andA = (µA(x), λA(x)),
B = (µB(x), λB(x)) be IFS ’s of X. Then

(1) A ⊂ B iff µA(x) < µB(x) and λA(x) > λB(x) for all x ∈ X.
(2) A = B iff µA(x) = µB(x) and λA(x) = λB(x) for all x ∈ X
(3) AC = (λA, µA).
(4) A ∩B = {x,min{µA(x), µB(x)},max{λA(x), λB(x)} : x ∈ X}.
(5) A ∪B = {x,max{µA(x), µB(x)},min{λA(x), λB(x)} : x ∈ X}.
(6) 2A = {(x, µA(x), µ̄A(x))|x ∈ X}.
(7) 3A = {(x, λ̄A(x), λA(x))|x ∈ X}.

Definition 2.5. (Atanassov [1]) Let A = (µA(x), λA(x)) be an intuitionistic fuzzy
set in M and let α ∈ [0, 1]. Then the sets

U(µA, α) = {x ∈M : µA(x) ≥ α},
L(λA, α) = {x ∈M : λA(x) ≤ α}

are called a µ-level α-cut and a λ-level α-cut of A, respectively.

Theorem 2.1. (Bakhshi [3]) Let X be a bounded implicative BCK-algebra. Then
(X,+, 0) is an X-module where ” + ” is defined as x + y = (x ? y) ∨ (y ? x) and
xy = x ∧ y.

Theorem 2.2. (Bakhshi [3]) A subset A of a BCK-module M is a BCK-submodule
of M iff a− b, xa ∈ A, for every a, b ∈ A and x ∈ X.

Definition 2.6. (Bakhshi [3]) A fuzzy subset A of M is said to be a fuzzy BCK -
submodule if for all m,m1,m2 ∈M and x ∈ X, the following axioms hold :

(1) A(m1 +m2) ≥ min{A(m1), A(m2)}
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(2) A(m) = A(−m)
(3) A(xm) ≥ A(m)

Definition 2.7. (Badhurays and Bashammakh [4]) An intuitionistic fuzzy subset
A = (µA(x), λA(x)) of M is said to be an intuitionistic fuzzy BCK -submodule of
M if for all m,m1,m2 ∈M and x ∈ X, the following axioms hold :

(1) µA(m1 +m2) ≥ min{µA(m1), µA(m2)},
λA(m1 +m2) ≤ max{λA(m1), λA(m2)}.

(2) µA(m) = µA(−m), λA(m) = λA(−m),
(3) µA(xm) ≥ µA(m), λA(xm) ≤ λA(m).

Definition 2.8 (Klir and Yuan [9]) a triangular norm (or t-norm) T is a mapping
T : [0, 1] × [0, 1] 7−→ [0, 1], which satisfies the following axioms for every x, y, z,∈
[0, 1]:

(T1) T (x, 1) = x (boundary condition);
(T2) y ≤ z implies T (x, y) ≤ T (x, z) (monotonicity);
(T3) T (x, y) = T (y, x) (commutativity);
(T4) T (x, T (y, z)) = T (T (x, y), z) (associativity).

Definition 2.9. (Klir and Yuan [9]) a triangular conorm (or t-conorm) S is a
mapping S : [0, 1] × [0, 1] 7−→ [0, 1], which satisfies the following axioms for every
x, y, z,∈ [0, 1] :

(S1) S(x, 0) = x (boundary condition);
(S2) y ≤ z implies S(x, y) ≤ S(x, z) (monotonicity);
(S3) S(x, y) = S(y, x) (commutativity);
(S4) S(x, S(y, z)) = S(S(x, y), z) (associativity).

Both t-norm and s-norm are called triangular norms. For all α, β ∈ [0, 1], It is clear
that

T (α, β) ≤ min{α, β} ≤ max{α, β} ≤ S(α, β).

Definition 2.10. ( Jun and Hong [7]) For a t-norm T and a s-norm S, we use
the symbols ∆T and ∆S as the sets :

∆T = {a ∈ [0, 1]|T (a, a) = a},
∆S = {a ∈ [0, 1]|S(a, a) = a},

respectively.

Definition 2.11. (Jun and Hong [7]) We say that the intuitionistic fuzzy set
A = (µA(x), λA(x)) in M satisfies the imaginable property if

Im(µA) ⊆ ∆T and Im(λA) ⊆ ∆S .

Definition 2.12. (Klir and Yuan [9]) The norms T and S are called dual if and
only if

D1) T̄ (x, y) = S(x̄, ȳ),
D2) S̄(x, y) = T (x̄, ȳ) for all x, y ∈ [0, 1]
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A few t-norms which are frequently encountered are Tl, Tm, and Tw defined by
Tl(a, b) = max{a+ b− 1, 0} (Lukasiewicz), Tm(a, b) = min{a, b} (minimum) and

Tw(a, b) := { min{a, b} if a = 1 or b = 1,
0 otherwise (weak).

,

A few s-norms which are frequently encountered are Sl,Sm, and Sw defined by
Sl(a, b) = min{a+ b, 1} (Lukasiewicz), Sm(a, b) = max{a, b} (maximum) andæ

Sw(a, b) := { max{a, b} if a = 0 or b = 0,
1 otherwise (strong).

,

3. Intuitionistic (T, S)-fuzzy BCK -submodules

Throughout this paper, M is a BCK -module and T is a t-norm and S is a s-
norm unless otherwise specified. we can extend the concept of the intuitionistic
fuzzy BCK -submodules of M to the concept of intuitionistic (T, S)-fuzzy BCK -
submodules in the following way:

Definition 3.1. Let T be a t-norm and S be a s-norm on [0, 1]. An intuitionis-
tic fuzzy set A = (µA, λA) in M is called an intuitionistic fuzzy BCK -submodule
of M with respect to t-norm and s-norm (briefly, intuitionistic (T, S)-fuzzy BCK-
submodule of M) if it satisfies the following conditions for all m,m1,m2 ∈M :

(1) µA(m1 +m2) ≥ T{µA(m1), µA(m2)},
λA(m1 +m2) ≤ S{λA(m1), λA(m2)}.

(2) µA(m) = µA(−m), λA(m) = λA(−m),
(3) µA(xm) ≥ µA(m), λA(xm) ≤ λA(m).

Example 3.2. Let X = {0, 1, 2, 3} and consider the following table:

* 0 1 2 3
0 0 0 0 0
1 1 0 1 0
2 2 2 0 0
3 3 2 1 0

Then (X, ∗) is a BCK -module over itself. Define a fuzzy set µA : M 7−→ [0, 1]
by µ(0) = 0.5, µ(m) = 0.3, m ∈ M and λA : M 7−→ [0, 1] by λA(0) = 0.3,
λA(m) = 0.5, m ∈ M . Let Tl : [0, 1] × [0, 1] 7−→ [0, 1] be a function defined by
Tl(a, b) = max(a+ b−1, 0) for all a, b ∈ [0, 1] and let Sl : [0, 1]× [0, 1] 7−→ [0, 1] be a
function defined by Sl(a, b) = min(a+ b, 1) for all a, b ∈ [0, 1]. Then Tl is a t-norm
and Sl is a s-norm. By routine calculations, we know that A = (µA(x), λA(x)) is
an intuitionistic (Tl, Sl)-fuzzy BCK -submodule of M .

Theorem 3.3. An intuitionistic fuzzy subset A of M is an intuitionistic (T, S)-
fuzzy BCK-submodule of M if and only if

(1) µA(m1 −m2) ≥ T{µA(m1), µA(m2)},
λA(m1 −m2) ≤ S{λA(m1), λA(m2)}.

(2) µA(xm) ≥ µA(m), λA(xm) ≤ λA(m).
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proof. Let A be an intuitionistic (T, S)-fuzzy BCK -submodule of M , then

µA(m1 −m2) = µA(m1 + (−m2))

≥ T (µA(m1), µA(−m2))

= T (µA(m1), µA(m2)),

Similarly, λA(m1 −m2) ≤ S(λA(m1), λA(m2)). Condition 2 is hold by definition.
Conversely suppose A satisfies 1 and 2. Then we have by 2

µA(−m) = µA((−1).m) ≥ µA(m),

and

µA(m) = µA((−1).(−1).m) ≥ µA(−m).

Thus A(m) = A(−m). Similarly, λA(m) = λA(−m).
Also we have

µA(m1 +m2) = µA(m1 − (−m2))

≥ T (µA(m1), µA(−m2))

≥ T (µA(m1), µA(m2))

Similarly,

λA(m1 +m2) ≤ S(λA(m1), λA(m2)).

Thus A is an intuitionistic (T, S)-fuzzy BCK -submodule of M .

Proposition 3.4. Let Tand S be dual norms. If A = (µA, λA) is an intuitionistic
(T, S)-fuzzy BCK-submodule of M , then so is 2A = (µA, µA).

Proof. For all m1,m2 ∈M , we have

T (µA(m1), µA(m2)) ≤ µA(m1 +m2)

and so

T (1− µA(m1), 1− µA(m2)) ≤ 1− µA(m1 +m2)

hence

1− T (1− µA(m1), 1− µA(m)) ≥ 1− (1− µA(m1 +m2)

which implies

T (1− µA(m1), 1− µA(m2)) ≥ µA(m1 +m2)

since T and S are dual, we get

S(µA(m1), µA(m2)) ≥ µA(m1 +m2) ,

Moreover µA(m) = µA(−m) imply that

1− µA(m) = 1− µA(−m),

Thus µA(m) = µA(−m). Now, let m ∈ M and x ∈ X, since µA is T -fuzzy BCK -
submodule of M , we have µA(x.m) ≥ µA(m). Hence 1 − µA(x.m) ≤ 1 − µA(m)
which implies µA(xm) ≤ µA(m). Therefore 2A = (µA, µA) is an intuitionistic
(T, S) - fuzzy BCK -submodule of M .
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Proposition 3.5. Let T and S be dual norms. If A = (µA, λA) is an intu-
itionistic (T, S)-fuzzy BCK- submodule of M , then so is 3A = (λA, λA).

Proof. For all m1,m2 ∈M , we have

S(λA(m1), λA(m2)) ≥ λA(m1 +m2)

and so

S(1− λA(m1), 1− λA(m2)) ≥ 1− λA(m1 +m2)

hence

1− S(1− λA(m1), 1− λA(m2)) ≤ 1− (1− λA(m1 +m2))

which implies

1− S(λA(m1), λA(m2)) ≤ λA(m1 +m2)

since T and S are dual

1− T (λA(m1), λA(m2)) ≤ λA(m1 +m2)

that is

T (λA(m1), λA(m2)) ≤ λA(m1 +m2).

Moreover

λA(m) = λA(−m)

imply that 1 − λA(m) = 1 − λA(−m), Thus λA(m) = λA(−m). Now, let m ∈ M
and x ∈ X, since λA is T -fuzzy BCK -submodule of M we have λA(x.m) ≤ λA(m).
Hence 1 − λA(x.m) ≥ 1 − λA(m) which implies λA(xm) ≥ λA(m). Therefore
3A = (λA, λA) is an intuitionistic (T, S) - fuzzy BCK -submodule of M .

Combining the above two Propositions it is not difficult to verify that the fol-
lowing theorem is valid.

Theorem 3.6. Let T and S be dual norms. Then A = (µA, λA) is an intuitionis-
tic (T, S)-fuzzy BCK-submodule of M if and only if 2A and 3A are intuitionistic
(T, S)-fuzzy BCK-submodule of M .

Corollary 3.7. Let T and S be dual norms. Then A = (µA, λA) is an intu-
itionistic (T, S)-fuzzy BCK-submodule of M if and only if µA and λA are T -fuzzy
BCK-submodule of M .

From corollary 3.7 we immediately obtain the following result.

Theorem 3.8. An intuitionistic fuzzy set A = (µA, λA) is an intuitionistic
(Tm, Sm)- fuzzy BCK- submodule of M if and only if the fuzzy sets µA and λA are
fuzzy BCK-submodule of M .

Theorem 3.9. An intuitionistic fuzzy set A = (µA , λA) is an intuitionistic
(Tm, Sm)-fuzzy BCK- submodule of M if and only if 2A = (µA, µ̄A) and 3A =
(λA, λA) are intuitionistic (Tm, Sm)-fuzzy BCK- submodule of M .

Proof. Let A = (µA, λA) be an intuitionistic (Tm, Sm)-fuzzy BCK-submodule of
M . By Theorem 3.8, we get µA = µAand λA are fuzzy BCK -submodule of M .
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Therefore 2A = (µA, µA) and 3A = (λA, λA) are intuitionistic (Tm, Sm)-fuzzy
BCK -submodule of M . Conversely, assume that A = (µA, λA) and 2A = (µA, µA)
and 3A = (λA, λA) are intuitionistic (Tm, Sm)-fuzzy BCK submodule of M . Then
the fuzzy sets µA and λA are fuzzy BCK -submodule of M . Therefore A = (µA, λA)
is an intuitionistic (Tm, Sm)-fuzzy BCK - submodule of M .

Definition 3.10. An intutionistic (T, S)-fuzzy BCK -submodule of M is called
an imaginable intuitionistic (T, S)-fuzzy BCK -submodule of M if it satisfies the
imaginable property.

Proposition 3.11. Every imaginable intuitionistic (T, S)-fuzzy BCK-submodule
of M is an intuitionistic fuzzy BCK-submodule of M .

Proof. LetA = (µA, λA) be an imaginable intuitionistic (T, S)-fuzzy BCK -submodule
of M . Then

µA(m1 +m2) ≥ T (µA(m1), µA(m2))

and

λA(m1 +m2) ≤ S(λA(m1), λA(m2))

for all m1,m2 ∈M .
Since A = (µA, λA) is imaginable, we have

min{µA(m1), µA(m2)}
= T (min{µA(m1), µA(m2)},min{µA(m), µA(m2)})
≤ T (µA(m1), µA(m2))

≤ min{µA(m1), µA(m2)},
and

max{λA(m1), λA(m2)}
= S(max{λA(m1), λA(m2)},max{λA(m), λA(m2)})
≥ S(λA(m1), λA(m2))

≥ maxλA(m1), λA(m2).

It follows that

µA(m1 −m2)

≥ T (µA(m1), µA(m2))

= min{µA(m1), µA(m2)},
and

λA(m1 −m2)

≤ S(λA(m1), λA(m2))

= max{λA(m1), λA(m2)}.

Now let x ∈ X and m ∈ M . Since A = (µA, λA) is an intuitionistic (T, S)-fuzzy
BCK -submodule of M , we have µA(xm) ≥ µA(m) , λA(xm) ≤ λA(m). Therefore
A = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK -submodule of M .
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Note that every intuitionistic fuzzy BCK-submodule is an intuitionistic (T, S)-
fuzzy BCK -submodule but the converse is not true as seen in the following Example.

Example 3.12. We consider the BCK -module M which is given in Example
3.2. Define an intuitionistic fuzzy set A = (µA, λA) in M

µA(m) =

 0.2 if m = 1
0.3 if m = 2, 3
0.5 if m = 0

; λA(m) =

 0.5 if m = 1
0.3 if m = 2, 3
0.1 if m = 0

Then A = (µA, λA) is an intuitionistic (Tw, Sw)-fuzzy BCK -submodule of M , but
it is not an intuitionistic fuzzy BCK -submodule of M since

µA(2 + 3) = µA(1) = 0.2 < 0.3 = min(µA(2), µA(3)).

Proposition 3.13. If an intuitionistic fuzzy set A = (µA, λA) in M is an imagin-
able intuitionistic (T, S)-fuzzy BCK-submodule of M , then for all m ∈M , µA(0) ≥
µA(m) and λA(0) ≤ λA(m) .

Proof. From Definition 3.1 (3) it follows that

µA(0) = µA(0.m) ≥ µA(m)

and

λA(0) = λA(0.m) ≤ λA(m)

for all m ∈M .

Theorem 3.14. If A = (µA, λA) is an imaginable intuitionistic (T, S)-fuzzy
BCK-submodule of M , then the set H = {m ∈ M |µ(m) = µ(0)} and K = {m ∈
M |λA(m) = λA(0)} are BCK-submodule of M .

Proof. Assume that A = (µA, λA) is an imaginable intuitionistic (T, S)-fuzzy BCK -
submodule of M , and let m1,m2 ∈ M . Since A = (µA, λA) is an imaginable
intuitionistic (T, S)-fuzzy BCK -submodule of M , we have

µA(m1 −m2) ≥ T (µA(m), µA(m))

= T (µA(0), µA(0))

= µA(0)

for all m1,m2 ∈M , Using Lemma Proposition 3.11., we get µA(m1−m2) = µA(0).
Hence m1 − m2 ∈ H. Now let x ∈ Xand m ∈ M . Since A = (µA, λA) is an
intuitionistic (T, S)-fuzzy BCK -submodule of M , we have µA(x.m) ≥ µA(m) =
µA(0). Using Lemma Proposition 3.11., we get µA(x.m) = µA(0) and so x.m ∈ H.
Therefore H is a BCK -submodule of M . By similar method, we get K is a BCK -
submodule of M .

Definition 3.15. LetA = (µA, λA) be an intuitionistic fuzzy set in BCK -submodule
M and let α, β ∈ [0, 1] with α+ β ≤ 1. Then the set

A(α,β) := {m ∈M |µA(m) ≥ α, λA(m) ≤ β}
is called an (α, β)-level set of A = (µA, λA).

Theorem 3.16. Let A = (µA, λA) be an intuitionistic fuzzy set in M such that
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A(α,β) is a BCK-submodule of M , for all (α, β) ∈ [0, 1] with α + β ≤ 1. Then
A = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK-submodule of M .

Proof. Let m1,m2,m ∈ M and x ∈ X be such that A(m1) = (α1, β1), A(m2) =
(α2, β2) where αi + βi ≤ 1 for i = 1, 2. Then m1,m2 ∈ A(min(α1,α2),max(β1,β2)), and
so m1 −m2 ∈ Amin(α1,α2),max(β1,β2)).
Hence

µA(m1 −m2) ≥ min(α1, α2) ≥ T (α1, α2),

and

λA(m1 −m2)) ≤ max(β1, β2) ≤ S(β1, β2).

Also, if we put s′ = A(m), t′ = A(m) where s′ + t′ ≤ 1. Then m ∈ A(s′,t′). Since
A(s′,t′) is a BCK - submodule of M , we have xm ∈ A(s′,t′). It follows that

µA(xm) ≥ s′ = µA(m)

and

λA(xm) ≤ t′ = λA(m)

Therefore A = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK -submodule of M .

The following Example shows that the converse of Theorem 3.16 is not true.

Example 3.17. We consider the intuitionistic (Tw, Sw)-fuzzy BCK -submodule
A of M which is given in Example 3.2. Then A(0.3,0.5) = {2, 3, 0} is not BCK -
submodule of M since 2 + 3 = 1 /∈ A(0.3,0.5)

Theorem 3.18. If A = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK-submodule
of M , then A(1,0) is either empty or a BCK-submodule of M .

Proof. Let m1,m2 ∈ A(1,0). Then µA(m1) ≥ 1 , µA(m2) ≥ 1 , λA(m1) ≤ 0
and λA(m2) ≤ 0. It follows from Definitions 2.10 and Theorem 3.3 that

µA(m1 −m2) ≥ T (µA(m1), µA(m2)) ≥ T (1, 1) = 1

and

λA(m1 −m2) ≤ S(λA(m1), λA(m2)) ≤ S(0, 0) = 0,

so m1 −m2 ∈ A(1,0). Let m ∈ A(1,0) and x ∈ X. Then

µA(xm) ≥ µA(m) ≥ 1

and

λA(xm) ≤ λA(m) ≤ 0,

so xm ∈ A(1,0).

As a generalization of Theorem 3.18, we get the following Theorem.

Theorem 3.19. If A = (µA, λA) is an imaginable intuitionistic (T, S)-fuzzy
BCK-submodule of M , then A(α,β) is either empty or a BCK-submodule of M for
all α ∈ ∆T and β ∈ ∆S. with α+ β ≤ 1.
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Proof. Let m1,m2 ∈ A(α,β) where α ∈ ∆T , β ∈ ∆S and α+ β ≤ 1. Then

µA(m1 −m2)

≥ T (µA(m1), µA(m2))

≥ T (α, α) = α

and

λA(m1 −m2)

≤ S(λA(m1), λA(m2))

≤ S(β, β) = β,

and so m1 −m2 ∈ A(α,β). Let m ∈ A(α,β) and x ∈ X. Then

µA(xm) ≥ µA(m) ≥ α
and

λA(xm) ≤ λA(m) ≤ β,

so xm ∈ A(α,β).Hence A(α,β) is a BCK -submodule of M .

Proposition 3.20. (Bakhshi [3]) A fuzzy set in M is a fuzzy BCK-submodule of
M if and only if the non-empty U(µ, α), α ∈ [0, 1] is a BCK-submodule of M .

By the above Proposition , we get the following result.

Corollary 3.21. If A = (µA, λA) is an imaginable intuitionistic fuzzy set in
M . Then A = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK-submodule of M if
and only if the non-empty sets U(µ, α) and L(λ, α) are BCK-submodules of M , for
every (α, β) ∈ [0, 1].

From corollary 3.21 we immediately obtain the following Theorem.

Theorem 3.22. Let T be the minimum t-norm and let S the maximum s-norm
dual of T . Then an intuitionistic fuzzy set A = (µA, λA) of M is is an intuitionistic
(T, S)-fuzzy BCK-submodule of M if and only if

A(α,β) := {m ∈M |µA(m) ≥ α, λA(m) ≤ β}
is a BCK-submodule of M , where (α, β) ∈ [0, 1].

Proposition 3.23. Let S be a non-empty subset of a BCK-module M . Then
an intuitionistic fuzzy set A = (µA, λA) defined by

µA(m) =

{
1 if m ∈ S,
α otherwise.

, λA(m) =

{
0 if m ∈ S,
β otherwise.

where 0 ≤ α ≤ 1, 0 ≤ β ≤ 1 and α + β ≤ 1 is an intuitionistic (T, S)-fuzzy BCK
-submodule of M if and only if S is a BCK-submodule of M .

Proof. Let S be a BCK -submodule of M . Let m1,m ∈ M . If m1,m2 ∈ S,
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then m1 −m2 ∈ S, and so

µA(m1 −m2) = 1 ≥ 1

= T (1, 1)

= T (µA(m1), µA(m2))

and

λA(m1 −m2) = 0

= S(0, 0)

= S(λA(m1), λA(m2))

For m1 ∈ S , m2 /∈ S , we have

µA(m1 −m2) = α ≥ α
= T (1, α)

= T (µA(m1), µA(m2))

and

λA(m1 −m2) = β ≤ β
= S(0, β)

= S(λA(m1), λA(m2))

Similarly, for the case m1 /∈ S , m2 ∈ S , we have

µA(m1 −m2) ≥ T (µA(m1), µA(m2))

and

λA(m1 −m2) ≤ S(λA(m1), λA(m2)).

For m1 /∈ S , m2 /∈ S,

µA(m1 −m2) ≥ α
= T (1, α)

≥ T (α, α)

= T (µA(m1), µA(m2)),

and

λA(m1 −m2) ≤ β
= S(0, β)

≤ S(β, β)

= S(λA(m1), λA(m2)).

Thus for all cases,

µA(m1 −m2) ≥ T (µA(m1), µA(m2))

and

λA(m1 −m2) ≤ S(λA(m1), λA(m2)).

Next, let m ∈M and x ∈ X, Then, if m ∈ S then xm ∈ S and so,

µA(xm) = 1 ≥ 1 = µA(m)

and
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λA(xm) = 0 ≤ 0 = λA(m).

If m /∈ S, then

µA(xm) ≥ α = A(m)

and

λA(xm) ≤ β = λA(m).

Therefore µA(xm) ≥ µA(m) and λA(xm) ≤ λA(m). Thus A = (µA, λA) is an
intuitionistic (T, S)-fuzzy BCK -submodule of M .

Conversely, we assumeA = (µA, λA) is an intuitionistic (T, S)-fuzzy BCK -submodule
of M . Let m1,m2 ∈ S, x ∈ X. Then,

µA(m1 −m2) ≥ T (µA(m1), µA(m2)) = T (1, 1) = 1,

hence µA(m1 −m2) = 1. Thus m1 −m2 ∈ S. Also, µA(xm) ≥ µA(m) = 1 implies
µA(xm) = 1 implies xm ∈ S. Hence, S is a BCK -submodule of M .

Corollary 3.24. Let S be a non-empy subset of a BCK-module M and let χs
be the characteristic function of S. Then A = (χs, χ

c
s) is an intutionistic (T, S)-

fuzzy BCK-submodule of M if and only if S is a BCK-submodule of M .

Definition 3.25. (Janîs [6]) Let A = (µA, λA) be an intuitionistic fuzzy set of
X and let T be a t-norm. Then AT,α is a subset of X defined by

AT,α = {x ∈ X|T (µA(x), 1− λA(x)) ≥ α},
for every α ∈ [0, 1]

Theorem 3.26. Let T and S be dual norms. If A = (µA, λA) is an intuitionistic
(T, S)-fuzzy BCK-submodule of M . Then

AT,1 = {m ∈M |T (µA(m), 1− λA(m)) = 1}
is a BCK-submodule of M .

Proof. Let m1,m2 ∈ AT,1. Then,

T (µA(m1 −m2), 1− A(m1 −m2))

≥ T (T (µA(m1),A(m2)), 1− S(A(m1),A(m2)))

= T (T (µA(m2), (µA(m1)), T (1− λA(m1), 1− λA(m2)))

= T (µA(m2), T (µA(m1), T (1− λA(m1), 1− λA(m2))))

= T (µA(m2), T (T (µA(m1), 1− λA(m1)), 1− λA(m2)))

= T (µA(m2), T (1− λA(m2), T (µA(m1), 1− λA(m1))))

= T (T (µA(m2), 1− λA(m2)), T (µA(m1), 1− λA(m1)))

= T (1, 1) = 1

Thus, we have T (µA(m1 −m2), 1− λA(m1 −m2)) = 1 Therefore m1 −m2 ∈ AT,1.
Also, let x ∈ X and m ∈ AT,1. Then T (µA(m), 1 − λA(m)) = 1. Further,
T (µA(xm), 1−λA(xm)) ≥ T (µA(m), 1−λA(m)) = 1. Therefore xm ∈ AT,1. Hence,
AT,1 is a is a BCK -submodule of M .
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For any tringular norm T , the level set AT,α of an intuitionistic (T, S)-fuzzy BCK -
submodule of M is not necessarily to be a BCK -submodule of M . However, if T
is the minimum tringular norm, then all level sets AT,α of an intuitionistic (T, S)-
fuzzy BCK -submodule of M are BCK -submodules of M .

Theorem 3.27. Let A = (µA, λA) be an intuitionistic (Tm, Sm)-fuzzy BCK-
submodule of M such that Tm, Sm are dual. Then for every α ∈ [0, 1],

ATm,α = {m ∈M |T (µA(m), 1− λA(m)) ≥ α}
is a BCK-submodule of M .

Proof. Let A = (µA(x), λA(x)) is an intuitionistic (Tm, Sm)-fuzzy BCK -submodule
of M . Let m1,m2 ∈ AT,. Then,

Tm(µA(m1 −m2), 1− A(m1 −m2))

≥ Tm(Tm(µA(m1), µA(m2)), 1− Sm(λA(m1), λA(m2)))

= Tm(Tm(µA(m2), (µA(m1)), Tm(1− λA(m1), 1− λA(m2)))

= Tm(µA(m2), Tm(µA(m1), Tm(1− λA(m1), 1− λA(m2))))

= Tm(µA(m2), Tm(Tm(µA(m1), 1− λA(m1)), 1− λA(m2)))

= Tm(µA(m2), Tm(1− λA(m2), Tm(µA(m1), 1− λA(m1))))

= Tm(Tm(µA(m2), 1− λA(m2)), Tm(µA(m1), 1− λA(m1)))

≥ Tm(α, α) = α

Thus, we have

Tm(µA(m1 −m2), 1− A(m1 −m2)) ≥ α
Therefore, m1 −m2 ∈ ATm,α. Also, let x ∈ X and m ∈ ATm,α. Then

Tm(µA(m), 1− λA(m)) ≥ α
Further,

Tm(µA(xm), 1− λA(xm)) ≥ Tm(µA(m), 1− λA(m)) ≥ α

Therefore we have Tm(µA(xm), 1−λA(xm)) ≥ α. Hence xm ∈ ATm,α. Thus ATm,α

is a is a BCK-submodule of M .

Definition 3.28. Let A = (µA, λA) be an intuitionistic fuzzy set of X, let T
and S be dual norms. Then AT,S,α is a subset of X defined by

AT,S,1 = {x ∈ XT (µA(x), S(µA(x), λA(x))) ≥ α}
for every α ∈ [0, 1].

Theorem 3.29. Let A = (µA, λA) be an intuitionistic (T, S)-fuzzy BCK-submodule
of M , then

AT,S,1 = {m ∈M |T (µA(m), S(µA(m), λA(m))) = 1}
is a BCK-submodule of M .

Proof. Let A = (µA, λA) be an intuitionistic (T, S)-fuzzy BCK -submodule of M .
Let m1,m2 ∈ AT,S,1, then

T (µA(m1), S(µA(m1), λA(m1))) = 1
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and

T (µA(m2), S(µA(m2), λA(m2))) = 1.

Therefore µA(m1) ≥ 1 and µA(m2) ≥ 1 which mean that µA(m1) = 1 and
µA(m2) = 1. From monotonicity of T , we have,

T (µA(m1 −m2), S(µA(m1 −m2), λA(m1 −m2)))

≥ T (T (µA(m1 −m2)), T (µA(m1 −m2)))

≥ T (T (µA(m), µA(m)), T (µA(m), µA(m)))

= T (T (1, 1), T (1, 1))

= T (1, 1) = 1

Therefore, T (µA(m1 −m2), S(µA(m1 −m2), λA(m1 −m2))) = 1 implies m1,m2 ∈
AT,S,1. Also, let x ∈ X and m ∈ AT,S,1. Then, T (µA(m), S(µA(m), λA(m))) = 1.
which impliese µA(m) = 1. Now,

T (µA(xm), S(µA(xm), λA(xm)))

≥ T (µA(xm), µA(xm))

≥ T (µA(m), µA(m))

= T (1, 1) = 1

Thus, we have, T (µA(xm), S(µA(xm), λA(xm))) = 1. Therefore, xm ∈ AT,S,1.
Hence, AT,S,1 is a BCK-submodule of M .

Theorem 3.30. Let A = (µA, λA) be an intuitionistic (Tm, Sm)-fuzzy BCK-
submodule of Msuch that Tm, Sm are dual. Then for every α ∈ [0, 1],

AT,S,α = {m ∈M |T (µA(m), S(µA(m), λA(m))) ≥ α}
is a BCK-submodule of M.

Proof. Let A = (µA, λA) is an intuitionistic (Tm, Sm)-fuzzy BCK -submodule of
M . Let m1,m2 ∈ AT,S,α, then

Tm(µA(m1), Sm(µA(m1), λA(m1))) ≥ α
and

Tm(µA(m2), Sm(µA(m2), λA(m2))) ≥ α.
Therefore µA(m1) ≥ α and µA(m2 ≥ α. Due monotonicity of Tm, we have,

Tm(µA(m1 −m2), Sm(µA(m1 −m2), λA(m1 −m2)))

≥ Tm(µA(m1 −m2)), (µA(m1 −m2)))

= µA(m1 −m2)

≥ Tm(µA(m1), µA(m2))

≥ Tm(α, α)

= α

Therefore, Tm(µA(m1 − m2), Sm(µA(m1 − m2), λA(m1 − m2))) ≥ α and hence
m1 −m2 ∈ ATm,Sm,α. Also, let m ∈ ATm,Sm,α and x ∈ X. Then,

Tm(µA(m), Sm(µA(m), λA(m))) ≥ α.
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which impliese µA(m) ≥ α. From monotonicity of Tm, we have,

Tm(µA(xm), Sm(µA(xm), λA(xm))

≥ Tm(µA(xm), µA(xm))

= µA(xm)

≥ µA(m)

≥ α
Thus Tm(µA(xm), Sm(µA(xm), λA(xm)) ≥ α. Therefore, xm ∈ ATm,Sm,α. Hence,
ATm,Sm,α is a BCK -submodule of M .

4. Conclusion

One of the generalizations of fuzzy BCK -submodules, namely, intuitionistic
(T,S )-fuzzy BCK - submodules was defined and some properties of intuitionistic
(T,S )-fuzzy BCK -submodules are investigated. Also, some related results on level
sets of an intuitionistic (T,S )-fuzzy BCK -submodule are investigated. These in-
vestigations of generalized fuzzy on BCK -modules could be enable us to discuss
further study in this field.
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[6] V. Janîs , t-Norm based cuts of intuitionistic fuzzy sets, Information Sciences, 180 (7), (2010),

1134-1137. Soochow Journal of Mathematics 27.1 (2001): 83-88.

[7] Y.B.Jun , S.M.Hong , On imaginable T -fuzzy subalgebras and imaginable T -fuzzy closed
ideals in BCH -algebras, International Journal of Mathematicsand Mathematical Sciences 27

(2001), 269-287.

[8] Y.B.Jun, M.A.Ozturk , E.H.Roh Triangular normed fuzzy subalgebras of BCK -algebras, Sci-
entiae Mathematicae Japonicae 61(2005),3 : 451-458.

[9] G.J.Klir, B.Yuan, Fuzzy sets and fuzzy logic: theory and applications. Prentice Hall of India,

Englewood Cliffs(2008).
[10] O.G.Xi, Fuzzy BCK -algebras, Math Japon 36 (1991), 935-942.

[11] L.A.Zadeh, Fuzzy sets, Inform. and Control 8 (1965), 338-353.

924

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

L. B. Badhurays et al 910-924



On strongly almost generalized difference lacunary ideal
convergent sequences of fuzzy numbers

S. A. Mohiuddine1 and B. Hazarika2

1Operator Theory and Applications Research Group, Department of Mathematics, Faculty of Science,

King Abdulaziz University, P.O. Box 80203, Jeddah 21589, Saudi Arabia
2Department of Mathematics, Rajiv Gandhi University, Rono Hills, Doimukh-791112,

Arunachal Pradesh, India

Email: 1mohiuddine@gmail.com; 2bh rgu@yahoo.co.in

Abstract

The purpose of this paper is to introduce some new sequence spaces of fuzzy numbers defined by

lacunary ideal convergence using generalized difference matrix and Orlicz functions. We also study

some algebraic and topological properties of these classes of sequences. Moreover, some illustrative

examples are given in support of our results.
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1 Introduction and preliminaries

The concept of ideal convergence is the dual (equivelant) to the notion of filter convergence introduced by

Cartan [4]. The filter convergence is a generalization of the classical notion of convergence of sequences of

real or complex numbers and it has been an important tool in the study of functional analysis. Nowadays

many authors studied this notion from various aspects and applied this notion to various problems

arising in the convergence theory. Kostyrko et al. [13] and Nuray and Ruckle [23] independently studied

in detalis about the notion of ideal convergence which is based upon the structure of the admissible ideal

I of subsets N of natural numbers. Later on it was further investigated by many authors, e.g. Tripathy

and Hazarika [26], Mursaleen and Mohiuddine [22] and references therein.

Let S be a non-empty set. Then a non empty class I ⊆ P (S) is said to be an ideal on S if and only

if (i) φ ∈ I; (ii) I is additive; (iii) hereditary. An ideal I ⊆ P (S) is said to be non trivial if I 6= φ and

S /∈ I. A non-empty family of sets F ⊆ P (S) is said to be a filter on S if and only if (i) φ /∈ F (ii) for

each A, B ∈ F we have A ∩B ∈ F ; (iii) for each A ∈ F and each B ⊃ A, we have B ∈ F . For each ideal

I, there is a filter F (I) corresponding to I i.e. F (I) = {K ⊆ S : Kc ∈ I}, where Kc = S − K. We say

that a non-trivial ideal I ⊆ P (S) is an admissible ideal on S if and only if it contains all singletons, i.e.

if it contains {{s} : s ∈ S}. Recall that a sequence x = (xk ) of points in R is said to be I-convergent to

the number ` (denoted by I- limxk = `) if for every ε > 0, the set {k ∈ N : |xk − `| ≥ ε} ∈ I.

We used the standard notation θ = (kr) to denote the lacunary sequence, where θ is a sequence of

positive integers such that k0 = 0, 0 < kr < kr+1 and hr := kr − kr−1 → ∞ as r → ∞. The intervals

determined by θ will be denoted by Jr = (kr−1, kr] and the ratio kr

kr−1

(r 6= 1) by qr (see [8]).

The notion of lacunary ideal convergence for sequences of real numbers and fuzzy numbers, respec-

tively, has been defined and studied in [27] and [9]. Let I ⊂ 2N be a non-trivial ideal. A real sequence
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x = (xk) is said to be lacunary I-convergent to L ∈ R, in symbol we shall write Iθ- limx = L, if for every

ε > 0, the set {
r ∈ N :

1

hr

∑

k∈Jr

|xk − L| ≥ ε

}
∈ I.

Throughout the paper we use w to denotes the set of all real sequences x = (xk). The difference

sequence spaces have been introduced by Kızmaz [12] by using the difference operator ∆ as follows:

Z(∆) = {(xk) ∈ w : ∆xk ∈ Z},

for Z = `∞, c, c0 and ∆xk = ∆1xk = xk − xk+1 for all k ∈ N, where the standard notations `∞, c

and c0 are used to denote the set of bounded, convergent and null sequences, respectively. Later this

idea was generalized by Et and Çolak [6] by considering ∆n instead of ∆, where (∆nxk) = ∆1(∆n−1xk)

for n ≥ 2 and all k ∈ N. In case of n = 0 we obtain xk. Tripathy et al. [28] presented another

generalization of difference sequence spaces by introducing the operator ∆n
m and is given by ∆n

mx =

(∆n
mxk) = (∆n−1

m xk − ∆n−1
m xk+m) so that ∆n

mxk has the following binomial representation:

∆n
mxk =

n∑

ν=0

(−1)ν

(
n

ν

)
xk+mν,

for all k ∈ N. If we take n = 1, then Z(∆n
m) is reduced to Z(∆m) which was introduced by Tripathy and

Esi [25], in this case the operator ∆mx is given by ∆mx = (∆mxk) = (xk − xk+m) for all k, m ∈ N. The

choice of m = 1 in the definition of Z(∆n
m) gives us the difference sequence spaces introduced by Et and

Colak [6]. Başar and Altay [1] introduced the generalized difference matrix B(r, s) = (bnk(r, s)) by

bnk(r, s) =






r, if k = n;

s, if k = n − 1;

0, if 0 ≤ k < n − 1 or k > n.

for all k, n ∈ N and all non-zero real numbers r, s. The generalized difference matrix Bn of order n has

been recently defined by Başarir and Kayikçi [2] and its binomial representation is given by

Bnxk =

n∑

ν=0

(
n

ν

)
rn−νsνxk−ν,

for all n ∈ N and r, s ∈ R − {0}. Another generalization of above difference matrix was given by Başarir

et al. [3] as Bn
(m), where Bn

(m)x = (Bn
(m)xk) = (rBn−1

(m) xk + sBn−1
(m) xk−m) and B0

(m)xk = xk for all k ∈ N,

which is equivalent to the following binomial representation:

Bn
(m)xk =

n∑

ν=0

(
n

ν

)
rn−νsνxk−mν.

In [24], Orlicz introduced functions nowadays called Orlicz functions and constructed the sequence

space (LM ). Krasnoselskii and Rutitsky further investigated the Orlicz space in [14]. Some recent related

work we refer to Mohiuddine et al. [19, 20]. A function M : [0,∞) → [0,∞) is said to be an Orlicz

function if it is non-decreasing, continuous, convex with M(0) = 0, M(x) > 0 as x > 0 and M(x) → ∞ as

x → ∞ (see [24]). It is well known that if M is a convex function and M(0) = 0, then M(λx) ≤ λM(x)

for all λ ∈ (0, 1). An Orlicz function M is said to be satisfy ∆2-condition for all values of u, if there

exists a constant K > 0 such that M(Lu) ≤ KLM(u) for all values of L > 1 (see, Krasnoselskii and

Rutitsky [14]).
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Lindenstrauss and Tzafriri [16] introduced the sequence space `M by using the notion of Orlicz function

by

`M =

{
(xk) ∈ w :

∞∑

k=1

M

(
|xk|

ρ

)
< ∞, for some ρ > 0

}
.

and proved that this space is a Banach space with the norm

||x|| = inf

{
ρ > 0 :

∞∑

k=1

M

(
|xk|

ρ

)
≤ 1

}
.

Every space `M contains a subspace isomorphic to the classical sequence space `p for some 1 ≤ p < ∞.

The space `p, 1 ≤ p < ∞ is itself an Orlicz sequence space with M(t) = |t|p.

A sequence space E is said to be (i) normal (or solid) if (αkxk) ∈ E whenever (xk) ∈ E and for all

sequence (αk) of scalars with |αk| ≤ 1 for all k ∈ N, (ii) symmetric if (xπ(k)) ∈ E, whenever (xk) ∈ E,

where π is a permutation of N.

Let E be a sequence space and K = {k1 < k2 < ...} ⊆ N. A sequence space of the form λE
K =

{(xkn
) ∈ w : (kn) ∈ E} is called a K-step space of E. A canonical preimage of a sequence (xkn

) ∈ λE
K is

a sequence (yk) ∈ w and is defined by

yk =

{
xk, if k ∈ K

0, otherwise.

A canonical preimage of a step space λE
K is a set of canonical pre-images of all elements in λE

K . We say

that E is monotone if E contains the canonical pre-image of all its step spaces. Note that every normal

space is monotone (see [11], pp. 53).

A sequence x = (xk) ∈ `∞ (the space of bounded sequences) is said to be almost convergent, denoted

by ĉ, if all of its Banach limits coincide. Lorentz [17] introduced this sequence space as follows:

ĉ =

{
x ∈ `∞ : lim

k
tjk(x) exists uniformly in j

}
,

where

tjk(x) =
xj + xj+1 + ... + xj+k

k + 1
.

It is clear that

tjk(x) =






1
k

k∑
i=1

xj+i for k ≥ 1;

xj for k = 0.

Zadeh [29] introduced the concept of fuzzy set theory and its applications can be found in many

branches of mathematical and engineering sciences including management science, control engineering,

computer science, artificial intelligence. Matloka [18] introduced the bounded and convergent sequences

of fuzzy numbers and proved that every convergent sequence of fuzzy numbers is bounded. Later, various

classes of sequences of fuzzy numbers have been defined and studied by Colak et al. [5], Et et al. [7],

Mursaleen and Başarir [21], Hazarika [10] and references therein.

Now recalling some notions of fuzzy numbers which we will used to prove our main results. Throughout

the paper we used wF , `F
∞, cF and cF

0 to denote the set of all, bounded, convergent and null sequence

spaces of fuzzy numbers, respectively. A fuzzy number X is a fuzzy subset of the real line R i.e., a

mapping X : R → J(= [0, 1]) associating each real number t with its grade of membership X(t). A fuzzy

number X is said to be (i) upper-semi continuous if for each ε > 0, X−1([0, a + ε)) for all a ∈ [0, 1] is
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open in the usual topology of R, (ii) convex if X(t) ≥ X(s) ∧X(r) = min{X(s), X(r)} for s < t < r (iii)

normal if there exists t0 ∈ R such that X(t0) = 1.

We used the notation Xα to denotes α-level set of a fuzzy number X, 0 < α ≤ 1 and is given by

Xα = {t ∈ R : X(t) ≥ α}. The set of all normal, convex and upper semi-continuous fuzzy number with

compact support will be denoted by R(J) and the fuzzy number we mean that the number belongs to

R(J). We used the symbol D to denote the set of all closed and bounded intervals X = [x1, x2] on R.

For any two sets X, Y ∈ D, we define X ≤ Y if and only if x1 ≤ y1 and x2 ≤ y2. A metric d on D is

given by d(X, Y ) = max{|x1 − y1|, |x2 − y2|}. It is easy to see that (D, d) is a complete metric space.

Also, the relation ≤ is a partial order on D.

The absolute value |X| of X ∈ R(J) is given by

|X|(t) =

{
max{X(t), X(−t)}, if t > 0,

0, if t < 0.

Suppose that d̄ : R(J)×R(J) → R is a mapping such that d̄(X, Y ) = sup0≤α≤1 d(Xα, Y α). Then (R(J), d)

is a complete metric space.

We define X ≤ Y if and only if Xα ≤ Y α, for all α ∈ J. By 0̄ and 1̄ we denotes the additive and

multiplicative identities in R(J), respectively.

A sequence u = (uk) of fuzzy numbers is said to be (i) bounded if the set {uk : k ∈ N} of fuzzy

numbers is bounded, (ii) convergent to a fuzzy number u0 if for every ε > 0 , there exists k0 ∈ N such

that d̄(uk, u0) < ε, for all k ≥ n0, (iii) I-convergent (see [15]) if there exists a fuzzy number u0 such that

for each ε > 0, the set {k ∈ N : d̄(uk, u0) ≥ ε} ∈ I. We write I-lim uk = u0, (iv) I-bounded if there exists

K > 0 such that the set {k ∈ N : d̄(uk, 0̄) ≥ K} ∈ I.

2 Main results

Throughout the article we assume that I is an admissible ideal of N. In this section, we introduce the

following definitions. We introduce some new strongly almost ideal convergent sequence spaces using the

generalized difference matrix Bn
(m) and Orlicz function M . Let us consider a sequence p = (pk) of positive

real numbers and let m, n be any nonnegative integers. For some ρ > 0, we define the following sequence

spaces.

[ŵIF
0 (M, θ, Bn

(m), p)] =

{
(uk) ∈ wF :

{
r ∈ N :

1

hr

×
∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]pk

≥ ε

}
∈ I, uniformly in j ∈ N

}

[ŵIF (M, θ, Bn
(m), p)] =

{
(uk) ∈ wF :

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
∈ I,

uniformly in j ∈ N and for some u0 ∈ R(J)

}

[ŵF
∞(M, θ, Bn

(m), p)] =

{
(uk) ∈ wF : sup

r

1

hr
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×
∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]pk

< ∞, uniformly in j ∈ N

}

[ŵIF
∞ (M, θ, Bn

(m), p)] =

{
(uk) ∈ wF : ∃K > 0 s.t.

{
r ∈ N :

1

hr

×
∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]pk

≥ K

}
∈ I, uniformly in j ∈ N

}
.

Particular cases:

(i) If p = (pk) = 1 for all k ∈ N, we denote [ŵIF
0 (M, θ, Bn

(m), p)] = [ŵIF
0 (M, θ, Bn

(m))],

[ŵIF (M, θ, Bn
(m), p)] = [ŵIF (M, θ, Bn

(m))], [ŵF
∞(M, θ, Bn

(m), p)] = [ŵF
∞(M, θ, Bn

(m))] and

[ŵIF
∞ (M, θ, Bn

(m), p)] = [ŵIF
∞ (M, θ, Bn

(m))].

(ii) If M(x) = x, we denote [ŵIF
0 (M, θ, Bn

(m), p)] = [ŵIF
0 (θ, Bn

(m), p)], [ŵIF (M, θ, Bn
(m), p)] =

[ŵIF (θ, Bn
(m), p)], [ŵF

∞(M, θ, Bn
(m) , p)] = [ŵF

∞(θ, Bn
(m), p)] and [ŵIF

∞ (M, θ, Bn
(m), p)] =

[ŵIF
∞ (θ, Bn

(m), p)].

(iii) If θ = (2r), we denote [ŵIF
0 (M, θ, Bn

(m), p)] = [ŵIF
0 (M, Bn

(m), p)], [ŵIF (M, θ, Bn
(m), p)] =

[ŵIF (M, Bn
(m), p)], [ŵF

∞(M, θ, Bn
(m), p)] = [ŵF

∞(M, Bn
(m), p)] and [ŵIF

∞ (M, θ, Bn
(m) , p)] =

[ŵIF
∞ (M, Bn

(m), p)].

Throughout the manuscript, we will used the following well-known inequality. Suppose that p = (pk)

is a sequence of positive real numbers with 0 < pk ≤ supk pk = H , D = max{1, 2H−1}. Then

|ak + bk|
pk ≤ D(|ak|

pk + |bk|
pk) for all k ∈ N and ak, bk ∈ C.

Also |a|pk ≤ max{1, |a|H} for all a ∈ C.

Now we are ready to give our main results as follows.

Theorem 2.1. Let p = (pk) be a bounded sequence of positive real numbers. The spaces

[ŵIF
0 (M, θ, Bn

(m) , p)], [ŵIF (M, θ, Bn
(m), p)], [ŵF

∞(M, θ, Bn
(m), p)], and [ŵIF

∞ (M, θ, Bn
(m), p)] are closed with

respect to addition and scalar multiplication.

Proof. We prove the result only for the space [ŵIF (M, θ, Bn
(m), p)]. The others can be treated similarly.

Let u = (uk) and v = (vk) be two elements of [ŵIF (M, θ, Bn
(m), p)] and α1, α2 be scalars. Let ε > 0 be

given. Then there exist positive numbers ρ1, ρ2 such that

P =

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), u0)

ρ1

)]pk

≥
ε

2

}
∈ I (uniformly in j ∈ N)

and

Q =

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)vk), v0)

ρ2

)]pk

≥
ε

2

}
∈ I (uniformly in j ∈ N).

Let ρ3 = max(2|α1|ρ1, 2|α2|ρ2). Since M is non-decreasing and convex function, we have

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)(α1uk + α2vk)), α1u0 + α2v0)

ρ3

)]pk
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≤
1

hr

∑

k∈Jr

[
M

(
α1d(tjk(Bn

(m)uk), u0)

ρ3

)]pk

+
1

hr

∑

k∈Jr

[
M

(
α2d(tjk(Bn

(m)vk), v0)

ρ3

)]pk

≤
1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), u0)

ρ1

)]pk

+
1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)vk), v0)

ρ2

)]pk

,

uniformly in j. Therefore, we have

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)(α1uk + α2vk)), α1u0 + α2v0)

ρ3

)]pk

≥ ε

}
⊆ P ∪ Q ∈ I.

uniformly in j. This yields (α1u + α2v) ∈ [ŵIF (M, θ, Bn
(m) , p)]. This completes the proof.

Theorem 2.2. Let M1 and M2 be two Orlicz functions. Then

(i) [Z(M2, θ, B
n
(m), p)] ⊆ [Z(M1M2, θ, B

n
(m), p)].

(ii) [Z(M1, θ, B
n
(m), p)] ∩ Z(M2, θ, B

n
(m), p)] ⊆ [Z(M1 + M2, θ, B

n
(m), p)],

where Z = ŵIF
0 , ŵIF , ŵIF

∞ , ŵF
∞.

Proof. (i) Let u = (uk) ∈ [ŵIF (M2, θ, B
n
(m), p)] and let ε > 0 be given. For some ρ > 0, we have

{
r ∈ N :

1

hr

∑

k∈Jr

[
M2

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
∈ I, (2.1)

uniformly in j ∈ N. Choose λ with 0 < λ < 1 such that M1(t) < ε for 0 ≤ t ≤ λ. We define

vk =
d(tjk(Bn

(m)uk), u0)

ρ

and consider

lim
k∈N;0≤vk≤λ

[M1(vk)]pk = lim
k∈N;vk≤λ

[M1(vk)]pk + lim
k∈N;vk>λ

[M1(vk)]pk .

Therefore, one obtains

lim
k∈N;vk≤λ

[M1(vk)]pk ≤ [M1(2)]H lim
k∈N;vk≤λ

[vk]pk , (H = sup
k

pk). (2.2)

For the second summation (i.e. vk > λ), we go through the following procedure. We have

vk <
vk

λ
< 1 +

vk

λ
.

It follows from the fact that M1 is convex and non-decreasing,

M1(vk) < M1

(
1 +

vk

λ

)
≤

1

2
M1(2) +

1

2
M1

(
2vk

λ

)
.

Since M1 satisfies ∆2-condition, we can write

M1(vk) <
1

2
K

vk

λ
M1(2) +

1

2
K

vk

λ
M1(2) = K

vk

λ
M1(2).

This yields the following estimates:

lim
k∈N;vk>λ

[M1(vk)]pk ≤ max
{
1, (Kλ−1M1(2))H

}
lim

k∈N;vk>λ
[vk]pk . (2.3)

930

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

S. A. Mohiuddine et al 925-936



It follows from (2.1), (2.2) and (2.3) that

(uk) ∈ [ŵIF (M1.M2, θ, B
n
(m), p)].

Hence, [ŵIF (M2, θ, B
n
(m), p)] ⊆ [ŵIF (M1.M2, θ, B

n
(m), p)].

(ii) Let (uk) ∈ [ŵIF (M1, θ, B
n
(m), p)] ∩ [ŵIF (M2, θ, B

n
(m), p)]. Let ε > 0 be given. Then there exists

ρ > 0 such that

{
r ∈ N :

1

hr

∑

k∈Jr

[
M1

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
∈ I (uniformly in j ∈ N)

and {
r ∈ N :

1

hr

∑

k∈Jr

[
M2

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
∈ I (uniformly in j ∈ N).

The rest of the proof follows from the following relation:

{
r ∈ N :

1

hr

∑

k∈Jr

[
(M1 + M2)

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}

⊆

{
r ∈ N :

1

hr

∑

k∈Jr

[
M1

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}

⋃
{

r ∈ N :
1

hr

∑

k∈Jr

[
M2

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
.

Note that if we take M1(x) = M(x) and M2(x) = x for all x ∈ [0,∞) in the above theorem, then

we obtain the following corollary:

Corollary 2.3. One has [Z(θ, Bn
(m), p)] ⊆ [Z(M, θ, Bn

(m), p)], where Z = ŵIF
0 , ŵIF , ŵIF

∞ , ŵF
∞.

As in classical theory, the following is easy to prove.

Theorem 2.4. (a) If M1(x) ≤ M2(x) for all x ∈ [0,∞), then [Z(M1, θ, B
n
(m), p)] ⊆ [Z(M2, θ, B

n
(m), p)]

for Z = ŵIF
0 , ŵIF and ŵF

∞.

(b) If n1 < n2 then [Z(θ, Bn1

(m), p)] ⊆ [Z(θ, Bn2

(m), p)] for Z = ŵIF
0 , ŵIF and ŵF

∞.

Theorem 2.5. Let M be an Orlicz function. Then

[ŵIF
0 (M, θ, Bn

(m), p)] ⊂ [ŵIF (M, θ, Bn
(m), p)] ⊂ [ŵF

∞(M, θ, Bn
(m), p)]

and the inclusions are proper.

Proof. Suppose that (uk) ∈ [ŵIF (M, θ, Bn
(m), p)]. Let ε > 0 be given. Then there exists ρ > 0 such that

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), u0)

ρ

)]pk

≥ ε

}
∈ I.
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Clearly,

M

(
d(tjk(Bn

(m)uk), 0)

ρ

)
≤

1

2
M

(
d(tjk(Bn

(m)uk), u0)

ρ

)
+

1

2
M

(
d(u0, 0)

ρ

)
.

Taking supremum over k on both sides of above inequalities implies that (uk) ∈ [ŵF
∞(M, θ, Bn

(m), p)].

Thus, we have [ŵIF (M, θ, Bn
(m), p)] ⊂ [ŵF

∞(M, θ, Bn
(m), p)].

The inclusion [ŵIF
0 (M, θ, Bn

(m) , p)] ⊂ [ŵIF (M, θ, Bn
(m), p)] is obvious.

We now show that the inclusion is strict in the above theorem by constructing the following

illustrative example.

Example 2.1. Suppose that θ = (2r) and M(x) = x for all x ∈ [0,∞). Suppose also that r = 1, s = −1,

n = 1, m = 2. Let us define the sequence (uk) of fuzzy numbers by

uk(t) =






6
k
t + 1 if −k

6
≤ t ≤ 0;

− 6
k
t + 1 if 0 < t ≤ k

6 ;

0 , otherwise,

where k = 2i (i = 1, 2, 3, ...), otherwise uk(t) = 0. For α ∈ (0, 1], the α-level sets of uk and B1
(m)uk are

[uk]
α

=

{
[ k
6
(α − 1), k

6
(1 − α)] if k = 2i, i = 1, 2, 3, ...

[0, 0] , otherwise

and

[B1
(2)uk]

α
=

{
[ 1
3
(α − 1), 1

3
(1 − α)] for k = 2i

[0, 0] , otherwise .

It is easy to prove that − 1̄
3

< [Tj]
α < 1̄

3
for α ∈ (0, 1], where [Tj]

α = [tj,k(B1
(2)uk)]α = [ 1

j+1

∑j

i=1 B1
(2)uk]α.

Because

[tj,k(B1
(2)uk)]

α
=

{
1

1+ 1

j

[ 1
3
(α − 1), 1

3
(1 − α)] for k = 2i; j ≥ 1

[0, 0] , otherwise

and

[tj,k(B1
(2)uk)]

α
=

{
[ 13 (α − 1), 1

3(1 − α)] if j = 0

[0, 0] , otherwise .

Thus (Tj) is I-bounded but not I-convergent. �

Theorem 2.6. The inclusions [Z(M, θ, Bn−1
(m)

, p)] ⊆ [Z(M, θ, Bn
(m), p)] are strict for n ≥ 1. In gen-

eral [Z(M, θ, Bi
(m), p)] ⊆ [Z(M, θ, Bn

(m), p)] (i = 1, 2, ..., n − 1) and the inclusion is strict, where

Z = ŵIF
0 , ŵIF , ŵIF

∞ , ŵF
∞.

Proof. Suppose that u = (uk) ∈ [ŵIF
0 (M, θ, Bn−1

(m)
, p)]. Let ε > 0 be given. Then there exists ρ > 0 such

that {
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn−1

(m) uk), 0)

ρ

)]pk

≥ ε

}
∈ I.

Since M is non-decreasing and convex it follows that

[
M

(
d(tjk(Bn

(m)uk), 0)

2ρ

)]pk
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≤

[
M

(
d(tjk(Bn−1

(m) uk), tjk(Bn−1
(m) uk+1), 0)

2ρ

)]pk

≤ D

[
1

2
M

(
d(tjk(Bn−1

(m) uk), 0)

ρ

)]pk

+ D

[
1

2
M

(
d(tjk(Bn−1

(m) uk+1), 0)

ρ

)]pk

≤ DK

[
M

(
d(tjk(Bn−1

(m) uk), 0)

ρ

)]pk

+ DK

[
M

(
d(tjk(Bn−1

(m) uk+1), 0)

ρ

)]pk

,

where K = max{1,
(

1
2

)H
}. Therefore we have

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

2ρ

)]pk

≥ ε

}

⊆

{
r ∈ N : DK

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn−1

(m) uk), 0)

ρ

)]pk

≥ ε

}

⋃
{

r ∈ N : DK
1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn−1

(m) uk+1), 0)

ρ

)]pk

≥ ε

}
,

i.e., {
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

2ρ

)]pk

≥ ε

}
∈ I.

Hence, (uk) ∈ [ŵIF
0 (M, θ, Bn

(m), p)].

We now show that the inclusion is strict in the above theorem (Theorem 2.6) by constructing the

following illustrative example.

Example 2.2. Let θ = (2r) and M(x) = x for all x ∈ [0,∞) Suppose also that r = 1, s = −1, n = 2,

m = 2 and pk = 1 for all k ∈ N. We now define the sequence (uk) of fuzzy numbers by

uk(t) =






− t
k2−1 + 1 , if k2 − 1 ≤ t ≤ 0;

− t
k2+1

+ 1 , if 0 < t ≤ k2 + 1;

0 , otherwise.

For α ∈ (0, 1], the α-level sets of uk, B1
(2)uk and B2

(2)uk are as follow:

[uk]α = [(1 − α)(k2 − 1), (1− α)(k2 + 1)],

and

[B1
(2)uk]α = [(1 − α)(4k − 6), (1− α)(4k − 2)],

[B2
(2)uk]α = [4(1 − α), 12(1− α)].

It is easy to verified that the sequence [B1
(2)uk]α is not I-convergent but [B2

(2)uk]α is I-convergent. �

Theorem 2.7. Let 0 < pk ≤ qk < ∞ for each k. Then [Z(M, θ, Bn
(m), p)] ⊆ [Z(M, θ, Bn

(m), q)] for

Z = ŵIF
0 and ŵIF .
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Proof. Let (uk) ∈ [ŵIF
0 (M, θ, Bn

(m), p). Then there exists a number ρ > 0 such that

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]pk

≥ ε

}
∈ I (uniformly in j ∈ N).

For sufficiently large k, since pk ≤ qk for each k, therefore we obtain

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]qk

≥ ε

}

⊆

{
r ∈ N :

1

hr

∑

k∈Jr

[
M

(
d(tjk(Bn

(m)uk), 0)

ρ

)]pk

≥ ε

}
∈ I,

uniformly in j ∈ N, i.e. (uk) ∈ [ŵIF
0 (M, θ, Bn

(m), q)].

Similarly, we can show that ]ŵIF (M, θ, Bn
(m), p)] ⊆ [ŵIF (M, θ, Bn

(m), q)].

Corollary 2.8. (a) Let 0 < infk pk ≤ pk ≤ 1. Then [Z(M, θ, Bn
(m), p)] ⊆ [Z(M, θ, Bn

(m))] for Z = ŵIF
0

and ŵIF .

(b) Let 1 ≤ pk ≤ supk pk < ∞. Then [Z(M, θ, Bn
(m))] ⊆ [Z(M, θ, Bn

(m), p)] for Z = ŵIF
0 and ŵIF .

Theorem 2.9. If I is an admissible ideal and I 6= If , then the sequence spaces [ŵIF
0 (M, θ, Bn

(m), p)] and

ŵIF (M, θ, Bn
(m), p)] are neither normal nor monotone, where If denotes the class of all finite subsets of

N.

Proof. To prove our result, we construct the following example.

Example 2.3. Suppose that M(x) = x for all x ∈ [0,∞) and r = 1, s = −1, n = 1, m = 1. Consider

that I = Iδ, where Iδ = {A ⊂ N : asymptotic density of A (in symbol, δ(A)) = 0} and note that Iδ is an

ideal of N, and pk = 1 for all k ∈ N. We now define the sequence (uk) of fuzzy numbers by

uk(t) =






1 + t − k , if t ∈ [k − 1, k];

1 − t + k , if t ∈ [k, k + 1];

0 , otherwise.

Let us define

αk =

{
1 , if k is odd;

0 , if k is even.

Thus (αkuk) /∈ [ŵIF
0 (M, θ, Bn

(m) , p)] and ŵIF (M, θ, Bn
(m), p)]. Therefore, we conclude that the spaces

[ŵIF
0 (M, θ, Bn

(m) , p)] and ŵIF (M, θ, Bn
(m), p)] are not normal and hence these spaces are not mono-

tone. �

Theorem 2.10. If I is an admissible ideal and I 6= If , then the sequence space [Z(M, θ, Bn
(m), p)] is not

symmetric, where Z = ŵIF
0 , ŵIF .

Proof. We shall prove the result only for the space [ŵIF (M, θ, Bn
(m), p)] with the help of the following

example. For other space, the proof is similar so we omitted.
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Example 2.4. Suppose that M(x) = x for all x ∈ [0,∞) and r = 1, s = −1, n = 1, m = 1. Let I = Iδ

and pk = 1 for all k ∈ N. We now define the sequence (uk) of fuzzy numbers by

uk(t) =






t − 4k + 1 , if t ∈ [4k − 1, 4k];

−t + 4k + 1 , if t ∈ [4k, 4k + 1];

0 , otherwise.

Thus, we have (uk) ∈ [ŵIF (M, θ, Bn
(m), p)]. But the rearrangement (vk) of (uk) defined as

vk = {u1, u4, u2, u9, u3, u16, u5, u25, u6, ...}.

This implies that (vk) /∈ [ŵIF (M, θ, Bn
(m), p)]. Hence [ŵIF (M, θ, Bn

(m), p)] is not symmetric. �
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Abstract

In the paper, the authors establish an exponential representation for a function involving the
gamma function and originating from investigation of the Catalan numbers in combinatorics,
find necessary and sufficient conditions for the function to be logarithmically completely mono-
tonic, introduce a generalization of the Catalan numbers, derive an exponential representation
for the generalization, and present some properties of the generalization.
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Key words and phrases: exponential representation; necessary and sufficient condition; log-
arithmically completely monotonic function; gamma function; Catalan number; generalization;
property; Catalan–Qi function.

1 Introduction

It is known [4, 21, 22] that, in combinatorics, the Catalan numbers Cn for n ≥ 0 form a sequence of
natural numbers that occur in tree enumeration problems such as “In how many ways can a regular
n-gon be divided into n−2 triangles if different orientations are counted separately?” whose solution
is the Catalan number Cn−2. Explicit formulas of Cn for n ≥ 0 include

Cn =
1

n+ 1

(
2n

n

)
=

2n(2n− 1)!!

(n+ 1)!
=

1

n

(
2n

n− 1

)
= 2F1(1− n,−n; 2; 1) =

4nΓ(n+ 1/2)√
π Γ(n+ 2)

, (1)

where Γ(z) =
∫∞
0
tz−1e−t d t for <(z) > 0 is the classical Euler gamma function and

pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
n=0

(a1)n · · · (ap)n
(b1)n · · · (bq)n

zn

n!
(2)

1
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is the generalized hypergeometric series defined for ai ∈ C and bi ∈ C\{0,−1,−2, . . . }, for positive

integers p, q ∈ N, and in terms of the rising factorials (x)n =
∏n−1
k=0(x + k). The asymptotic form

for the Catalan function Cx is

Cx ∼
4x√
π

(
1

x3/2
− 9

8

1

x5/2
+

145

128

1

x7/2
+ · · ·

)
,

see [3, 4, 21, 22, 24]. Recently, among other things, the formula

Cn = (−1)n
2n

n!

n∑
k=0

1

2k

k∑
`=0

(−1)`
(
k

`

) n−1∏
m=0

(`− 2m) =
2n

n!

n∑
k=0

k!

2k

(
2n− k − 1

2(n− k)

)
[2(n− k)− 1]!!

was found in [18, Theorem 3]. For more information on the Catalan numbers Cn, please refer to
two monographs [2, 3] and references cited therein.

In the paper [20], motivated by the explicit expression (1), the authors established an integral
representation of the Catalan function Cx for x ≥ 0.

Theorem 1.1 ([20, Theorem 1]). For x ≥ 0, we have

Cx =
e3/24x(x+ 1/2)x√
π (x+ 2)x+3/2

exp

[∫ ∞
0

1

t

(
1

et − 1
− 1

t
+

1

2

)(
e−t/2 − e−2t

)
e−xt d t

]
. (3)

Recall from [8, Chapter XIII], [19, Chapter 1], and [25, Chapter IV] that an infinitely differen-
tiable function f is said to be completely monotonic on an interval I if it satisfies 0 ≤ (−1)kf (k)(x) <
∞ on I for all k ≥ 0. Recall from [11] that an infinitely differentiable and positive function f is
said to be logarithmically completely monotonic on an interval I if 0 ≤ (−1)k[ln f(x)](k) <∞ hold
on I for all k ∈ N. For more information on logarithmically completely monotonic functions, please
refer to [14, 19].

The formula (3) can be rearranged as

ln

[ √
π (x+ 2)x+3/2

e3/24x(x+ 1/2)x
Cx

]
=

∫ ∞
0

1

t

(
1

et − 1
− 1

t
+

1

2

)(
e−t/2 − e−2t

)
e−xt d t. (4)

Since the function 1
t

(
1

et−1 −
1
t + 1

2

)
is positive on (0,∞), the right-hand side of (4) is a completely

monotonic function on (0,∞). This means that the function

(x+ 2)x+3/2

4x(x+ 1/2)x
Cx (5)

is logarithmically completely monotonic on (0,∞). Because any logarithmically completely mono-
tonic function must be completely monotonic, see [14, Eq. (1.4)] and references therein, the func-
tion (5) is also completely monotonic on (0,∞).

By virtue of (1), the function (5) can be rewritten as

(x+ 2)x+3/2Γ(x+ 1/2)

(x+ 1/2)xΓ(x+ 2)
, x > 0. (6)

Hence, the logarithmically complete monotonicity of (5) implies the logarithmically complete mono-
tonicity of (6). The function (6) is the special case F1/2,2(x) of the general function

Fa,b(x) =
Γ(x+ a)

(x+ a)x
(x+ b)x+b−a

Γ(x+ b)
, a, b ∈ R, a 6= b x > −min{a, b}. (7)

2
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We notice that the function Fa,b(x) does not appear in the expository and survey articles [9, 14] and
plenty of references therein. Therefore, it is significant to naturally pose an open problem below.

Open Problem 1.1 ([20, Open Problem 1]). What are the necessary and sufficient conditions on
a, b ∈ R such that the function Fa,b(x) defined by (7) is (logarithmically) completely monotonic in
x ∈ (−min{a, b},∞)?

This problem was answered in [6, Theorem 2] as follows.

Theorem 1.2 ([6, Theorem 2]). The sufficient conditions on a, b such that the function [Fa,b(x)]±1

defined by (7) is logarithmically completely monotonic in x ∈ (−min{a, b},∞) are (a, b) ∈ D±(a, b),
where

D±(a, b) = {(a, b) : a ≷ b, a ≥ 1} ∪
{

(a, b) : a ≶ b, a ≤ 1

2

}
.

The necessary conditions on a, b for the function [Fa,b(x)]±1 to be logarithmically completely mono-
tonic in x ∈ (−min{a, b},∞) are a(a− b) R a−b

2 .

The aims of this paper are to establish an exponential representation for the function Fa,b(x),
to find necessary and sufficient conditions on a, b for [Fa,b(x)]±1 to be logarithmically completely
monotonic on [0,∞), to introduce a generalization of the Catalan numbers Cn, and to derive an
exponential representation for the generalization of Cn.

The first main result in this paper can be stated as the following theorem.

Theorem 1.3. For a, b > 0, the function Fa,b(x) defined by (7) has the exponential representation

Fa,b(x) = exp

[
b− a+

∫ ∞
0

1

t

(
a+

1

t
− 1

1− e−t

)(
e−bt − e−at

)
e−xt d t

]
(8)

on [0,∞) and the function [Fa,b(x)]±1 is logarithmically completely monotonic on [0,∞) if and only
if (a, b) ∈ D±(a, b).

Comparing (3) with (8) hints and stimulates us to consider the three-variable function

C(a, b; z) =
Γ(b)

Γ(a)

(
b

a

)z
Γ(z + a)

Γ(z + b)
, <(a),<(b) > 0, <(z) ≥ 0. (9)

Since C
(
1
2 , 2;n

)
= Cn for n ≥ 0 is of the form (1), we can regard C(a, b;x) as an analytical

generalization of the Catalan numbers Cn. For uniqueness and convenience of referring to the
quantity C(a, b;x), we call C(a, b;x) the Catalan–Qi function and, when taking x = n ∈ {0} ∪ N,
call C(a, b;n) the Catalan–Qi numbers.

By virtue of the integral representation (8) in Theorem 1.3, we immediately derive an integral
representation for the Catalan–Qi function C(a, b;x).

Theorem 1.4. For a, b > 0 and x ≥ 0, we have

C(a, b;x) =
Γ(b)

Γ(a)

(
b

a

)x
(x+ a)x

(x+ b)x+b−a

× exp

[
b− a+

∫ ∞
0

1

t

(
1

1− e−t
− 1

t
− a
)(
e−at − e−bt

)
e−xt d t

]
. (10)

3
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Remark 1.1. Can one give a combinatorial interpretation of the Catalan–Qi function C(a, b;x)
defined by (9) and its integral representation (10)?

In [22] and related references therein, the following simple properties of the Catalan numbers
Cn are listed:

Cn+1 =
2(2n+ 1)

n+ 2
Cn, Cn =

1

(n+ 1)!

n∏
k=1

(4k − 2),
∞∑
n=1

Cn
4n

= 1, (11)

∞∑
n=0

Cn
x2n

(2n)!
=
I1(2x)

x
, e2x

[
I0(2x)− I1(2x)

]
=
∞∑
n=0

Cn
xn

n!
, (12)

where

Iν(z) =
∞∑
k=0

1

k!Γ(ν + k + 1)

(
z

2

)2k+ν

for ν ∈ R and z ∈ C, see [1, p. 375, 9.6.10], is the modified Bessel function of the first kind.
Corresponding to these properties, the following properties of the Catalan–Qi function C(a, b; z)
can be obtained.

Theorem 1.5. For n ≥ 0 and <(z) ≥ 0, we have

C(a, b; z + 1) =
b

a

z + a

z + b
C(a, b; z); C(a, b;n) =

(
b

a

)n n−1∏
k=0

a+ k

b+ k
;

∞∑
n=1

(
a

b

)n
C(a, b;n) =

a

b− a− 1
, b > a+ 1 > 1;

∞∑
n=0

C(a, b;n)
x2n

(2n)!
= 1F2

(
a;

1

2
, b;

b

4a
x2
)

;
∞∑
n=0

C(a, b;n)
xn

n!
= 1F1

(
a; b;

b

a
x

)
.

Remark 1.2. When a = 1
2 and b = 2, the formulas in Theorem 1.5 become those listed in (11)

and (12).

Remark 1.3. The last two formulas in Theorem 1.5 show that the functions 1F2

(
a; 1

2 , b;
b
4ax

2
)

and

1F1

(
a; b; bax

)
can be regarded as the generating functions of the Catalan–Qi numbers C(a, b;n).

2 Proofs of Theorems 1.3 to 1.5

We are now start out to prove Theorem 1.3 by two approaches and to prove Theorems 1.4 and 1.5.

First proof of Theorem 1.3. Taking the logarithm of Fa,b(x) gives

lnFa,b(x) = ln Γ(x+ a)− x ln(x+ a)− ln Γ(x+ b) + (x+ b− a) ln(x+ b) , fa(x)− fa(x+ b− a).

Differentiating twice with respect to the variable x of fa(x) yields

f ′a(x) = ψ(x+ a)− ln(x+ a) +
a

x+ a
− 1 and f ′′a (x) = ψ′(x+ a)− 1

x+ a
− a

(x+ a)2
.

4
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By virtue of the formulas

ψ(n)(z) = (−1)n+1

∫ ∞
0

tne−zt

1− e−t
d t and Γ(z) = kz

∫ ∞
0

tz−1e−kt d t

for <(z) > 0, <(k) > 0, and n ∈ N in [1, p. 260, 6.4.1] and [1, p. 255, 6.1.1], we obtain

f ′′a (x− a) = ψ′(x)− 1

x
− a

x2
=

∫ ∞
0

(
1

1− e−t
− 1

t
− a
)
te−xt d t.

Accordingly, we have

[lnFa,b(x)]′′ = f ′′a (x)− f ′′a (x+ b− a) =

∫ ∞
0

(
1

1− e−t
− 1

t
− a
)
t
[
e−(x+a)t − e−(x+b)t

]
d t

=

∫ ∞
0

(
1

1− e−t
− 1

t
− a
)
t
(
e−at − e−bt

)
e−xt d t.

(13)

The famous Bernstein-Widder theorem, [25, p. 161, Theorem 12b], states that a necessary and
sufficient condition for f(x) to be completely monotonic on (0,∞) is that f(x) =

∫∞
0
e−xt dµ(t),

where µ is a positive measure on [0,∞) such that the above integral converges on (0,∞). Hence,
in order to find necessary and sufficient conditions on a, b such that the function [lnFa,b(x)]′′ is
completely monotonic on (0,∞), it is necessary and sufficient to discuss the positivity or negativity
of the function (

1

1− e−t
− 1

t
− a
)
t
(
e−at − e−bt

)
(14)

on (0,∞).
It is clear that the factor e−at − e−bt is positive (or negative, respectively) if and only if b > a

(or b < a, respectively). Since the function 1
1−e−t − 1

t = 1
et−1 −

1
t + 1 is strictly increasing on (0,∞)

and has the limits limt→0+
(

1
1−e−t − 1

t

)
= 1

2 and limt→∞
(

1
1−e−t − 1

t

)
= 1, see [5, 15] and references

therein, the factor 1
1−e−t − 1

t −a is positive (or negative, respectively) on (0,∞) if and only if a ≤ 1
2

(or a ≥ 1, respectively). Consequently, the function (14) is

1. positive if and only if either b > a and a ≤ 1
2 or b < a and a ≥ 1,

2. negative if and only if either b < a and a ≤ 1
2 or b > a and a ≥ 1.

As a result, the function ±[lnFa,b(x)]′′ is completely monotonic on (0,∞) if and only if (a, b) ∈
D±(a, b).

By a straightforward computation, we see that

lim
x→∞

[lnFa,b(x)]′ = lim
x→∞

[
ψ(x+ a)− ψ(x+ b) + ln

x+ b

x+ a
+

a(b− a)

(x+ a)(x+ b)

]
= 0 (15)

for all a, b ∈ R. This implies that, if and only if (a, b) ∈ D±(a, b), the first logarithmic derivative
satisfies [lnFa,b(x)]′ ≶ 0. By the definition of logarithmically completely monotonic functions, we
conclude that, if and only if (a, b) ∈ D±(a, b), the function [Fa,b(x)]±1 is logarithmically completely
monotonic on (0,∞).

5
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Integrating from u to∞ with respect to x on the very ends of (13) and considering the limit (15)
give

−[lnFa,b(u)]′ =

∫ ∞
0

(
1

1− e−t
− 1

t
− a
)(
e−at − e−bt

)
e−ut d t.

Further integrating with respect to u from x to∞ on both sides of the above equality and employing
the limit limx→∞ Fa,b(x) = eb−a reveal that

lnFa,b(x) = b− a+

∫ ∞
0

1

t

(
1

1− e−t
− 1

t
− a
)(
e−at − e−bt

)
e−xt d t.

The first proof of Theorem 1.3 is thus complete.

Second proof of Theorem 1.3. As did in the proof of [20, Theorem 1], employing the formula

ln Γ(z) = ln
(√

2π zz−1/2e−z
)

+

∫ ∞
0

1

t

(
1

et − 1
− 1

t
+

1

2

)
e−zt d t

in [23, (3.22)] and utilizing ln b
a =

∫∞
0

e−au−e−bu

u du in [1, p. 230, 5.1.32] yield

lnFa,b(x) = b− a+

(
a− 1

2

)
ln
x+ a

x+ b
+

∫ ∞
0

(
1

2
− 1

t
+

1

et − 1

)
e−xt

t

(
e−at − e−bt

)
d t

= b− a+

(
a− 1

2

)∫ ∞
0

e−xt

t

(
e−bt − e−at

)
d t+

∫ ∞
0

(
1

2
− 1

t
+

1

et − 1

)
e−xt

t

(
e−at − e−bt

)
d t

= b− a+

∫ ∞
0

1

t

(
a− 1

2
− 1

2
+

1

t
− 1

et − 1

)(
e−bt − e−at

)
e−xt d t

= b− a+

∫ ∞
0

1

t

(
a+

1

t
− 1

1− e−t

)(
e−bt − e−at

)
e−xt d t.

The rest of the second proof is the same as in the first proof after the equation (13). The second
proof of Theorem 1.3 is complete.

Proof of Theorem 1.4. This follows from straightforwardly combining (7) and (8) with (9).

Proof of Theorem 1.5. It is easy to see that

C(a, b; z + 1) =
Γ(b)

Γ(a)

(
b

a

)z+1
Γ(z + a+ 1)

Γ(z + b+ 1)
=
b

a

z + a

z + b

Γ(b)

Γ(a)

(
b

a

)z
Γ(z + a)

Γ(z + b)
=
b

a

z + a

z + b
C(a, b; z).

Consequently, when taking z = n− 1,

C(a, b;n) =
b

a

n+ a− 1

n+ b− 1
C(a, b;n− 1) =

(
b

a

)2
n+ a− 1

n+ b− 1

n+ a− 2

n+ b− 2
C(a, b;n− 2)

= · · · =
(
b

a

)n
n+ a− 1

n+ b− 1

n+ a− 2

n+ b− 2
· · · a+ 1

b+ 1

a

b
C(a, b; 0) =

(
b

a

)n n−1∏
k=0

a+ k

b+ k
.

6
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By (9), it follows that

∞∑
n=1

(
a

b

)n
C(a, b;n) =

Γ(b)

Γ(a)

∞∑
n=1

Γ(n+ a)

Γ(n+ b)
=

Γ(b)

Γ(a)

Γ(a+ 1)Γ(b− a− 1)

Γ(b)Γ(b− a)
=

a

b− a− 1
.

The last two formulas in Theorem 1.5 can be straightforwardly derived from the definition (2)
of the generalized hypergeometric series. The proof of Theorem 1.5 is complete.

Remark 2.1. This paper is a companion of the articles [6, 7, 12, 13, 16, 18, 20] and the preprints [10,
18] and is a revised version of the preprint [17].
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Abstract. The notion of the meet set based on two subsets of a lower BCK-semilatticeX is introduced, and related

properties are investigated. Conditions for the meet set to be a (positive implicative, commutative, implicative)

ideal are discussed. The meet ideal based on subsets, and the plus ideal of two subsets in a lower BCK-semilattice

X are also introduced, and related properties are investigated. Using meet operation and addition, the semiring

structure is induced.

1. Introduction

Ideal theory has an important role in the development BCK/BCI-algebras (see [1, 3, 4]).

It was shown in [5] that if X is a BCK-algebra then (X,≤) is a poset, and moreover if X is

a commutative BCK-algebra, i.e., x ∗ (x ∗ y) = y ∗ (y ∗ x) holds in X, then (X,≤) is a lower

semilattice. Pa lasiński [7] discussed properties of certain ideals in BCK-algebras which are lower

semilattices.

In this paper, we introduce the notion of the meet set based on two subsets of a lower BCK-

semilattice X and we discuss conditions for the meet set to be a (positive implicative, commuta-

tive, implicative) ideal. We also introduced the meet ideal based on subsets, and the plus ideal

of two subsets in a lower BCK-semilattice X. We investigate several related properties, and we

induce the semiring structure by using meet operation and addition.

2. Prliminaries

A BCK/BCI-algebra is an important class of logical algebras introduced by K. Iséki and was

extensively investigated by several researchers.

An algebra (X; ∗, 0) of type (2, 0) is called a BCI-algebra if it satisfies the following conditions
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(I) (∀x, y, z ∈ X) (((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0),

(II) (∀x, y ∈ X) ((x ∗ (x ∗ y)) ∗ y = 0),

(III) (∀x ∈ X) (x ∗ x = 0),

(IV) (∀x, y ∈ X) (x ∗ y = 0, y ∗ x = 0 ⇒ x = y).

If a BCI-algebra X satisfies the following identity

(V) (∀x ∈ X) (0 ∗ x = 0),

then X is called a BCK-algebra. Any BCK/BCI-algebra X satisfies the following conditions

(a1) (∀x ∈ X) (x ∗ 0 = x),

(a2) (∀x, y, z ∈ X) (x ≤ y ⇒ x ∗ z ≤ y ∗ z, z ∗ y ≤ z ∗ x),

(a3) (∀x, y, z ∈ X) ((x ∗ y) ∗ z = (x ∗ z) ∗ y),

(a4) (∀x, y, z ∈ X) ((x ∗ z) ∗ (y ∗ z) ≤ x ∗ y)

where x ≤ y if and only if x ∗ y = 0. A BCK-algebra X is called a lower BCK-semilattice (see

[6]) if X is a lower semilattice with respect to the BCK-order.

A subset A of a BCK/BCI-algebra X is called an ideal of X (see [6]) if it satisfies

0 ∈ A, (2.1)

(∀x ∈ X) (∀y ∈ A) (x ∗ y ∈ A ⇒ x ∈ A) . (2.2)

Note that every ideal A of a BCK/BCI-algebra X satisfies the following implication (see [6]).

(∀x, y ∈ X) (x ≤ y, y ∈ A ⇒ x ∈ A) . (2.3)

For any subset A of X, the ideal generated by A is defined to be the intersection of all ideals of

X containing A, and it is denoted by ⟨A⟩. If A is finite, then we say that ⟨A⟩ is finitely generated

ideal of X (see [6]).

A subset A of a BCK-algebra X is called a commutative ideal of X (see [6]) if it satisfies (2.1)

and

(∀x, y ∈ X)(∀z ∈ A) ((x ∗ y) ∗ z ∈ A ⇒ x ∗ (y ∗ (y ∗ x)) ∈ A) . (2.4)

A subset A of a BCK-algebra X is called a positive implicative ideal of X (see [6]) if it satisfies

(2.1) and

(∀x, y, z ∈ X) ((x ∗ y) ∗ z ∈ A, y ∗ z ∈ A ⇒ x ∗ z ∈ A) . (2.5)

A subset A of a BCK-algebra X is called an implicative ideal of X (see [6]) if it satisfies (2.1)

and

(∀x, y ∈ X)(∀z ∈ A) ((x ∗ (y ∗ y)) ∗ z ∈ A ⇒ x ∈ A) . (2.6)

A proper ideal P of a lower BCK-semilattice X is said to be prime if it satisfies

(∀a, b ∈ X) (a ∧ b ∈ P ⇒ a ∈ P or b ∈ P ) . (2.7)
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We refer the reader to the books [2, 6] for further information regarding BCK/BCI-algebras.

3. Meet and plus ideals

In what follows, let X be a lower BCK-semilattice unless otherwise specified. For any

nonempty subsets A and B of X, we consider the set

K := {a ∧ b | a ∈ A, b ∈ B}
where a∧ b is the greatest lower bound of a and b. We say that K is the meet set based on A and

B. Note that A ∩B ⊆ K, but the reverse inclusion is not true as seen in the following example.

Example 3.1. (1) Consider a lower BCK-semilatticeX = {0, 1, 2, 3, 4} with the following Cayley

table.
∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 1 0 1

2 2 2 0 2 0

3 3 1 3 0 3

4 4 4 4 4 0

For A = {2, 3} and B = {1, 4}, we have

K := {a ∧ b | a ∈ A, b ∈ B} = {0, 1, 2} ⊈ A ∩B.

(2) Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} with the following Cayley table.

∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 0 1 1

2 2 1 0 2 2

3 3 3 3 0 3

4 4 4 4 4 0

For subsets A = {1, 2, 3} and B = {1, 3, 4} of X, we have

K := {a ∧ b | a ∈ A, b ∈ B} = {0, 1, 3} ⊈ {1, 3} = A ∩B.

The following example shows that the set K := {a ∧ b | a ∈ A, b ∈ B} may not be an ideal of

X for some subsets A and B of X.

Example 3.2. Let X = {0, 1, 2, 3, 4} be a lower BCK-semilattice in Example 3.1(1). For

A = {2, 3} and B = {1, 4}, we have

{a ∧ b | a ∈ A, b ∈ B} = {0, 1, 2},

which is not an ideal of X.

We provide conditions for the meet set K := {a ∧ b | a ∈ A, b ∈ B} based on A and B to be

an ideal.
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Theorem 3.3. If A and B are ideals of X, then so is the meet set

K := {a ∧ b | a ∈ A, b ∈ B}

based on A and B.

Proof. Obviously, 0 ∈ K. Let x ∈ K and y∗x ∈ K for x, y ∈ X. Then x = a∧b and y∗x = a′∧b′
where a, a′ ∈ A and b, b′ ∈ B. Since a∧ b ≤ a and A is an ideal, we have x = a∧ b ∈ A. Similarly,

we have

y ∗ x = a′ ∧ b′ ≤ a′ ∈ A.

Since A is an ideal of X, it follows that y ∈ A. By the similar way, we get y ∈ B. Therefore,

y = y ∧ y ∈ {a ∧ b | a ∈ A, b ∈ B} = K

and K is an ideal of X. □

Lemma 3.4 ([6]). For an ideal A of a BCK-algebra X, the following are equivalent.

(i) A is positive implicative.

(ii) (∀x, y ∈ X) ((x ∗ y) ∗ y ∈ A ⇒ x ∗ y ∈ A).

Lemma 3.5 ([6]). For an ideal A of a BCK-algebra X, the following are equivalent.

(i) A is commutative.

(ii) (∀x, y ∈ X) (x ∗ y ∈ A ⇒ x ∗ (y ∗ (y ∗ x)) ∈ A).

Lemma 3.6 ([6]). Let A be an ideal of a BCK-algebra X. Then A is implicative if and only if

A is both positive implicative and commutative.

Theorem 3.7. If A and B are positive implicative (resp., commutative, implicative) ideals of X,

then so is the meet set

K := {a ∧ b | a ∈ A, b ∈ B}
based on A and B.

Proof. Assume that A and B are positive implicative ideals of X. Then A and B are ideals of X,

and so the set K := {a ∧ b | a ∈ A, b ∈ B} is an ideal of X by Theorem 3.3. Let (x ∗ y) ∗ y ∈ K

for every x, y ∈ X. Then (x∗y)∗y = a∧ b for some a ∈ A and b ∈ B. Since a∧ b ≤ a and A is an

ideal, we have (x ∗ y) ∗ y ∈ A. Similarly, (x ∗ y) ∗ y ∈ B. Since A and B are positive implicative

ideals, it follows from Lemma 3.4 that x ∗ y ∈ A and x ∗ y ∈ B. Therefore

x ∗ y = (x ∗ y) ∧ (x ∗ y) ∈ {a ∧ b | a ∈ A, b ∈ B} = K,

and so K is a positive implicative ideal of X by Lemma 3.4.

Now suppose that A and B are commutative ideals of X. Then A and B are ideals of X, and

so the set K := {a ∧ b | a ∈ A, b ∈ B} is an ideal of X by Theorem 3.3. Let x ∗ y ∈ K for every

x, y ∈ X. Then x ∗ y = a ∧ b for some a ∈ A and b ∈ B. Since a ∧ b ≤ a and a ∧ b ≤ b, it follows
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that x ∗ y ∈ A∩B. Since A and B are commutative, we have x ∗ (y ∗ (y ∗ x)) ∈ A∩B by Lemma

3.5. Hence

x ∗ (y ∗ (y ∗ x)) = (x ∗ (y ∗ (y ∗ x))) ∧ (x ∗ (y ∗ (y ∗ x)))

∈ {a ∧ b | a ∈ A, b ∈ B} = K,

and therefore K is a commutative ideal if X.

Now, if A and B are implicative ideals of X, then they are both positive implicative and

commutative by Lemma 3.6. Thus K is both a positive implicative ideal and a commutative

ideal of X, and so it is an implicative ideal of X. □

Given two nonempty subsets A and B of X, we consider the ideal of X generated by the meet

set K := {a ∧ b | a ∈ A, b ∈ B} based on A and B.

Definition 3.8. For any nonempty subsets A and B of X, we denote

A ∧B := ⟨{a ∧ b | a ∈ A, b ∈ B}⟩

which is called the meet ideal of X generated by A and B. In this case, we say that the operation

“∧” is a meet operation. If A = {a}, then {a} ∧ B is denoted by a ∧ B. Also, if B = {b}, then

A ∧ {b} is denoted by A ∧ b.

Obviously, A ∧ B = B ∧ A for any nonempty subsets A and B of X. If A and B are ideals of

X, then

A ∧B = {a ∧ b | a ∈ A, b ∈ B}.

Example 3.9. For two subsets A = {2, 3} and B = {1, 4} of X in Example 3.1, the meet ideal

of X generated by A and B is A ∧B = ⟨{0, 1, 2}⟩ = {0, 1, 2, 3}.

For any nonempty subsets A,B and C of X, we have

A ⊆ B, A ⊆ C ⇒ A ⊆ B ∧ C. (3.1)

The following example shows that there are subsets A, B and C of X such that A ⊆ B and

A ⊆ C, but B ∧ C ⊈ A.

Example 3.10. Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} with the following Cayley

table.
∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 1 0 1

2 2 2 0 2 0

3 3 3 3 0 3

4 4 4 4 4 0

For subsets A = {0, 1}, B = {0, 1, 2, 3} and C = {0, 1, 2, 4} of X, we have
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B ∧ C = ⟨{b ∧ c | b ∈ B, c ∈ C}⟩ = {0, 1, 2} ⊈ {0, 1} = A.

Proposition 3.11. If A, B and C are ideals of X, then

A ∧ {0} = {0}. (3.2)

A ∧B = A ∩B. (3.3)

(A ∧B) ∧ C = A ∧ (B ∧ C) = {a ∧ b ∧ c | a ∈ A, b ∈ B, c ∈ C}. (3.4)

Proof. It is clear that A ∧ {0} = {0}. Using (3.1), we have A ∩ B ⊆ A ∧ B. Let x ∈ A ∧ B.

Then there exist a ∈ A and b ∈ B such that x = a ∧ b. Since a ∧ b ≤ a and a ∧ b ≤ b, we have

x ∈ A ∩B by (2.3). Hence A ∧B = A ∩B. The result (3.4) is straightforward. □

Corollary 3.12. If A, B and C are ideals of X, then the condition (3.1) is valid.

By Proposition 3.11, we know that for ideals A1, A2, · · · , An of X
n∧

i=1

Ai := A1 ∧ A2 ∧ · · · ∧ An

= {a1 ∧ a2 ∧ · · · ∧ an | a1 ∈ A1, a2 ∈ A2, · · · , an ∈ An}

=
n∩

i=1

Ai.

(3.5)

For any nonempty subsets A and B of X, denote by A + B the ideal generated by A ∪ B,

and is called the plus ideal of A and B. The operation “+” is called the addition. Obviously,

A,B ⊆ A+B, A+ {0} = A and A+B = B + A.

Example 3.13. Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} with the following Cayley

table.
∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 0 1 0

2 2 2 0 2 2

3 3 3 3 0 3

4 4 4 4 4 0

For subsets A = {1, 3} and B = {2} of X, we have

A+B = ⟨A ∪B⟩ = {0, 1, 2, 3},

which is a plus ideal of X.

Proposition 3.14. For any nonempty subsets A and B of X, we have A ∧B ⊆ A+B.

Proof. If x ∈ A ∧B, then there exists z1, z2, · · · , zn ∈ {a ∧ b | a ∈ A, b ∈ B} such that

(· · · ((x ∗ z1) ∗ z2) ∗ · · · ) ∗ zn = 0. (3.6)
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For each i ∈ {1, 2, · · · , n}, we have zi = ai ∧ bi where ai ∈ A and bi ∈ B. Thus

ai ∧ bi ≤ ai ∈ A ⊆ A ∪B ⊆ A+B,

and so zi ∈ A+B for all i ∈ {1, 2, · · · , n}. Since 0 ∈ A+B, it follows from (3.6) and (2.2) that

x ∈ A+B. Hence A ∧B ⊆ A+B. □

Given two nonempty subsets A and B of X, we note that every ideal I of X is represented by

the meet ideal based on some A and B, and every ideal J of X is represented by the plus ideal of

A and B. But we know that they are different, that is, I ̸= J in general as seen in the following

example.

Example 3.15. Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} with the following Cayley

table.
∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 0 1 0

2 2 2 0 2 2

3 3 3 3 0 3

4 4 4 4 4 0

For two subsets A = {1} and B = {2, 3} of X, the ideal I = {0, 1} is represented by the meet

ideal based on A and B as follows

I = ⟨A ∧B⟩ = ⟨{0, 1}⟩ = {0, 1}.

Also the ideal J = {0, 1, 2, 3} is represented by the plus ideal of A and B as follows:

J = A+B = ⟨A ∪B⟩ = ⟨{1, 2, 3}⟩ = {0, 1, 2, 3}.

We know that I ̸= J .

The following example shows that the reverse inclusion in Proposition 3.14 is not true in

general.

Example 3.16. Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} which is given in Example

3.13. For subsets A = {1, 2} and B = {1, 3} of X, we have

A ∧B = ⟨{0, 1}⟩ = {0, 1}

and

A+B = ⟨{1, 2, 3}⟩ = {0, 1, 2, 3}.
Thus A+B ⊈ A ∧B.

For any nonempty subsets A, B and C of X, consider the following condition.

A ⊆ C, B ⊆ C ⇒ A+B ⊆ C. (3.7)

The following example shows that the condition (3.7) is not valid in general.
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Example 3.17. Consider a lower BCK-semilattice X = {0, 1, 2, 3, 4} with the following Cayley

table.
∗ 0 1 2 3 4

0 0 0 0 0 0

1 1 0 0 1 1

2 2 2 0 2 2

3 3 3 3 0 3

4 4 4 4 4 0

For subsets A = {1, 3}, B = {2, 3} and C = {1, 2, 3} of X, we have

A+B = ⟨A ∪B⟩ = {0, 1, 2, 3} ⊈ C.

We provide conditions for the implication (3.7) to be hold.

Proposition 3.18. If A and B are nonempty subsets of X and C is an ideal of X, then the

implication (3.7) is valid.

Proof. Let A and B be subsets of X and C be an ideal of X such that A ⊆ C and B ⊆ C. If

x ∈ A+B, then

(· · · ((x ∗ z1) ∗ z2) ∗ · · · ) ∗ zn = 0 (3.8)

for some z1, z2, · · · , zn ∈ A ∪ B. It follows that zi ∈ C for all i = 1, 2, · · · , n and 0 ∈ C. Since C

is an ideal of X, it follows from (3.8) and (2.2) that x ∈ C. Therefore A+B ⊆ C. □

Let A be an ideal of a BCI-algebra X and S be a subset of X with a nilpotent element. Then

x ∈ ⟨A ∪ S⟩ if and only if (· · · ((x ∗ s1) ∗ s2) ∗ · · · ) ∗ sn ∈ A

for some s1, s2, · · · , sn ∈ S (see [2]). Since every element of a BCK-algebra is nilpotent, we can

apply the result above to BCK-algebras as follows.

Lemma 3.19. Let A an ideal of a BCK-algebra X. For any subset S of X, we have

x ∈ ⟨A ∪ S⟩ if and only if (· · · ((x ∗ s1) ∗ s2) ∗ · · · ) ∗ sn ∈ A

for some s1, s2, · · · , sn ∈ S.

Lemma 3.20 ([2]). Let X be a commutative BCK-algebra and x, y, z ∈ X. Then

(x ∧ y) ∗ (x ∧ z) = (x ∧ y) ∗ z.

Theorem 3.21. For any ideals A, B and C of a commutative BCK-algebra X, we have

A ∧ (B + C) = (A ∧B) + (A ∧ C) and (B + C) ∧ A = (B ∧ A) + (C ∧ A).

Proof. Note that A ∧B ⊆ A and A ∧B ⊆ B ⊆ B + C. It follows from (3.1) that

A ∧B ⊆ A ∧ (B + C).

Similarly A ∧ C ⊆ A ∧ (B + C), and thus
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(A ∧B) + (A ∧ C) ⊆ A ∧ (B + C)

by Proposition 3.18. Now let x ∈ A∧ (B +C). Then x = a∧ z for some a ∈ A and z ∈ B +C =

⟨B ∪ C⟩. It follows from Lemma 3.19 that there exist c1, c2, · · · , cn ∈ C such that

(· · · ((z ∗ c1) ∗ c2) ∗ · · · ) ∗ cn ∈ B. (3.9)

Note that a ∧ c1, a ∧ c2, · · · , a ∧ cn ∈ A ∧ C. Using Lemma 3.20 and (a3) induces

((a ∧ z) ∗ (a ∧ c1)) ∗ (a ∧ c2) = ((a ∧ z) ∗ c1) ∗ (a ∧ c2)
= ((a ∧ z) ∗ (a ∧ c2)) ∗ c1
= ((a ∧ z) ∗ c2) ∗ c1
= ((a ∧ z) ∗ c1) ∗ c2

which implies from Lemma 3.20 and (a3) again that

(((a ∧ z) ∗ (a ∧ c1)) ∗ (a ∧ c2)) ∗ (a ∧ c3)
= (((a ∧ z) ∗ c1) ∗ c2) ∗ (a ∧ c3)
= (((a ∧ z) ∗ (a ∧ c3)) ∗ c1) ∗ c2
= (((a ∧ z) ∗ c3) ∗ c1) ∗ c2
= (((a ∧ z) ∗ c1) ∗ c2) ∗ c3.

By the mathematical induction, we conclude that

(· · · (((a ∧ z) ∗ (a ∧ c1)) ∗ (a ∧ c2)) ∗ · · · ) ∗ (a ∧ cn)

= (· · · (((a ∧ z) ∗ c1) ∗ c2) ∗ · · · ) ∗ cn.
(3.10)

The inequality a ∧ z ≤ z implies from (a2) that

(· · · (((a ∧ z) ∗ c1) ∗ c2) ∗ · · · ) ∗ cn ≤ (· · · ((z ∗ c1) ∗ c2) ∗ · · · ) ∗ cn. (3.11)

Since (· · · ((z ∗ c1)) ∗ c2) ∗ · · · ) ∗ cn ∈ B and B is an ideal, it follows from (2.3) that

(· · · (((a ∧ z) ∗ c1) ∗ c2) ∗ · · · ) ∗ cn ∈ B. (3.12)

Note that (· · · (((a ∧ z) ∗ c1) ∗ c2) ∗ · · · ) ∗ cn ≤ a ∧ z ≤ a and a ∈ A, and so

(· · · (((a ∧ z) ∗ c1) ∗ c2) ∗ · · · ) ∗ cn ∈ A. (3.13)

Combining (3.10), (3.12) and (3.13), we have

(· · · (((a ∧ z) ∗ (a ∧ c1)) ∗ (a ∧ c2)) ∗ · · · ) ∗ (a ∧ cn) ∈ A ∧B. (3.14)

Since a ∧ c1, a ∧ c2, · · · , a ∧ cn ∈ A ∧ C, it follows from Lemma 3.20 that

x = a ∧ z ∈ ⟨(A ∧B) ∪ (A ∧ C)⟩ = (A ∧B) + (A ∧ C). (3.15)

Consequently A∧(B+C) = (A∧B)+(A∧C). Similarly we have (B+C)∧A = (B∧A)+(C∧A). □
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Through our discussion above, we make a semiring as follows.

Theorem 3.22. Let I(X) be the set of all ideals of a commutative BCK-algebra X. Then

(I(X),+,∧) is a semiring, that is, two operations + and ∧ are associative on I(X) such that

(i) addition + is a commutative operation,

(ii) there exist {0} ∈ I(X) such that A + {0} = A and A ∧ {0} = {0} ∧ A = {0} for each

A ∈ I(X), and

(iii) the meet operation ∧ distributes over addition (+) both from the left and from the right.
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Abstract

In this paper, we investigate some properties of solutions of some types of q-shift
difference differential equations. In addition, we also generalize the Rellich-Wittich-
type theorem about differential equations to the case of q-shift difference differential
equations. Moreover, we give some example to show the existence and growth of
some q-shift difference differential equations.
Key words: q-shift; difference differential equation; zero order.
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1 Introduction and Some Results

The main purpose of this paper is to investigate some properties of solutions of some
q-shift difference differential equations by using Nevanlinna theory in the fields of com-
plex analysis. Thus, we firstly assume that readers are familiar with the basic results
and the notations of the Nevanlinna value distribution theory of meromorphic func-
tions such as m(r, f), N(r, f), T (r, f), · · · , (see Hayman [15], Yang [33] and Yi and
Yang [34]). For a meromorphic function f , we use S(r, f) to denote any quantity sat-
isfying S(r, f) = o(T (r, f)) for all r outside a possible exceptional set of finite loga-
rithmic measure, S(f) denotes the family of all meromorphic function a(z) such that
T (r, a) = S(r, f) = o(T (r, f)), where r → ∞ outside of a possible exceptional set of
finite logarithmic measure. Besides, we use S1(r, f) to denote any quantity satisfying
S1(r, f) = o(T (r, f)) for all r on a set F of logarithmic density 1, the logarithmic density
of a set F is defined by

lim sup
r→∞

1

log r

∫
[1,r]∩F

1

t
dt.

For convenience, we claim that the set F of logarithmic density can be not necessarily
the same at each occurrence.

∗The author was supported by the NSF of China (11561033), the Natural Science Foundation of
Jiangxi Province in China (20151BAB201008), and the Foundation of Education Department of Jiangxi
Province (GJJ150902) of China.
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About forty years ago, F. Rellich, H. Wittich and I. Laine investigated the existence
or growth of solutions of some differential equations (see [17, 18, 20, 22]) and obtained
the following results.

Theorem 1.1 (see [17, Rellich]). Let the differential equation be the following form

w′(z) = f(w), (1)

If f(w) is transcendental meromorphic function of w, then equation (1) has no non-
constant entire solution.

Theorem 1.2 (see [26, Wittich]). Let

Φ(z, w) =
∑

a(i)(z)w
i0(w′)i1 · · · (w(n))in

be differential polynomial, with coefficients a(i)(z) are polynomials of z. If the right-hand
side of the differential equation

Φ(z, w) = f(w), (2)

f(w) is the transcendental meromorphic function of w, then equation (2) has no non-
constant entire solution.

Remark 1.1 H. Wittich [26] studied the more general differential equation than equation
(1).

Later, Yanagihara and Shimomura extended the above type theorem to the case of
difference equations (see [25, 31, 32]), and obtained the following two results

Theorem 1.3 (see [25, Shimomura]). For any non-constant polynomial P (w), the dif-
ference equation

w(z + 1) = P (w(z))

has a non-trivial entire solution.

Theorem 1.4 (see [31, Yanagihara]). For any non-constant rational function R(w), the
difference equation

w(z + 1) = R(w(z))

has a non-trivial meromorphic solution in the complex plane.

After theirs work, by using Nevanlinna theory in complex difference equations (see
[1, 3, 7, 8, 11, 12, 14]), many mathematicians have done a lot of researches in difference
equations, difference product and q-difference in the complex plane C, there were a
number of articles (including [5, 13, 16, 19, 24, 36]) focused on the existence and growth of
solutions of difference equations. In addition, K. Liu, H.Y. Xu and X. G. Qi investigated
some properties of complex q-shift difference equations [23, 24, 28]. Inspired by these
papers, the purpose of this paper is to study the above Rellich-Wittich-type theorem of
q-shift difference differential equation.

956

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Hua Wang 955-966



Definition 1.1 We call the equation as q-shift difference differential equation if a equa-
tion contains the q-shift term f(z+c), q-difference term f(qz) and differential term f ′(z)
of one function f(z) at the same time.

We consider the q-shift difference differential equation of the form

Ω(z, w) :=
∑
J

aJ(z)
n∏
j=1

(
w(j)(qjz + cj)

ij
)

= Ps[f(w)], (3)

where aJ(z) are polynomials of z and qj , cj ∈ C \ {0}, Pm[f ] is a polynomial of f of
degree m,

Pm[f ] = dm(z)fm + dm−1(z)fm−1 + · · ·+ d0(z),

and dm(z), . . . , d0(z) are polynomials of z, and obtain the following results.

Theorem 1.5 For equation (3), if s ≥ 1 and f is a transcendental meromorphic func-
tion, then equation (3) has no non-constant transcendental entire solution with zero order.

Theorem 1.6 Under the assumptions of Theorem 1.5, the q-shift difference differential
equation ∑

J

aJ(z)

n∏
j=1

(w(j)(qjz + cj))
ij =

Ps[f(w)]

Qt[f(w)]
,

has no non-constant transcendental entire solution with zero order, where s ≥ 1, and
Ps[f ] and Qt[f ] are irreducible polynomials in f .

In 2012, Beardon [4] studied entire solutions of the generalized functional equation

f(qz) = qf(z)f ′(z), f(0) = 0, (4)

where q is a non-zero complex number. Beardon [4] obtained the main theorem as follows.

Theorem 1.7 [4]. Any transcendental solution f of equation (4) is of the form

f(z) = z + z(bzp + · · · ),

where p is a positive integer, b 6= 0 and q ∈ Kp. In particular, if q 6∈ K, then the only
formal solutions of (4) are O and I, where K,Kp,O and I were stated as in [4].

In 2013, Zhang [35] further the growth of solutions of equation (4) and obtained the
following theorem

Theorem 1.8 [35, Theorem 1.1]. Suppose that f is a transcendental solution of (4) for
q ∈ K, then we have

ρ(f) ≤ log 2

log |q|
,

where

ρ(f) = lim sup
r→+∞

log T (r, f)

log r
,

where K is stated as in Theorem 1.7.
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Inspired by the ideas of Xu [27, 30] and Beardon [4], we investigate the growth of
solutions of some q-shift difference differential equations and obtain the following results.

Theorem 1.9 Suppose that f is a solution of

f(qz + c) = ηf(z)f ′(z), (5)

where q, c, η ∈ C \ {0} and |q| > 1. If f is a transcendental entire function, then we have

ρ(f) ≤ log 2

log |q|
.

Furthermore, if f is a polynomial, then f is a polynomial of degree 1, that is, f(z) =
a1z + a0, where

a1 =
q

η
, a0 =

qc

η(1 + q)
.

The following example shows that equation (5) had a transcendental entire solution.

Example 1.1 Let q = 2, c = 2π and η = 2. Then f(z) = sin z satisfies equation

f(2z + 2π) = 2f(z)f ′(z),

and

ρ(f) = 1 =
log 2

log 2
.

We also investigate the existence and growth of solutions of equation (5) when the
constant η in equation (5) is replaced by a function, and obtain the following result.

Theorem 1.10 Let f be a transcendental solution of equation

f(qz + c)n = R(z)f(z)[f (j)(z)]s, (6)

where q, c,∈ C and |q| > 1, n, j, s are positive integers and R(z) is rational function in
z. If f is an entire function, then n ≤ s+ 1 and

ρ(f) ≤ log(s+ 1)− log n

log |q|
.

Furthermore, if n = 1 and f is a meromorphic function with infinitely many poles, then
we have

log(s+ 1)

log |q|
≤ µ(f) ≤ ρ(f) ≤ log(sj + s+ 1)

log |q|
.

The following example shows that equation (6) has transcendental entire and mero-
morphic solutions.

Example 1.2 Let q = 2, c = 2πi, n = 1 and s = 1, then f(z) = zez satisfies system

f(2z + 2πi) =
2z + 2πi

z(z + 1)
f(z)f ′(z).

and

ρ(f) = 1 ≤ log 2

log 2
.
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Example 1.3 Let q = 2, c = πi, n = 1 and s = 1, then f(z) = e2z

z2 satisfies equation

f(2z + 2πi) =
z5

(2z − 2)(2z + 2πi)2
f(z)f ′(z),

and
log 2

log 2
= 1 ≤ µ(f) = ρ(f) = 1 ≤ log 3

log 2
.

Theorem 1.11 Let f be a transcendental solution of the equation

f(qz + c)n = ϕ(z)f(z)[f (j)(z)]s, (7)

where q, c,∈ C and |q| > 1, n, j, s are positive integers and ϕ(z) is a small function with
respect of f . If f is a meromorphic function with N(r, f) = S(r, f), then n < s+ 1 and
f satisfies

ρ(f) ≤ log(s+ 1)− log n

log |q|
.

Furthermore, if n = 1 and f has infinitely many poles, and the number of distinct common
poles of f and 1

ϕ is finite, then we have

ρ(f) =
log(s+ 1)

log |q|
.

The following example shows that equation (7) has transcendental meromorphic so-

lution f with the order ρ(f) = log(s+1)
log |q| .

Example 1.4 Let n = j = s = 1 and q =
√

2, c = 1
2
√
2

, then f(z) = ez
2

satisfies
equation

f(2z +
1

2
√

2
) =

1

2z
e

1
8 ezf(z)f ′(z).

Thus, ϕ(z) = 1
2z e

1
8 ez with T (r, ϕ) = S(r, f) and the order of f(z) satisfies

ρ(f) = 2 =
log 2− log 1

1
2 log 2

.

2 Some Lemmas

Lemma 2.1 (Valiron-Mohon’ko). [18] Let f(z) be a meromorphic function. Then for
all irreducible rational functions in f ,

R(z, f(z)) =

∑m
i=0 ai(z)f(z)i∑n
j=0 bj(z)f(z)j

,

with meromorphic coefficients ai(z), bj(z), the characteristic function of R(z, f(z)) sat-
isfies

T (r,R(z, f(z))) = dT (r, f) +O(Ψ(r)),

where d = max{m,n} and Ψ(r) = maxi,j{T (r, ai), T (r, bj)}.
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Lemma 2.2 (see [23]). Let f(z) be a nonconstant zero-order meromorphic function and
q ∈ C \ {0}. Then

m

(
r,
f(qz + η)

f(z)

)
= S1(r, f).

Lemma 2.3 (see [28]). Let f(z) be a transcendental meromorphic function of zero order
and q, η be two nonzero complex constants. Then

T (r, f(qz + η)) = T (r, f(z)) + S1(r, f), N(r, f(qz + η)) ≤ N(r, f) + S1(r, f).

Lemma 2.4 (see [34, p.37] or [33]). Let f(z) be a nonconstant meromorphic function
in the complex plane and l be a positive integer. Then

N(r, f (l)) = N(r, f) + lN(r, f), T (r, f (l)) ≤ T (r, f) + lN(r, f) + S(r, f).

Lemma 2.5 Let q, c ∈ C \ {0} and f(z) be a nonconstant meromorphic function with
zero order. Then for any positive finite integer k, we have

m

(
r,
f (k)(qz + c)

f(z)

)
= S1(r, f),

and
m
(
r, f (k)(qz + c)

)
≤ m(r, f) + S1(r, f).

Proof: It follows from Lemma 2.2 that

m

(
r,
f (k)(qz + c)

f(z)

)
≤ m

(
r,
f (k)(qz + c)

f(qz + c)

)
+m

(
r,
f(qz + c)

f(z)

)
= S1(r, f).

Moreover, we have

m
(
r, f (k)(qz + c)

)
= m

(
r,
f (k)(qz + c)

f(z)
f(z)

)
≤ m(r, f) + S1(r, f).

This completes the proof of Lemma 2.5. 2

Lemma 2.6 (see [11]). Let Φ : (1,∞)→ (0,∞) be a monotone increasing function, and
let f be a nonconstant meromorphic function. If for some real constant α ∈ (0, 1), there
exist real constants K1 > 0 and K2 ≥ 1 such that

T (r, f) ≤ K1Φ(αr) +K2T (αr, f) + S(αr, f),

then the order of growth of f satisfies

ρ(f) ≤ logK2

− logα
+ lim sup

r→+∞

log Φ(r)

log r
.

Lemma 2.7 (see [9]). Let f(z) be a transcendental meromorphic function and p(z) =
pkz

k + pk−1z
k−1 + · · · + p1z + p0 be a complex polynomial of degree k > 0. For given

0 < δ < |pk|, let λ = |pk|+ δ, µ = |pk| − δ, then for given ε > 0 and for r large enough,

(1− ε)T (µrk, f) ≤ T (r, f ◦ p) ≤ (1 + ε)T (λrk, f).
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Lemma 2.8 (see [2, 10] or [6]). Let g : (0,+∞) → R, h : (0,+∞) → R be monotone
increasing functions such that g(r) ≤ h(r) outside of an exceptional set E with finite
linear measure, or g(r) ≤ h(r), r 6∈ H ∪ (0, 1], where H ⊂ (1,∞) is a set of finite
logarithmic measure. Then, for any α > 1, there exists r0 such that g(r) ≤ h(αr) for all
r ≥ r0.

3 Proofs of Theorems 1.5 and 1.6

3.1 The proof of Theorem 1.5

Suppose that w be non-constant entire solution of equation (3) with zero order. Let
E1 = {z : |w(z)| > 1} and E2 = {z : |w(z)| ≤ 1}, then we have

|Ω(z, w)| =

∣∣∣∣∣∑
J

aJ(z)(w(z))λi

(
w′(q1z + c1)

w(z)

)i1
· · ·
(
w′(qn1

z + cn1
)

w(z)

)in1

∣∣∣∣∣
≤

 |w(z)|λ
∑
J |aJ(z)|

∣∣∣w′(q1z+c1)w(z)

∣∣∣i1 · · · ∣∣∣w′(qn1
z+cn1

)

w(z)

∣∣∣in1

, if z ∈ E1,∑
J |aJ(z)|

∣∣∣w′(q1z+c1)w(z)

∣∣∣i1 · · · ∣∣∣w′(qn1
z+cn1

)

w(z)

∣∣∣in1

, if z ∈ E2,

where λ = max{λi}, λi = i1 + · · ·+ in1 . It follows from Lemma 2.2 and Lemma 2.5 that

m(r,Ω(z, w)) =
1

2π

(∫
E1

+

∫
E2

)
log+ |Ω(z, w)|dθ ≤ λm(r, w) + S1(r, w).

And since w(z) is a non-constant entire function, we have N(r, w) = 0. Thus, we have
N(r,Ω(z, w)) = 0 and

T (r,Ω) = m(r,Ω) ≤ λm(r, w) + S1(r, w) = λT (r, w) + S1(r, w). (8)

Since Ps[f(w)] is a polynomial of f(w), we can take a complex constant α such that

Ps[f(w)]− α = [f(w)− α1] · · · [f(w)− αs],

where α1, . . . , αs are complex constants, and there at least exists a constant β ∈
{α1, . . . , αs}, which is not a Picard exceptional value of f(w). Let ξj , j = 1, 2, . . . , p be
the zeros of f(w)− β, where p is an any positive integer with p ≥ 1. Then it follows

p∑
j=1

N(r,
1

w − ξj
) ≤ N(r,

1

f(w)− β
) ≤ N(r,

1

Ps[f(w)]− α
). (9)
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Thus, by using the second main theorem and (8), (9), we can get that

(p− 2)T (r, w) ≤
p∑
j=1

N(r,
1

w − ξj
) + S(r, w)

≤ N(r,
1

Ps[f(w)]− α
) + S(r, w)

≤ T (r, Ps[f(w)]) + S(r, w)

≤ T (r,Ω(z, w)) + S(r, w)

≤ λT (r, w) + S1(r, w). (10)

It follows from (8) and (10) that

(p− 2− λ)T (r, w) ≤ S1(r, w). (11)

Since w is transcendental and p is arbitrary, we can get a contradiction with (11). Hence,
we complete the proof of Theorem 1.5.

3.2 The proof of Theorem 1.6

By using the same argument as in Theorem 1.5, and applying Lemma 2.1, we can prove
the conclusion of Theorem 1.6 easily.

4 The proof of Theorem 1.9

Suppose that f is a solution of (5). If f is a polynomial of degree m ≥ 1, let

f(z) = amz
m + am−1z

m−1 + · · ·+ a0,

where am, . . . , a0 are complex constants. From (5), we have

am(qz + c)m + am−1(qz + c)m−1 + · · ·+ a0

=η(amz
m + am−1z

m−1 + · · ·+ a0)[mamz
m−1 + (m− 1)am−1z

m−1 + · · ·+ a1]. (12)

By computing the degree of two sides in z in (12), we can get that m = 2m− 1, that is,
m = 1. Thus, f(z) can be rewritten as f(z) = a1z + a0. It follows

a1(qz + c) + a0 = η(a1z + a0)a1,

that is,
a1q = ηa21, a1c+ a0 = ηa1a0.

Thus, we have a1 = q
η , a0 = qc

η(1+q) .

If f is a transcendental entire function, from Lemma 2.4, we have

T (r, f(qz + c)) ≤ 2T (r, f) + S(r, f) ≤ 2(1 + ε)T (βr, f), (13)
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for sufficiently large r and any given β > 1, ε > 0. By Lemma 2.7 and (13), for θ =
|q| − δ(0 < δ < |q|, 0 < θ < 1), i = 1, 2 and sufficiently larger r, we get

(1− ε)T (θr, f) ≤ 2(1 + ε)T (βr, f),

outside of a possible exceptional set E of finite linear measure. From Lemma 2.8, for any
given γ > 1 and sufficiently large r, we obtain

(1− ε)T (θr, f) ≤ 2(1 + ε)T (γβr, f). (14)

that is,

(1− ε)
2(1 + ε)

T (r, f) ≤ T
(
βγ

θ
r, f

)
. (15)

Since |q| > 1, we can choose δ > 0 such that θ > 1, and let ε→ 0, δ → 0, β → 1, γ → 1,
and for sufficiently large r, by Lemma 2.6, we have

ρ(f) ≤ log 2

log |q|
.

Thus, this completes the proof of Theorem 1.9.

5 Proofs of Theorems 1.10 and 1.11

5.1 The Proof of Theorem 1.10

Since R(z) is a rational function, then we have T (r,R(z)) = O(log r). If f is a tran-
scendental entire function, similar to the argument as in Theorem 1.9, we can get

ρ(f) ≤ log(s+1)−logn
log |q| easily.

If f is a meromorphic function, by Lemma 2.1 and Lemma 2.4, it follows from (6)
that

T (r, f(qz + c)) ≤ sj + s+ 1

n
T (r, f(z)) + S(r, f).

Since |q| > 1, by Lemma 2.7 and using the same argument as in Theorem 1.9, we have

ρ(f) ≤ log(sj+s+1)−logn
log |q| .

Suppose that n = 1. Since R(z) is a rational function, we can choose a sufficiently
large constant R(> 0) such that R(z) has no zeros or poles in {z ∈ C : |z| > R}. Since
f has infinitely many poles, we can choose a pole z0 of f of multiplicity τ ≥ 1 satisfying
|z0| > R. Thus, it follows that the right side of the equation (6) has a pole of multiplicity
τ1 = (s + 1)τ + sj at z0, and f has a pole of multiplicity τ1 at qz0 + c. Replacing z by
qz0 + c in equation (6), we have that f has a pole of multiplicity τ2 = (s+ 1)τ1 + sj at
q2z0 + qc + c. We proceed to follow the step above. Since R(z) has no zeros or poles
in {z ∈ C : |z| > R} and f has infinitely many poles again, we may construct poles
ζk = qkz0 + qk−1c+ · · ·+ c,k ∈ N+ of f of multiplicity τk satisfying

τk = (s+ 1)τk−1 + sj = (s+ 1)kτ + sj[(s+ 1)k−1 + · · ·+ 1],
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as k → ∞, k ∈ N. Since |q| > 1, then |ζk| → ∞ as k → ∞, for sufficiently large k, we
have

τ(s+ 1)k ≤ (τ + j)(s+ 1)k − j = τk ≤ τ + τ1 + · · ·+ τk ≤ n(|ζk|, f) (16)

≤ n(|q|k|z0|+ |C|(|q|k−1 + · · ·+ |q|+ 1), f).

Thus, for each sufficiently large r, there exists a k ∈ N+ such that

r ∈ [|q|k|z0|+ |C|
k−1∑
i=0

|q|i, |q|(k+1)|z0|+ |C|
k∑
i=0

|q|i),

that is,

k >
log r − log(|z0|+ |c|

|q|−1 )− log |c|
|q|−1 − log |q|

log |q|
. (17)

Thus, it follows from (17) that

n(r, f) ≥ τ(s+ 1)k ≥ K1(s+ 1)
log r
log |q| , (18)

where

K1 = τ(s+ 1)
− log(|z0|+

|c|
|q|−1

)−log
|c|
|q|−1

−log |q|

log |q| .

Since for all r ≥ r0,

K1(s+ 1)
log r
log |q| ≤ n(r, f) ≤ 1

log 2
N(2r, f) ≤ 1

log 2
T (2r, f),

it follows from (18) that

ρ(f) ≥ µ(f) ≥ log(s+ 1)

log |q|
.

Thus, this completes the proof of Theorem 1.10.

5.2 The proof of Theorem 1.11

By using the same argument as in Theorem 1.10, we can prove the conclusion of Theorem
1.11 easily.
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Numerical method for solving inequality constrained matrix
operator minimization problemI
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Abstract

In this paper, we considered a matrix inequality constrained linear matrix operator minimization problems
with a particular structure, some of whose reduced versions can be applicable to image restoration. We
present an efficient iteration method to solve this problem. The approach belongs to the category of Powell-
Hestense-Rockafellar augmented Lagrangian method, and combines a nonmonotone projected gradient type
method to minimize the augmented Lagrangian function at each iteration. Several propositions and one the-
orem on the convergence of the proposed algorithm were established. Numerical experiments are performed
to illustrate the feasibility and efficiency of the proposed algorithm, including when the algorithm is test-
ed with randomly generated data and on image restoration problems with some special symmetry pattern
images.

Key words:
matrix equation, matrix minimization problem, matrix inequality, augmented lagrangian method, image
restoration.
2000 MSC: 65F30, 65H15, 15A24

1. Introduction

Let m, n, l1, s1, l2, s2 be positive integers. Let A(X; A1, · · · , Ap) be a linear mapping from Rm×n onto
Rl1×s1 and G(X; E1, · · · , Eq) be a linear mapping from Rm×n onto Rl2×s2 , where Ai (i = 1, . . . , p) and E j

( j = 1, . . . , q) with suitable sizes are the parameter matrices. In this paper we are interested in solving the
following constrained matrix minimization problem

minimize
1
2

∥∥∥∥A(
X; A1, · · · , Ap

)
−C

∥∥∥∥2

subject to X ∈ S
L ≤ G

(
X; E1, · · · , Eq

)
≤ U.

(1.1)

where ‖ · ‖ denotes the Frobenius norm, the symbol ≥ means nonnegative, the set S ⊆ Rm×n shows the
constraint, C ∈ Rl1×s1 and L,U ∈ Rl2×s2 are given matrices. In general, S ⊆ Rm×n is a linear space
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possessing special structures, such as symmetry/skew-symmetry, centrosymmetry/centro skew-symmetry,
mirror-symmetry/mirror-skew-symmetry, P-commuting symmetry/ skew-symmetry with respect to a given
symmetric matrix P, Toeplitz matrix and so on. It is obvious that the linear operator equation in (1.1) is quite
general and includes several linear matrix equations such as the Lyapunov and Sylvester matrix equations
which are shown in Table 1. For an instant, the Lyapunov matrix equation

AT
1 XA2 + AT

2 XA1 = −C

is equivalent to the linear operator equation in (1.1), if we define the operatorA as:

A : X → AT
1 XA2 + AT

2 XA1.

Table 1: One-sided and two-sided Lyapunov and Sylvester matrix equations.

Name Matrix equation
Continuous-time (CT) Lyapunov A1X + XAT

1 + BBT = 0
Generalized continuous-time (CT) Lyapunov AT

1 XA2 + AT
2 XA1 = −C

Generalized discrete-time (CT) Lyapunov AT
1 XA1 + AT

2 XA2 = −C
Continuous-time (CT) Sylvester A1X + XA2 = C

Discrete-time (DT) Sylvester A1XAT
2 + X = C

Generalized Sylvester A1XAT
2 + A3XAT

4 = C

Throughout we always assume that the matrix operator inequality in model (1.1) is consistent with
these given matrices E j, L,U and unknown X ∈ S, then we known that the solution set of Problem (1.1) is
nonempty.

The interest that we have in this problem stems from the following reasons. Firstly, by using the vec
operator vec(.) and the Kronecker produc ⊗, the model (1.1) can be equivalently rewritten as the convex
linearly constrained quadratic programming(LCQP) in the vector-form

minimize f (x) =
1
2

xT Qx + gT x + c

subject to l ≤ Gx ≤ u,
(1.2)

where
Q = PT MT MP, g = −PT MT vec(C), c =

1
2

vec(C)T vec(C) (1.3)

and
Px = vec(X), l = vec(L), u = vec(U). (1.4)

The matrices M and G are the Kronecker product of the parameter matrices {Ai}
p
i=1 and {E j}

q
j=1 which satis-

fies vec(A(X; A1, . . . , Ap)) = Mvec(X) and vec(G(X; E1, . . . , Eq)) = Gvec(X), respectively. Specifically, in
(1.3)-(1.4), P is the matrix that characterizes the elements X ∈ S by vec(X) = Px in terms of its indepen-
dent parameter vector x of X[18]. In theory, the model (1.2) can be solved by some classical optimization
methods, such as interior point method, active set method, trust region method, Newton method, and other
available methods. In particular, Delbos F. in [2] considered the vector LCQP(1.2) by using an augmented
Lagrangian method and given a global linear convergence of the proposed algorithm. However, using this
transformation will on the one hand destroy the original structure of the unknown matrix X ∈ S if the linear

2
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subspace S has some special symmetrical structure. On the other hand, using this transformation will result
in a coefficient matrix in large scale, and then increase computational complexity and storage requirement.
Indeed, taking l = m = n = s = p = q = 200 in (1.1), then the matrices Q and G in the transformed model
(1.2) have sizes of about 40000 × 40000. For these reasons, it cannot be a practicable method for solving
Problem (1.1) by the vec operator and the Kronecker produc if the system scale is large. In this paper we
will consider directly from the perspective of matrices.

Secondly, various simplified versions of Problem (1.1) have been studied extensively. If we drop the
matrix inequality constraint, then Problem (1.1) is reduced to the minimization problem with special struc-
tures. Methods proposed for solving such problems can be broadly classified into two classes, including
factorization techniques for small size problems, based on the special structure of the linear subspace S that
produce a low-dimensional problems that are then solved using direct methods[3, 4, 5, 6, 7, 8, 9, 10, 11],
and iterative schemes, for large-scale problems, based on Krylov subspace-type methods, such as the well-
known Jacobi and Gauss-Seidel iterations[12, 13], the conjugate gradient-type methods[14, 15] and the least
squares QR(LSQR) methods[16, 17, 18] and so on. On the other hand, if we simplify the general matrix
inequality constraint in (1.1) into the nonnegative constraint X ≥ 0 or the bound constraint L ≤ X ≤ U, then
the similar problem has been studied with Dykstra’s alternating projection algorithm[19, 20] and spectral
projection gradient method[21]. In particular, Problem (1.1) can be regarded as a natural generalization
of the problems in [21, 22, 23]. The authors in [21] considered the following constrained minimization
problem

Minimize
∥∥∥∥ q∑

i=1

AiXBi −C
∥∥∥∥2

subject to X ∈ Ω = {X ∈ Rm×n : L ≤ X ≤ U}. (1.5)

They propose a globalized variants projected gradient method and apply the left and right preconditioning
strategies to solve (1.5). While the authors in [22, 23] devoted to solve the matrix equation AX = B or
minimize ‖AX − B‖ with special structures under the constraint CXD ≥ E, respectively. The problems
considered in [22] and [23] can be transformed into least nonnegative correction problems based on the
fact that close-form optimal solutions of AX = B or minimizing ‖AX − B‖ with special structures can
be readily derived, and then some fixed point-like algorithms can be applied to solve these transformed
problems. However, all these previous ideas show difficulties when dealing with the Problem (1.1), due to
the generalization of the objection function and the matrix operator inequality, so that either the projection
onto the set {X ∈ Rm×n|L ≤ G(X) ≤ U} is not available, or a close-form optimal solution of minimizing the
objection function in (1.1) with X ∈ S is not tractable.

Thirdly, we consider the application of the model (1.1) in image restoration. In fact, the authors in
[21, 24] consider the problem of image restoration, combined with a Tikhonov regularization term, as a
convex constrained minimization problem by use a Kronecker decomposition of the blurring matrix and the
Tikhonov regularization matrix. And then they propose and show the effectiveness of their approaches, a
globalized variants projected gradient method [21] and a conditional gradient-type method[21], to restore
some blurred and highly noisy images. However, in this paper, we are only concerned with the restoration
problems with some special symmetric pattern images, which have not yet studied in [21, 24]. Moreover,
to the best of our knowledge, this class of image restoration problems have received little attention in the
other literature. The main difficult is due to the fact that the restore image should preserve the same special
symmetric structure with the original images. In this paper we undertake some significant attempts in this
field.

In this paper, we will propose and study an algorithm in the framework of the classic Powell-Hestenes-
Rockafellar augmented Lagrangian method, first suggested by Hestenes [25] and Powell [26], and devel-
oped by E.G. Birgin [27, 28] for solving Problem (1.1). The classic PHR-AL method is a fundamental and

3
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effective approach in inequality-constrained optimization. The algorithm effectively combines a nonmono-
tone projected gradient type method to minimize the augmented Lagrangian function at each iteration. We
will give several propositions and one theorem on the convergence of the proposed algorithm, and apply it
to solving Problem (1.1) with randomly generated data and comparing it with existing methods. We also
apply our approach, combined with a Tikhonov regularization term, to restore some blurred and highly
noisy symmetric pattern images.

Throughout this paper, we use the following notations. Let ei be the ith column of the identity matrix
Ik and S k = (ek, ek−1, . . . , e1), i.e., the kth backward identity matrix. Let 0 be the zero matrix of suitable
size and PS be the Euclidean projection onto set S.We write εk ↓ 0 to indicate that εk is a (not nec-
essarily decreasing) sequence of non-negative numbers that tends to zero. We denote N = {0, 1, 2, . . .}.
For A = (ai j) ∈ Rm×n, A+(or A−) be the matrix with the (i, j)-entry equals to max{0, ai j}(or min{0, ai j}),
respectively. For A, B ∈ Rm×n, {A, B}− denotes a matrix with the i jth entry being equal to min{ai j, bi j},
〈A, B〉 = trace(BT A) denotes the inner product of matrices A and B. Then Rm×n is a Hilbert inner product
space and the norm generated is the Frobenius norm ‖ · ‖. For any linear operator L form Rm×n onto Rl1×s1 ,
there is another operator called the adjoint of L, written LT : Rl1×s1 → Rm×n. What defines the adjoint is
that for any two matrices X ∈ Rm×n and Y ∈ Rl1×s1 ,

〈L(X),Y〉 = 〈X,LT (Y)〉.

The rest of this paper is organized as follows. In section 2, we will briefly characterize the application
of model (1.1) in image restoration. Based on the classic augmented Lagrangian method, in section 3 we
propose, analyze and test an algorithm for solving the inequality-constrained matrix minimization problem
(1.1). Some numerical results are reported in section 4 to verify the efficiency of the proposed algorithm.
Numerical tests on the proposed algorithm applied to some special image restoration problems are also
reported in this section.

2. The application of model (1.1) in image restoration

For completeness, in this section we briefly characterize how to apply the model (1.1) into image restora-
tion and we refer to [21, 24] for detailed description. Consider solving the following model in image
restoration with Tikhonov regularization:

min
l≤x≤u

1
2
‖Hx − g‖22 +

λ2

2
‖T x‖22, (2.6)

where ‖ · ‖2 is the 2-norm. In image restoration, H will be the blurring operator, g the observed image,
T the regularization operator, λ the regularization parameter, and x the restored image to be sought. The
constraints represent the dynamic range of the image.

The minimizer of (2.6) can be computed by the following linear system

Hλx = HT g, where Hλ = HT H + λ2T T T. (2.7)

In some practical problems in image restoration, often the system (2.7) may not be consistent due to mea-
surement errors in the data matrices, and hence it is useful to consider the following minimization problem
with constraints

min
l≤x≤u

1
2

∥∥∥Hλx − HT g
∥∥∥2

2 . (2.8)

4
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Here we assume that the matrices H and T can be separated as Kronecker product of matrices with a
smaller size, i.e., H = H1 ⊗ H2 and T = T1 ⊗ T2. In the case of nonseparable, one can still obtain an
approximation solution of H1 and H2 by solving the Kronecker product approximation problem (KPA) of
the form (H1,H2) = argminĤ1,Ĥ2

‖H − Ĥ1 ⊗ Ĥ2‖[29]. Then, (2.8) can be written as

min
L≤X≤U

1
2

∥∥∥∥{(H1
T H1) ⊗ (H2

T H2) + λ2(T1
T T1) ⊗ (T2

T T2)
}
vec(X) − (H1 ⊗ H2)T vec(G)

∥∥∥∥2
, (2.9)

where X, G, L and U are the matrices such that vec(X) = x, vec(G) = g, vec(L) = l and vec(U) = u. If some
special symmetry pattern images are considered, by using some properties of the Kronecker product, (2.9)
is then written as

min
1
2

∥∥∥A1XB1 + λ2A2XB2 −C
∥∥∥2

subject to L ≤ X ≤ U, X ∈ S,
(2.10)

with A1 = H2
T H2, B1 = H1

T H1, A2 = T2
T T2, B2 = T1

T T1 and C = H2
TGH1 and S is the matrix set whose

elements have the same symmetry structure with the original images. The parameter λ in (2.10) is a scalar
need to be determined, and its optimal value can be obtained by the classical Generalized cross-validation
(GCV) method[21, 24], which is chosen to minimize the GCV function defined by

GCV(λ) =
‖Hx̂λ − g‖22

{trace(I − HH−1
λ HT )}2

=
‖(I − HH−1

λ HT )g‖22
{trace(I − HH−1

λ HT )}2
,

where Hλ = HT H +λ2T T T . Then, the method proposed for solving Problem (1.1) could be applied directly
to the model (2.10) by considering the linear matrix operatorsA(X) = A1XB1 + λ2A2XB2 and G(X) = X.

3. Augmented Lagrangian method for solving Problem (1.1)

In this section we propose a matrix-form iteration method, in the framework of the classic Powell-
Hestense-Rockafellar augmented Lagrangian(PHR-AL) method, to compute the solution of Problem (1.1).
We then prove some convergence results for the proposed algorithm at the end of this section. For conve-
nience, the two linear matrix operators will be simply denote byA(X) and G(X) in the following discussion.

Lemma 1. Assume x∗ is a local minimizer of the quadratic program

min
x∈Rs

f (x) =
1
2

xT Mx + gT x + c subject to Gx ≥ b,

then there exists a vector y∗ such that

Mx∗ + g −GT y∗ = 0, Gx∗ ≥ b, 〈y∗,Gx∗ − b〉 = 0, y∗ ≥ 0.

Theorem 1. Matrix X∗ ∈ Rm×n is a solution of Problem (1.1) if and only if there exists nonnegative matrices
Y∗1 ,Y

∗
2 ∈ R

l2×s2 such that the following conditions are satisfied:

PS
{
AT (
A(X∗) −C

)
− GT (Y∗1 − Y∗2 )

}
= 0

G(X∗) − L ≥ 0
U − G(X∗) ≥ 0
〈Y∗1 ,G(X∗) − L〉 = 0
〈Y∗2 ,U − G(X∗)〉 = 0.

(3.11)

5
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Proof. Assume that there are nonnegative matrices Y∗1 ,Y
∗
2 ∈ Rl2×s2 such that the conditions (3.11) are

satisfied. Let
f (X) =

1
2

∥∥∥A(
X
)
−C

∥∥∥2

and
f̃ (X) = f (X) + 〈Y∗1 , L − G(X)〉 + 〈Y∗2 ,G(X) − U〉.

Then for any W̃ ∈ S, we have

f̃ (X∗ + W̃)
= 1

2‖A(X∗ + W̃) −C‖2 +
〈
Y∗1 , L − G(X∗ + W̃)

〉
+

〈
Y∗2 ,G(X∗ + W̃) − U

〉
= f̃ (X∗) + 1

2‖A(W̃)‖2 +
〈
A(W̃),A(X∗) −C

〉
−

〈
Y∗1 − Y∗2 ,G(W̃)

〉
= f̃ (X∗) + 1

2‖A(W̃)‖2 +
〈
W̃,AT (A(X∗) −C) − GT (Y∗1 − Y∗2 )

〉
= f̃ (X∗) + 1

2‖A(W̃)‖2 + 1
2

〈
W̃, PS

(
AT (A(X∗) −C) − GT (Y∗1 − Y∗2 )

)〉
= f̃ (X∗) + 1

2‖A(W̃)‖2

≥ f̃ (X∗).

This implies that X∗ is a global minimizer of the function f̃ (X). Since 〈Y∗1 ,G(X∗)−L〉 = 0, 〈Y∗2 ,U−G(X∗)〉 =

0 and f̃ (X) ≥ f̃ (X∗) for all X ∈ S, we have

f (X) ≥ f (X∗) +
〈
Y∗1 , L − G(X∗)

〉
+

〈
Y∗2 ,G(X∗) − U

〉
−

〈
Y∗1 , L − G(X)

〉
−

〈
Y∗2 ,G(X) − U

〉
= f (X∗) −

〈
Y∗1 , L − G(X)

〉
−

〈
Y∗2 ,G(X) − U

〉
.

Hence, we have from Y∗1 ≥ 0 and Y∗2 ≥ 0 that f (X) ≥ f (X∗) for all X ∈ S with G(X) − L ≥ 0 and
U − G(X) ≥ 0. Hence X∗ is a solution to Problem (1.1).

Conversely, assuming that X∗ is a solution to Problem (1.1), then X∗ certainly satisfies the Karush-
Kuhn-Tucker conditions of Problem (1.1). That is, there exists a nonnegative matrix Y∗ such that satisfies
conditions (3.11).

We now define the following Powell-Hestenes-Rockafellar(PHR) Augmented Lagrangian function

Lρ(X,Z1,Z2) =
1
2
‖A(X) −C‖2 +

ρ

2

∥∥∥∥(L − G(X) +
Z1

ρ

)
+

∥∥∥∥2
+
ρ

2

∥∥∥∥(G(X) − U +
Z2

ρ

)
+

∥∥∥∥2
, (3.12)

where Z1 ≥ 0 and Z2 ≥ 0 are the Lagrangian multiplier matrices and ρ > 0 is the penalty parameter. Clearly,
the partial derivative of function Lρ(X,Z1,Z2) with respect to X is given by

∇XLρ(X,Z1,Z2) = AT
(
A(X) −C

)
− ρGT

((
L − G(X) +

Z1

ρ

)
+
−

(
G(X) − U +

Z2

ρ

)
+

)
.

The augmented Lagrangian method proposed by E.G. Birgin et al in in [27, 28] (with necessary modifica-
tions) to solve Problem (1.1) can be described as follows:

Algorithm PHR-AL. (The PHR-AL method for solving Problem (1.1).)

1. Input coefficient matrices Ai, Bi(i = 1, . . . p) in the linear operator A and matrices Ei, E j(i = 1, . . . q)
in the linear operator G. Input matrices C, L,U and a large parameter matrix Zmax > 0. Input γ > 1,
r ∈ (0, 1), ρ1 > 0, a small tolerance ε > 0 and tolerance εk ↓ 0. Choose initial matrices Z

1
1 and Z

1
2

with 0 ≤ Z
1
1,Z

1
2 ≤ Zmax. Set k ← 1.

6
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2. Compute Xk as an approximate stationary point of

minimize Lρk (X,Z
k
1, Z

k
2) subject to X ∈ S. (3.13)

That is, compute Xk such that
∥∥∥∥PS

{
∇Lρk (X

k,Z
k
1,Z

k
2)
}∥∥∥∥ < εk.

3. Define
Zk

1 =
(
Z

k
1 + ρk(L − G(Xk))

)
+
, Zk

2 =
(
Z

k
2 + ρk(G(Xk) − U)

)
+
.

4. If k = 1 or(∥∥∥{G(Xk) − L,Zk
1}−

∥∥∥2
+

∥∥∥{U − G(Xk), Zk
2}−

∥∥∥2
)1/2

≤ r
(∥∥∥{G(Xk−1) − L,Zk−1

1 }−

∥∥∥2
+

∥∥∥{U − G(Xk−1), Zk−1
2 }−

∥∥∥2
)1/2

,
(3.14)

define ρk+1 = ρk. Else, define ρk+1 = γρk.

5. If (∥∥∥∥PS
{
∇Lρk (X

k,Z
k
1,Z

k
2)
}∥∥∥∥2

+
∥∥∥{G(Xk) − L,Zk

1
}
−

∥∥∥2
+

∥∥∥{U − G(Xk), Zk
2
}
−

∥∥∥2
)1/2

< ε,

then stop.

6. Update Z
k+1
1 and Z

k+1
2 with 0 ≤ Z

k+1
1 , Z

k+1
2 ≤ Zmax in such a way that (Z

k+1
1 )i j = (Zk

1)i j and (Z
k+1
2 )i j =

(Zk
2)i j if 0 ≤ (Zk

1)i j, (Zk
2)i j ≤ (Zmax)i j, i = 1, 2, . . . , p, j = 1, 2, . . . , q.

7. Set k ← k + 1 and go to step 2.

Problem (3.13) in Algorithm PHR-AL is a linear constrained matrix minimization problem. It is cer-
tainly solvable for all the known matrices and the scalar ρk. Here we will use the spectral projected gradient
(SPG) method to compute the approximation stationary point Xk of problem (3.13). The SPG method is a
nonmonotone projected gradient type method for minimizing general smooth functions on convex sets[27].
The SPG method is simple, easy to code, and does not require matrix factorizations. Moreover, it overcomes
the traditional slowness of the gradient method by incorporating a spectral step length and a nonmonotone
globalization strategy. The main steps of SPG algorithm (with necessary modifications) to compute an
approximate stationary point of problem (3.13) can be described as follows:

Algorithm SPG. (Compute an approximate stationary point of problem (3.13))

1. Input matrices Z
k
1 and Z

k
2; an integer M > 1, parameters αmin > 0, αmax > αmin, γ̃ ∈ (0, 1), 0 < σ1 <

σ2 < 1 and α1 ∈ [αmin, αmax]. Choose an initial matrix X1 ∈ S and let i← 1.

2. If
∥∥∥PS

{
∇Lρk (Xi,Z

k
1,Z

k
2)
}∥∥∥ < εk, stop. (In this case, Xi is an approximate stationary point of problem

(3.13).)

3. Compute dXi = −αiPS
{
∇Lρk

(
Xi,Z

k
1,Z

k
2
)}

. Let λ = 1.

4. Compute X̌ = Xi + λdXi.
5. If

Lρk (X̌,Z
k
1,Z

k
2) ≤ max

1≤ j≤min{i,M}
Lρk (Xi− j,Z

k
1,Z

k
2) + γ̃λ

〈
dXi,∇Lρk (Xi,Z

k
1,Z

k
2)
〉
, (3.15)

define λi = λ, Xi+1 = X̌, si = Xi+1 − Xi, yi = ∇Lρk (Xi+1,Z
k
1,Z

k
2) − ∇Lρk (Xi,Z

k
1,Z

k
2). Then goto step 6.

If (3.15) does not hold, define λnew ∈ [σ1λ, σ2λ], Let λ = λnew and goto step 4.

7
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6. Compute bi = 〈si, yi〉. If bi ≤ 0, let αi = αmax, otherwise, compute

ai = 〈si, si〉, αi = min{αmax,max{αmin, ai/bi}}.

7. Let i← i + 1 and goto step2.

In the practical implementation of Algorithm PHR-AL, similarly to [27], we take the parameters γ = 5,
r = 0.5, ρ1 = 1, and the large matrix Zmax with all elements equal to 1010. The initial matrices Z

1
1 and

Z
1
2 are chosen as Z

1
1 = Z

1
2 = 0. For the implementation of Algorithm SPG, similarly to [30], we take the

parameters M = 10, γ = 10−4, αmin = 10−30, αmax = 1030, σ1 = 0.1, σ2 = 0.9, λnew = (σ1λ + σ2λ)/2 and
α0 = 1. The initial matrix X1 is chosen as the (k − 1)th approximate solution of Algorithm PHR-AL.

Lemma 2. Assume that X∗ is limit point of a sequence generated by Algorithm PHR-AL and the sequence
ρk is bounded, then we have

L ≤ G(X∗) ≤ U.

Proof. Let K be an infinite subset of N such that lim
k∈K

Xk = X∗. Since lim
k→∞

ρk = ∞ when (3.14) does not hold,

the boundedness of ρk implies that there exists k0 ∈ N such that (3.14) takes place for all k ≥ k0. Therefore,

lim
k∈K

∥∥∥{G(Xk) − L,Zk
1
}
−

∥∥∥ = 0 and lim
k∈K

∥∥∥{U − G(Xk),Zk
2
}
−

∥∥∥ = 0.

Note that Zk
1 ≥ 0 and Zk

2 ≥ 0 for all k ∈ N, we have

lim
k∈K

(
L − G(Xk)

)
+ = 0 and lim

k∈K

(
G(Xk) − U

)
+ = 0,

that is, G(X∗) − L ≥ 0 and U − G(X∗) ≥ 0.

Lemma 3. Assume that X∗ is limit point of a sequence generated by Algorithm PHR-AL, then X∗ is a
first-order stationary point of the problem

minimize
1
2

{∥∥∥∥(L − G(X∗))+

∥∥∥∥2
+

∥∥∥∥(G(X∗) − U)+

∥∥∥∥2}
subject to X ∈ S. (3.16)

In other words, X∗ ∈ S satisfies

PS
{
GT

(
(L − G(X∗))+ − (G(X∗) − U)+

)}
= 0.

Proof. Let K be an infinite subset of N such that lim
k∈K

Xk = X∗. Consider first the case in which the sequence

ρk is bounded. By the proof of Lemma 2, we have that

lim
k∈K

∥∥∥(L − G(Xk)
)
+

∥∥∥ = 0 and lim
k∈K

∥∥∥(G(Xk) − U
)
+

∥∥∥ = 0.

Note that∥∥∥∥GT
((

L − G(X∗)
)
+

)∥∥∥∥ ≤ ∥∥∥∥(L − G(X∗)
)
+

∥∥∥∥ and
∥∥∥∥GT

((
G(X∗) − U

)
+

)∥∥∥∥ ≤ ∥∥∥∥(G(X∗) − U
)
+

∥∥∥∥ ,
we have that

lim
k∈K

∥∥∥∥GT
((

L − G(Xk)
)
+ −

(
G(Xk) − U

)
+

)∥∥∥∥ = 0.

Since Xk ∈ S for all k, this implies the desired result in the case that {ρk} is bounded.
8
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Assume now that {ρk} is not bounded. Therefore there exists an infinite sequence of indices K′ ⊂ K
such that lim

k∈K′
ρk = ∞. Note that εk ↓ 0 and

∥∥∥∥PS
{
∇Lρk (X

k,Z
k
1,Z

k
2)
}∥∥∥∥ < εk, we have

lim
k∈K

∥∥∥∥∥∥∥PS

AT
(
A(Xk) −C

)
− ρkG

T

(L − G(Xk) +
Z

k
1

ρk

)
+
−

(
G(Xk) − U +

Z
k
2

ρk

)
+



∥∥∥∥∥∥∥ = 0.

Therefore we have

lim
k∈K

∥∥∥∥∥∥∥PS

AT
(
A(Xk) −C

)/
ρk − G

T

(L − G(Xk) +
Z

k
1

ρk

)
+
−

(
G(Xk) − U +

Z
k
2

ρk

)
+



∥∥∥∥∥∥∥ = 0.

Since {Xk}, {Z
k
1} and {Z

k
2} are bounded, we obtain∥∥∥∥PS

{
GT

((
L − G(X∗)

)
+ −

(
G(X∗) − U

)
+

) }∥∥∥∥ = 0.

This implies that X∗ is a stationary point of (3.16).

Theorem 2. Assume that X∗ is limit point of a sequence generated by Algorithm PHR-AL and the sequence
{ρk} is bounded, then X∗ is a solution to Problem (1.1).

Proof. Let K be an infinite subset of N such that

lim
k∈K

Xk = X∗, lim
k∈K

ρk = ρ∗, lim
k∈K

Z
k
1 = Z

∗

1 and lim
k∈K

Z
k
2 = Z

∗

2.

By Lemma 2, we have L ≤ G(X∗) ≤ U. Since∥∥∥∥PS
{
∇Lρk (X

k,Z
k
1,Z

k
2)
}∥∥∥∥ < εk

holds for all εk ↓ 0, we have ∥∥∥∥PS
{
∇Lρ∗(X∗,Z

∗

1,Z
∗

2)
}∥∥∥∥ = 0. (3.17)

Let
Y∗1 = ρ∗

(
L − G(X∗) + Z

∗

1/ρ
∗
)
+

and Y∗2 = ρ∗
(
G(X∗) − U + Z

∗

2/ρ
∗
)
+
,

then Y∗1 ≥ 0 and Y∗2 ≥ 0, and, from (3.17), we have

PS
{
AT

(
A(X∗) −C

)
− GT (Y∗ − Z∗)

}
= 0.

Since {ρk} is bounded, then there exists k0 ∈ N such that (3.14) takes place for all k ≥ k0. Hence, we have

lim
k→∞
{G(Xk) − L, Zk

1}− = {G(X∗) − L, Z∗1}− = 0

and
lim
k→∞
{U − G(Xk), Zk

2}− = {U − G(X∗), Z∗2}− = 0,

which imply that 〈G(X∗) − L, Z∗1〉 = 0 and 〈U − G(X∗), Z∗2〉 = 0. By the definition of Zk
1, Zk

2 and Y∗1 , Y∗2
we know that (Z∗1)i j > 0 if and only if (Y∗1 )i j > 0 and (Z∗2)i j > 0 if and only if (Y∗2 )i j > 0 (i = 1, 2, . . . , l2,
j = 1, 2, . . . , s2). So we have 〈G(X∗) − L,Y∗1〉 = 0 and 〈U − G(X∗),Y∗2〉 = 0. Hence X∗ satisfies conditions
(3.11). By Theorem 1, we know that X∗ is a solution to Problem (1.1).

9
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4. Numerical examples

In this section, we first report some numerical results when Algorithm PHR-AL is implemented to
solve Problem (1.1) with random data, and then we illustrate the applicability when the algorithm is applied
to solve the model (2.10) in image restoration. All the tested algorithms were coded by MATLAB 7.8
(R2009a) and all our computational experiments were run on a personal computer with an Intel(R) Core i3
processor at 2.13 GHz with 2.00 GB of memory.

4.1. Tested with random data

In this example, we test the two linear operators asA(X) = A1XB1 + A2XB2 and G(X) = E1XF1, and S
as the set of all real m × n rectangular centrosymmetric matrices[31].

Example 1. Given the matrices A1, B1, A2, B2, E1, F1,C, L and U in Matlab style as follows:

A1 = randn(l1,m), B1 = randn(n, s1), A2 = randn(l1,m), B2 = randn(n, s1),
E1 = rand(l2,m), F1 = rand(n, s2), C = A1XB1 + A2XB2,

L = E1XF1 − 10 ∗ ones(l2, s2), U = E1XF1 + 10 ∗ ones(l2, s2),

where X = Z + S mZS n with Z = rand(m, n). Matrices L, U and C are chosen in this way to guarantee that
Problem (1.1) is solvable.

Note that the Algorithm PHR-AL involve an outer iteration and an inner iteration, the convergence
stopping criterion of the outer iterations are all set to be ε = 10−8, and the small tolerance εk in the inner
iterations is set to

ε0 = 100 and εk =

{
0.1εk−1 if εk−1 > ε,

εk−1 if εk−1 < ε.
(4.18)

The largest number of the inner iteration is set to be 200. We consider the following two cases to be tested:
(a) l1 ≥ m and s1 ≥ n and (b) l1 < m and s1 < n.

Table 2: Numerical results for the case (a) l1 ≥ m and s1 ≥ n in Example 1.

l1,m, n, s1, l2, s2 CPU ‖X∗−X‖
‖X‖

10,10,10,10,10,10 0.1248 5.1294×10−11

30,18,20,30,25,30 0.3588 3.4006×10−13

50,50,50,50,50,50 3.4476 1.2540×10−12

80,60,70,100,80,80 4.0404 6.7827×10−14

100,100,100,100,100,100 13.3537 6.7580×10−14

150,100,100,150,120,120 10.1401 4.8226×10−15

150,150,150,150,150,150 44.2263 4.7307×10−14

200,180,180,200,150,150 53.3367 1.2976×10−14

250,250,250,250,200,200 161.7106 1.1052×10−13

For case l1 ≥ m and s1 ≥ n, Problem (1.1) has unique solution and the true solution is X. Therefore in
Table 2, we report the mean computing time in seconds and the mean relative error based on their average
values of 10 repeated tests with randomly generated matrices A1, B1, A2, B2, E1 and F1 for each problem
size. Here the relative error is defined as Re =

‖X∗−X‖
‖X‖

, where X∗ is the estimated solution.
For case l < n and s < n, as Problem(1.1) has multiple solutions, the algorithm is not guaranteed to

converge to the solution X, it is not meaningful to record the relative errors. In this case, we report the mean
10

976

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.5, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Jiao-fen Li et al 967-982



Table 3: Numerical results for the case (b)l1 < m and s1 < n in Example 1.
l1,m, n, s1, l2, s2 CPU ‖A1XB1 + A2XB2 −C‖
6,10,10,6,10,10 0.1560 9.3373×10−9

15,30,25,15,20,20 0.7644 1.4437×10−9

30,60,75,35,50,50 4.2432 3.2598×10−10

50,120,125,65,80,80 17.6749 2.6637×10−10

50,200,200,50,100,100 43.9299 7.1933×10−11

70,150,150,70,120,120 44.9595 1.7993×10−10

100,200,200,100,150,150 132.8817 1.7718×10−10

100,300,300,100,180,180 348.3970 5.1966×10−11

computing time in seconds and the mean residual ‖A1XB1 + A2XB2 −C‖ (see Table 3) based on 10 repeated
tests with randomly generated matrices A, B, E and F for each problem size in each test.

4.2. Application to image restoration with some special symmetry pattern images

In this subsection, we test the efficiency when Algorithm PHR-AL is applied to solve the model (2.10) in
image restoration. We only focus on some special symmetry pattern images. The original image is denoted
by X̂ in each example and it consists of m × n grayscale pixel values in the range [0, d] with d = 255 is the
maximum possible pixel value of the image. Let x̂ = vec(X̂) denotes the vector obtained by stacking the
columns of X̂ and H represents the blurring matrix. The vector ĝ = Hx̂ represents the associated blurred
and noise-free image. In our tests, similarly to [24], we generated a blurred and noisy image g by

g = ĝ + n0 × σx̂ × 10−
S NR

20 ,

where n0 is a random vector noise with a zero mean and a variance equal to one, and SNR is the signal to
noise ratio defined by

S NR = 10 log10

(σ2
x̂

σ2
n

)
,

where σ2
x̂ and σ2

n are the variance of the noise and the original image, respectively. The performance of the
Algorithm PHR-AL and its comparison are evaluated by the peak signal-to-noise ratio (PSNR) in decible
(dB):

PS NR(X) = 10 log10

( d2mn
‖x̂ − x‖22

)
= 10 log10

( d2mn

‖X̂ − X‖2

)
.

In all the tests, the largest number of the involved inner iteration(Algorithm SPG) in the Algorithm
PHR-AL is set to be 20. The algorithm started with the degraded images and terminated when the relative
difference between the successive iterates of the restored image satisfy

Rerror =
‖Xk+1 − Xk‖

‖Xk‖
≤ 0.5 × 10−2.

Example 2. In the first example, we consider the”butterfly” original image of size 192 × 254 and is shown
on the left side of Figure 1. The original image has perfectly mirror-symmetry[32], that is, the pixel value

11
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Original image

Original image

Figure 1: Original images. Left: ”Butterfly”(mirror-symmetric). Right: ”PlayCard-K-Heart” (centro-symmetric).

matrix X̂ can be expressed as X̂ = (XL, XLS n), where XL is the left half of the matrix X̂. Actually, we have
‖X̂ − PS(X̂)‖ = 0, where S is the set of all real 192 × 254 column mirror-symmetry matrices and

PS(X) =

(XL + XRS n

2
,

XLS n + XR

2

)
, ∀X ∈ R192×254

where XR is the left half and the right half of X. The blurring matrix H is chosen to be H = H1 ⊗ H2 ∈

R1922×2542
, where H1 = [h(1)

i j ] ∈ R192×192 and H2 = [h(2)
i j ] ∈ R254×254 are the Toeplitz matrices whose entries

are given by

h(1)
i j =

 1
σ
√

2π
exp

(
−

(i− j)2

2σ2

)
, |i − j| ≤ r,

0, otherwise
and h(2)

i j =

{ 1
2r−1 , |i − j| ≤ r,
0, otherwise.

In this example we choose the band r = 3 and the variance σ = 0.4. A random Gaussian noise, with
S NR = 15dB, was added to produce a blurred and noisy image G with PS NR(G) = 8.1411. The blurred
and noisy image is shown on the left side of Figure 4. The restoration of the image from the degraded image
is obtained by solving the minimization problem (2.10) using the PHR-AL algorithm. The regularization
matrix T is chosen to be T = T1 ⊗ T2 ∈ R1922×2542

, where T1 = I192 and T2 is the tridiagonal matrix, of
size 254× 254, generated by vector (1, 2, 1). The optimal value of the parameter λ = 0.015 was obtained by
using the GCV method. The corresponding GCV curve is plotted on the right side of Figure 2.

The restored image obtained by using Algorithm PHR-AL is given on the left of Figure 4, the relative
error was Re(X) = 1.2521 × 10−1 with PS NR(X) = 21.0231, and the iterations are terminated after 3 itera-
tions with a cpu time of 13.9309 s. Table 1 reports on more results for three levels of noise corresponding
to different S NR = 5, 10, 15 and to different values of σ = 0.35, 0.55, 0.85 given in the definition of the
blurring matrices H1 and H2 in Example 2.

Example 3. In the second example, the original image is the ”PlayCard-K-Heart” image of size 628 × 423
and is shown on the right side of Figure 1. The original image is centrosymmetric, that is, the pixel value
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Table 4: Results for Example 3.

σ S NR(dB) λopt PS NR(G)(dB) PS NR(X)(dB) Re(X) CPU-times(s)
5 0.036 5.3075 19.6357 1.4690×10−1 23.4002
10 0.025 6.0042 20.9344 1.2650×10−1 17.8621

0.35 15 0.017 6.4097 21.3394 1.2073×10−1 18.0337
20 0.011 6.6397 21.6077 1.1706×10−1 18.3145
25 0.007 6.7709 21.9395 1.1267×10−1 19.5781
5 0.036 8.3142 18.7410 1.6284×10−1 29.6090
10 0.025 9.3290 21.1153 1.2389×10−1 40.3419

0.55 15 0.018 9.9286 21.8547 1.1378×10−1 38.4386
20 0.012 10.2655 21.9397 1.1267×10−1 28.2830
25 0.008 10.4569 21.1417 1.2351×10−1 18.8137
5 0.035 8.4387 18.5387 1.6667×10−1 38.4542
10 0.026 9.4712 20.7428 1.2932×10−1 39.1875

0.85 15 0.019 10.0763 20.9952 1.2561×10−1 27.9086
20 0.014 10.4170 20.5296 1.3253×10−1 12.9949
25 0.010 10.6154 20.7946 1.2855×10−1 18.8137
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Figure 2: The GCV curve for the Example 2 with the optimal value of λ = 0.017 (left) and the GCV curve for the Example 3 with
the optimal value of λ = 0.023.

Blurred and noisy image Restored image with λ=0.017

Figure 3: The blurred and noisy image (left) with PS NR(G) = 8.1411, r = 3 and σ = 0.45 and the restored image (right) with
PS NR(X) = 21.0231 and Re(X) = 1.2521 × 10−1.
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matrix X̂ satisfies X̂ = S 628X̂S 423. Actually, we have ‖X̂−PS(X̂)‖ = 0, where S is the set of all real 628×423
rectangle centrosymmetry matrices and PS = 1

2 (X + S 628XS 423) for any X ∈ R628×423. The blurring matrix
H is chosen to be H = H1 ⊗ H2 ∈ R2562×2562

, where H1 = I628 is the identity matrix and H2 = [h(2)
i j ] is the

Toeplitz matrices of dimension 423 × 423 given by

h(2)
i j =

{ 1
2r−1 , |i − j| ≤ r,
0, otherwise.

The blurring matrix H models a uniform blur. The regularization matrix T is chosen to be T = T1 ⊗ T2 ∈

Blurred and noisy image Restored image with λ=0.023

Figure 4: The blurred and noisy image (left) with PS NR(G) = 8.0481, r = 3 and σ = 0.45 and the restored image (right) with
PS NR(X) = 20.1459 and Re(X) = 1.5784 × 10−1.

R2562×2562
, where T1 and T2 are similar to the ones given in Example 2. In this example we set r = 3 and

a random Gaussian noise, with S NR = 15dB, was added to produce a blurred and noisy image G with
PS NR(G) = 8.0481. The obtained image is shown on the middle of Figure 2. The optimal value of the
parameter λ = 0.023 was obtained by using the GCV method. The corresponding GCV curve is plotted on
the right side of Figure 2.

The restored image obtained by using our proposed Algorithm PHR-AL is also denoted by X and it is
given on the right side of Figure 4. The relative error was Re(X) = 1.5784 × 10−1 with the PS NR(X) =

20.1459. The iterations are terminated after 5 iterations with a cpu time of 86.9699s.

5. Conclusion

In this paper, we consider solving a class of inequality constrained matrix-form minimization problems,
whose various simplified versions have been studied extensively. These matrix-form minimization problems
problem can be transformed into the convex linearly constrained quadratic programming in the vector-form
by using the vec operator vec(.) and the Kronecker produc ⊗. However, using this transformation will
destroy the preindicated linear structure of the unknown matrix and will increase computational complexity
and storage requirement. In this paper we will consider the problem from a general point of view and
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directly from the perspective of matrices. We propose, analyze and test a matrix-form iteration algorithm
framework with the augmented Lagrangian method for solving this problem and its reduced versions which
are applicable in image restoration. The numerical results, including when the algorithm is tested with some
randomly generated data and on some image restoration problems with special symmetry pattern images,
illustrate the effectiveness of the proposed algorithm.
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