
 
 
Volume 27, Number 4                                                                      October 15, 2019 
ISSN:1521-1398 PRINT,1572-9206 ONLINE 
 
 
                                                                                                      

 
 

                               Journal of 
      
          Computational 
 
          Analysis and  
 
          Applications 
              EUDOXUS PRESS,LLC 



               Journal of Computational Analysis and Applications 
                 ISSNno.’s:1521-1398 PRINT,1572-9206 ONLINE 
                                     SCOPE OF THE JOURNAL 
                An international publication of Eudoxus Press, LLC 
                (fifteen times annually) 
                      Editor in Chief: George Anastassiou 
                      Department of Mathematical Sciences,  
                      University of Memphis, Memphis, TN 38152-3240, U.S.A 
                         ganastss@memphis.edu 
 http://www.msci.memphis.edu/~ganastss/jocaaa 
                 The main purpose of "J.Computational Analysis and Applications"  
            is to publish high quality research articles from all subareas of  
            Computational Mathematical Analysis and its many potential  
            applications and connections to other areas of Mathematical  
            Sciences. Any paper whose approach and proofs are computational,using  
            methods from Mathematical Analysis in the broadest sense is suitable  
            and welcome for consideration in our journal, except from Applied  
            Numerical Analysis articles. Also plain word articles without formulas and 
            proofs are excluded. The list of possibly connected  
            mathematical areas with this publication includes, but is not  
            restricted to: Applied Analysis, Applied Functional Analysis,  
            Approximation Theory, Asymptotic Analysis, Difference Equations,  
            Differential Equations, Partial Differential Equations, Fourier  
            Analysis, Fractals, Fuzzy Sets, Harmonic Analysis, Inequalities,  
            Integral Equations, Measure Theory, Moment Theory, Neural Networks,  
            Numerical Functional Analysis, Potential Theory, Probability Theory,  
            Real and Complex Analysis, Signal Analysis, Special Functions,  
            Splines, Stochastic Analysis, Stochastic Processes, Summability,  
            Tomography, Wavelets, any combination of the above, e.t.c.  
              "J.Computational Analysis and Applications" is a  
            peer-reviewed Journal. See the instructions for preparation and submission 
            of articles to JoCAAA. Assistant to the Editor: 
Dr.Razvan Mezei,mezei_razvan@yahoo.com, Madison,WI,USA.  
Journal of Computational Analysis and Applications(JoCAAA) is published by 
EUDOXUS PRESS,LLC,1424 Beaver Trail 
Drive,Cordova,TN38016,USA,anastassioug@yahoo.com 
http://www.eudoxuspress.com. Annual Subscription Prices:For USA and 
Canada,Institutional:Print $800, Electronic OPEN ACCESS. Individual:Print $400. For 
any other part of the world add $160 more(handling and postages) to the above prices for 
Print. No credit card payments. 
Copyright©2019 by Eudoxus Press,LLC,all rights reserved.JoCAAA is printed in USA.              
JoCAAA is reviewed and abstracted by AMS Mathematical                   
Reviews,MATHSCI,and Zentralblaat MATH. 
It is strictly prohibited the reproduction and transmission of any part of JoCAAA and in 
any form and by any means without the written permission of the publisher.It is only 
allowed to educators to Xerox articles for educational purposes.The publisher assumes no 
responsibility for the content of published papers. 

560



 
Editorial Board  

Associate Editors of Journal of Computational Analysis and Applications 
 

Francesco Altomare 
Dipartimento di Matematica 
Universita' di Bari 
Via E.Orabona, 4 
70125 Bari, ITALY 
Tel+39-080-5442690 office 
   +39-080-3944046 home 
   +39-080-5963612 Fax 
altomare@dm.uniba.it 
Approximation Theory, Functional 
Analysis, Semigroups and Partial 
Differential Equations, Positive 
Operators. 
 
Ravi P. Agarwal 
Department of Mathematics 
Texas A&M University - Kingsville 
700 University Blvd. 
Kingsville, TX 78363-8202 
tel: 361-593-2600 
Agarwal@tamuk.edu 
Differential Equations, Difference 
Equations, Inequalities 
 
George A. Anastassiou 
Department of Mathematical Sciences 
The University of Memphis 
Memphis, TN 38152,U.S.A 
Tel.901-678-3144 
e-mail: ganastss@memphis.edu 
Approximation Theory, Real 
Analysis, 
Wavelets, Neural Networks, 
Probability, Inequalities. 
 
J. Marshall Ash 
Department of Mathematics 
De Paul University 
2219 North Kenmore Ave. 
Chicago, IL 60614-3504 
773-325-4216 
e-mail: mash@math.depaul.edu 
Real and Harmonic Analysis 
 
Dumitru Baleanu 
Department of Mathematics and 
Computer Sciences,  
Cankaya University, Faculty of Art 
and  Sciences, 
06530 Balgat, Ankara,  
Turkey, dumitru@cankaya.edu.tr  

Fractional Differential Equations 
Nonlinear Analysis, Fractional  
Dynamics 
 
Carlo Bardaro 
Dipartimento di Matematica e  
Informatica 
Universita di Perugia 
Via Vanvitelli 1 
06123 Perugia, ITALY 
TEL+390755853822 
   +390755855034 
FAX+390755855024 
E-mail carlo.bardaro@unipg.it 
Web site:   
http://www.unipg.it/~bardaro/ 
Functional Analysis and 
Approximation Theory, Signal 
Analysis, Measure Theory, Real 
Analysis. 

Martin Bohner 
Department of Mathematics and  
Statistics, Missouri S&T 
Rolla, MO 65409-0020, USA 
bohner@mst.edu  
web.mst.edu/~bohner 
Difference equations, differential  
equations, dynamic equations on 
time scale, applications in 
economics, finance, biology. 
 
Jerry L. Bona 
Department of Mathematics 
The University of Illinois at 
Chicago 
851 S. Morgan St. CS 249 
Chicago, IL 60601 
e-mail:bona@math.uic.edu 
Partial Differential Equations, 
Fluid Dynamics 
    
Luis A. Caffarelli 
Department of Mathematics 
The University of Texas at Austin 
Austin, Texas 78712-1082 
512-471-3160 
e-mail: caffarel@math.utexas.edu 
Partial Differential Equations 
George Cybenko 
Thayer School of Engineering 

561



Dartmouth College 
8000 Cummings Hall, 
Hanover, NH 03755-8000 
603-646-3843 (X 3546 Secr.) 
e-mail:george.cybenko@dartmouth.edu 
Approximation Theory and Neural  
Networks 
 
Sever S. Dragomir 
School of Computer Science and  
Mathematics, Victoria University, 
PO Box 14428, 
Melbourne City, 
MC 8001, AUSTRALIA 
Tel. +61 3 9688 4437 
Fax  +61 3 9688 4050 
sever.dragomir@vu.edu.au 
Inequalities, Functional Analysis, 
Numerical Analysis, Approximations, 
Information Theory, Stochastics. 
 
Oktay Duman 
TOBB University of Economics and  
Technology, 
Department of Mathematics, TR-
06530,  
Ankara, Turkey,  
oduman@etu.edu.tr                  
Classical Approximation Theory, 
Summability Theory, Statistical 
Convergence and its Applications 
  
Saber N. Elaydi 
Department Of Mathematics 
Trinity University 
715 Stadium Dr. 
San Antonio, TX 78212-7200 
210-736-8246 
e-mail: selaydi@trinity.edu 
Ordinary Differential Equations, 
Difference Equations 
  
   
J .A. Goldstein 
Department of Mathematical Sciences 
The University of Memphis 
Memphis, TN 38152 
901-678-3130 
jgoldste@memphis.edu 
Partial Differential Equations, 
Semigroups of Operators 
   
H. H. Gonska 
Department of Mathematics 
University of Duisburg 
Duisburg, D-47048 
Germany 

011-49-203-379-3542 
e-mail: heiner.gonska@uni-due.de 
Approximation Theory, Computer 
Aided Geometric Design 
  
John R. Graef 
Department of Mathematics 
University of Tennessee at 
Chattanooga 
Chattanooga, TN 37304 USA 
John-Graef@utc.edu 
Ordinary and functional 
differential equations, difference 
equations, impulsive systems, 
differential inclusions, dynamic 
equations on time scales, control 
theory and their applications 
 
Weimin Han 
Department of Mathematics 
University of Iowa 
Iowa City, IA 52242-1419 
319-335-0770 
e-mail: whan@math.uiowa.edu 
Numerical analysis, Finite element  
method, Numerical PDE, Variational  
inequalities, Computational 
mechanics   
 
Tian-Xiao He 
Department of Mathematics and  
Computer Science 
P.O. Box 2900, Illinois Wesleyan 
University 
Bloomington, IL 61702-2900, USA 
Tel (309)556-3089 
Fax (309)556-3864 
the@iwu.edu 
Approximations, Wavelet, 
Integration Theory, Numerical 
Analysis, Analytic Combinatorics 
 
Margareta Heilmann 
Faculty of Mathematics and Natural       
Sciences, University of Wuppertal 
Gaußstraße 20 
D-42119 Wuppertal, Germany,  
heilmann@math.uni-wuppertal.de       
Approximation Theory (Positive 
Linear Operators) 
 
Xing-Biao Hu 
Institute of Computational 
Mathematics 
AMSS, Chinese Academy of Sciences 
Beijing, 100190, CHINA 
hxb@lsec.cc.ac.cn 

562



Computational Mathematics 
 
Jong Kyu Kim 
Department of Mathematics 
Kyungnam University 
Masan Kyungnam,631-701,Korea 
Tel  82-(55)-249-2211 
Fax  82-(55)-243-8609 
jongkyuk@kyungnam.ac.kr 
Nonlinear Functional Analysis, 
Variational Inequalities, Nonlinear 
Ergodic Theory, ODE, PDE, 
Functional Equations. 
 
Robert Kozma 
Department of Mathematical Sciences 
The University of Memphis 
Memphis, TN 38152, USA 
rkozma@memphis.edu 
Neural Networks, Reproducing Kernel 
Hilbert Spaces, 
Neural Percolation Theory 
  
Mustafa Kulenovic 
Department of Mathematics 
University of Rhode Island 
Kingston, RI 02881,USA 
kulenm@math.uri.edu 
Differential and Difference 
Equations 
 
Irena Lasiecka 
Department of Mathematical Sciences 
University of Memphis 
Memphis, TN 38152 
PDE, Control Theory, Functional    
Analysis, lasiecka@memphis.edu 

Burkhard Lenze 
Fachbereich Informatik 
Fachhochschule Dortmund 
University of Applied Sciences 
Postfach 105018 
D-44047 Dortmund, Germany 
e-mail: lenze@fh-dortmund.de 
Real Networks, Fourier Analysis, 
Approximation Theory 
   
Hrushikesh N. Mhaskar 
Department Of Mathematics 
California State University 
Los Angeles, CA 90032 
626-914-7002 
e-mail: hmhaska@gmail.com 
Orthogonal Polynomials, 
Approximation Theory, Splines, 
Wavelets, Neural Networks 

 
Ram N. Mohapatra 
Department of Mathematics 
University of Central Florida 
Orlando, FL 32816-1364 
tel.407-823-5080  
ram.mohapatra@ucf.edu 
Real and Complex Analysis, 
Approximation Th., Fourier 
Analysis, Fuzzy Sets and Systems 
  
Gaston M. N'Guerekata 
Department of Mathematics 
Morgan State University 
Baltimore, MD 21251, USA 
tel: 1-443-885-4373 
Fax 1-443-885-8216 
Gaston.N'Guerekata@morgan.edu  
nguerekata@aol.com 
Nonlinear Evolution Equations, 
Abstract Harmonic Analysis, 
Fractional Differential Equations, 
Almost Periodicity & Almost 
Automorphy 
 
M.Zuhair Nashed 
Department Of Mathematics 
University of Central Florida 
PO Box 161364 
Orlando, FL  32816-1364 
e-mail: znashed@mail.ucf.edu 
Inverse and Ill-Posed problems, 
Numerical Functional Analysis, 
Integral Equations, Optimization, 
Signal Analysis 
   
Mubenga N. Nkashama 
Department OF Mathematics 
University of Alabama at Birmingham 
Birmingham, AL 35294-1170 
205-934-2154 
e-mail: nkashama@math.uab.edu 
Ordinary Differential Equations, 
Partial Differential Equations 
 
Vassilis Papanicolaou 
Department of Mathematics 
National Technical University of 
Athens 
Zografou campus, 157 80 
Athens, Greece 
tel:: +30(210) 772 1722 
Fax   +30(210) 772 1775 
papanico@math.ntua.gr 
Partial Differential Equations, 
Probability 
 

563



Choonkil Park 
Department of Mathematics 
Hanyang University 
Seoul 133-791 
S. Korea, baak@hanyang.ac.kr 
Functional Equations 
 
Svetlozar (Zari) Rachev,  
Professor of Finance, College of 
Business, and Director of 
Quantitative Finance Program, 
Department of Applied Mathematics & 
Statistics 
Stonybrook University 
312 Harriman Hall, Stony Brook, NY 
11794-3775 
tel: +1-631-632-1998, 
svetlozar.rachev@stonybrook.edu 
 
Alexander G. Ramm 
Mathematics Department  
Kansas State University 
Manhattan, KS 66506-2602 
e-mail: ramm@math.ksu.edu  
Inverse and Ill-posed Problems,  
Scattering Theory, Operator Theory,  
Theoretical Numerical Analysis, 
Wave Propagation, Signal Processing 
and Tomography 
 
Tomasz Rychlik 
Polish Academy of Sciences 
Instytut Matematyczny PAN 
00-956 Warszawa, skr. poczt. 21 
ul. Śniadeckich 8 
Poland  
trychlik@impan.pl 
Mathematical Statistics, 
Probabilistic Inequalities 
 
Boris Shekhtman 
Department of Mathematics 
University of South Florida 
Tampa, FL 33620, USA 
Tel  813-974-9710  
shekhtma@usf.edu 
Approximation Theory, Banach 
spaces, Classical Analysis 
 
T. E. Simos 
Department of Computer 
Science and Technology 
Faculty of Sciences and Technology 
University of Peloponnese 
GR-221 00 Tripolis, Greece 
Postal Address: 
26 Menelaou St. 

Anfithea - Paleon Faliron 
GR-175 64 Athens, Greece 
tsimos@mail.ariadne-t.gr 
Numerical Analysis 
 
H. M. Srivastava 
Department of Mathematics and 
Statistics 
University of Victoria 
Victoria, British Columbia V8W 3R4 
Canada 
tel.250-472-5313; office,250-477-
6960 home, fax 250-721-8962 
harimsri@math.uvic.ca 
Real and Complex Analysis, 
Fractional Calculus and Appl., 
Integral Equations and Transforms, 
Higher Transcendental Functions and 
Appl.,q-Series and q-Polynomials, 
Analytic Number Th. 
 
I. P. Stavroulakis 
Department of Mathematics 
University of Ioannina 
451-10 Ioannina, Greece 
ipstav@cc.uoi.gr 
Differential Equations 
Phone  +3-065-109-8283 
 
Manfred Tasche 
Department of Mathematics 
University of Rostock 
D-18051 Rostock, Germany 
manfred.tasche@mathematik.uni-  
rostock.de 
Numerical Fourier Analysis, Fourier  
Analysis, Harmonic Analysis, Signal  
Analysis, Spectral Methods, 
Wavelets, Splines, Approximation 
Theory 
 
Roberto Triggiani 
Department of Mathematical Sciences 
University of Memphis 
Memphis, TN 38152 
PDE, Control Theory, Functional    
Analysis, rtrggani@memphis.edu   
 

Juan J. Trujillo 
University of La Laguna 
Departamento de Analisis Matematico 
C/Astr.Fco.Sanchez s/n 
38271. LaLaguna. Tenerife. 
SPAIN 
Tel/Fax 34-922-318209 
Juan.Trujillo@ull.es 

564



Fractional: Differential Equations-
Operators-Fourier Transforms, 
Special functions, Approximations, 
and Applications 
 
Ram Verma 
International Publications 
1200 Dallas Drive #824 Denton, 
TX 76205, USA 
Verma99@msn.com 
Applied Nonlinear Analysis, 
Numerical Analysis, Variational 
Inequalities, Optimization Theory, 
Computational Mathematics, Operator 
Theory 

Xiang Ming Yu 
Department of Mathematical Sciences 
Southwest Missouri State University 
Springfield, MO 65804-0094 
417-836-5931 
xmy944f@missouristate.edu 
Classical Approximation Theory,  
Wavelets 
  
Xiao-Jun Yang 
State Key Laboratory for Geomechanics 
 and Deep Underground Engineering, 
China University of Mining and Technology, 
 Xuzhou 221116, China 
Local Fractional Calculus and Applications, 
 Fractional Calculus and Applications, 
 General Fractional Calculus and 
Applications, 
 Variable-order Calculus and Applications, 
 Viscoelasticity and Computational methods 
 for Mathematical 
Physics.dyangxiaojun@163.com 
 

 
 
 
Richard A. Zalik 
Department of Mathematics 
Auburn University 
Auburn University, AL 36849-5310 
USA. 
Tel 334-844-6557 office 
      678-642-8703 home 
Fax 334-844-6555 
zalik@auburn.edu 
Approximation Theory, Chebychev 
Systems, Wavelet Theory 
 

Ahmed I. Zayed 
Department of Mathematical Sciences 
DePaul University 
2320 N. Kenmore Ave. 
Chicago, IL 60614-3250 
773-325-7808 
e-mail: azayed@condor.depaul.edu 
Shannon sampling theory, Harmonic  
analysis and wavelets, Special  
functions and orthogonal 
polynomials, Integral transforms 
 
Ding-Xuan Zhou 
Department Of Mathematics 
City University of Hong Kong 
83 Tat Chee Avenue 
Kowloon, Hong Kong 
852-2788 9708,Fax:852-2788 8561 
e-mail: mazhou@cityu.edu.hk 
Approximation Theory, Spline 
functions, Wavelets 
 
Xin-long Zhou 
Fachbereich Mathematik, Fachgebiet  
Informatik 
Gerhard-Mercator-Universitat 
Duisburg 
Lotharstr.65, D-47048 Duisburg, 
Germany 
e-mail:Xzhou@informatik.uni- 
duisburg.de 
Fourier Analysis, Computer-Aided  
Geometric Design, Computational  
Complexity, Multivariate  
Approximation Theory, Approximation 
and Interpolation Theory 
 
Jessada  Tariboon 
Department of Mathematics, 
King Mongkut's University of 
Technology N. Bangkok 
1518 Pracharat 1 Rd., Wongsawang, 
Bangsue, Bangkok, Thailand 10800 
 jessada.t@sci.kmutnb.ac.th, Time scales, 
Differential/Difference Equations, 
Fractional Differential Equations 
 

565

mailto:Verma99@msn.com
mailto:dyangxiaojun@163.com


 
Instructions to Contributors 

 Journal of Computational Analysis and Applications 
  An international publication of Eudoxus Press, LLC, of TN.  

  
Editor in Chief: George Anastassiou 

Department of Mathematical Sciences  
University of Memphis 

Memphis, TN 38152-3240, U.S.A. 
 
       

 
      1. Manuscripts files in Latex and PDF and in English, should be submitted via 
email to the Editor-in-Chief: 
 
      Prof.George A. Anastassiou  
      Department of Mathematical Sciences  
      The University of Memphis  
      Memphis,TN 38152, USA.  
      Tel. 901.678.3144  
      e-mail: ganastss@memphis.edu  
 
Authors may want to recommend an associate editor the most related to the 
submission to possibly handle it. 
 
      Also authors may want to submit a list of six possible referees, to be used in case we 
cannot find related referees by ourselves. 
 
 
2. Manuscripts should be typed using any of TEX,LaTEX,AMS-TEX,or AMS-LaTEX 
and according to EUDOXUS PRESS, LLC. LATEX STYLE FILE. (Click HERE to 
save a copy of the style file.)They should be carefully prepared in all respects. 
Submitted articles should be brightly typed (not dot-matrix), double spaced, in ten 
point type size and in 8(1/2)x11 inch area per page. Manuscripts should have generous 
margins on all sides and should not exceed 24 pages. 
 
3. Submission is a representation that the manuscript has not been published 
previously in this or any other similar form and is not currently under consideration 
for publication elsewhere. A statement transferring from the authors(or their 
employers,if they hold the copyright) to Eudoxus Press, LLC, will be required before 
the manuscript can be accepted for publication.The Editor-in-Chief will supply the 
necessary forms for this transfer.Such a written transfer of copyright,which previously 
was assumed to be implicit in the act of submitting a manuscript,is necessary under the 
U.S.Copyright Law in order for the publisher to carry through the dissemination of 
research results and reviews as widely and effective as possible. 
 

566

mailto:ganastss@memphis.edu?subject=JCAAM%20inquirey
http://www.msci.memphis.edu/%7Eganastss/jcaam/EUDOXStyle.tex


4. The paper starts with the title of the article, author's name(s) (no titles or degrees), 
author's affiliation(s) and e-mail addresses. The affiliation should comprise the 
department, institution (usually university or company), city, state (and/or nation) and 
mail code. 
 
      The following items, 5 and 6, should be on page no. 1 of the paper. 
 
5. An abstract is to be provided, preferably no longer than 150 words. 
 
6. A list of 5 key words is to be provided directly below the abstract. Key words should 
express the precise content of the manuscript, as they are used for indexing purposes. 
 
      The main body of the paper should begin on page no. 1, if possible. 
 
7. All sections should be numbered with Arabic numerals (such as: 1. 
INTRODUCTION) .  
Subsections should be identified with section and subsection numbers (such as 6.1. 
Second-Value Subheading). 
If applicable, an independent single-number system (one for each category) should be 
used to label all theorems, lemmas, propositions, corollaries, definitions, remarks, 
examples, etc. The label (such as Lemma 7) should be typed with paragraph 
indentation, followed by a period and the lemma itself. 
 
8. Mathematical notation must be typeset. Equations should be numbered 
consecutively with Arabic numerals in parentheses placed flush right, and should be 
thusly referred to in the text [such as Eqs.(2) and (5)]. The running title must be placed 
at the top of even numbered pages and the first author's name, et al., must be placed at 
the top of the odd numbed pages. 
 
9. Illustrations (photographs, drawings, diagrams, and charts) are to be numbered in 
one consecutive series of Arabic numerals. The captions for illustrations should be 
typed double space. All illustrations, charts, tables, etc., must be embedded in the body 
of the manuscript in proper, final, print position. In particular, manuscript, source, 
and PDF file version must be at camera ready stage for publication or they cannot be 
considered. 
 
    Tables are to be numbered (with Roman numerals) and referred to by number in 
the text. Center the title above the table, and type explanatory footnotes (indicated by 
superscript lowercase letters) below the table.  
 
10. List references alphabetically at the end of the paper and number them 
consecutively. Each must be cited in the text by the appropriate Arabic numeral in 
square brackets on the baseline.  
      References should include (in the following order):  
     initials of first and middle name, last name of author(s)  
      title of article,  

567



      name of publication, volume number, inclusive pages, and year of publication.  
 
      Authors should follow these examples: 
 
          Journal Article  
 
          1. H.H.Gonska,Degree of simultaneous approximation of bivariate functions by Gordon operators, 
(journal name in italics) J. Approx. Theory, 62,170-191(1990).  
 
          Book  
 
          2. G.G.Lorentz, (title of book in italics) Bernstein Polynomials (2nd ed.), Chelsea,New York,1986.  
 
          Contribution to a Book  
 
          3. M.K.Khan, Approximation properties of beta operators,in(title of book in italics) Progress in 
Approximation Theory (P.Nevai and A.Pinkus,eds.), Academic Press, New York,1991,pp.483-495. 
 
     11. All acknowledgements (including those for a grant and financial support) should 
occur in one paragraph that directly precedes the References section. 
 
     12. Footnotes should be avoided. When their use is absolutely necessary, footnotes 
should be numbered consecutively using Arabic numerals and should be typed at the 
bottom of the page to which they refer. Place a line above the footnote, so that it is set 
off from the text. Use the appropriate superscript numeral for citation in the text. 
 
     13. After each revision is made please again submit via email Latex and PDF files  
of the revised manuscript, including the final one. 
       
    14. Effective 1 Nov. 2009 for current journal page charges, contact the Editor in 
Chief. Upon acceptance of the paper an invoice will be sent to the contact author. The 
fee payment will be due one month from the invoice date. The article will proceed to 
publication only after the fee is paid. The charges are to be sent, by money order or 
certified check, in US dollars, payable to Eudoxus Press, LLC, to the address shown on 
the Eudoxus homepage.  
 
      No galleys will be sent and the contact author will receive one (1) electronic copy of 
the journal issue in which the article appears. 
 
 
     15. This journal will consider for publication only papers that contain proofs for 
their listed results. 

 
       
   
   

 

568

http://www.eudoxuspress.com/


Some Fixed Point Results of Caristi Type in
G�Metric Spaces

Hamed M. Obiedat1 and Ameer A. Jaber2
1;2Department of Mathematics

Hashemite University
P.O.Box150459

Zarqa13115-Jordan
email1: hobiedat@hu.edu.jo, email2: ameerj@hu.edu.jo,

September 4, 2017

Abstract
In this paper, we prove several �xed point results for mappings of

Caristi type in the setting of G�metric spaces.

1 Introduction

The class of G�metric spaces introduced by Z. Mustafa and B. Sims (See
[7]) was to provide a new class of generalized metric spaces and to extend the
�xed point theory for a variety of mappings. Moreover, many theorems were
proved in this new setting with most of them recognizable as counterparts of
well-known metric space theorems (See [6], [8], [9]).
Caristi�s �xed point theorem provides a generalization of Banach�s con-

traction mapping principle (See [2]). Due to the importance of Caristi�s �xed
point theorem, it has been improved, generalized, extended and used in many
application ( See [1], [3], [4], [5]). In this paper, we prove several �xed point
results for mappings of Caristi type in the setting of G�metric spaces.

02000 Mathematics Subject Classi�cation. 47H10, 54E50.
Key words and phrases. Caristi�s Fixed Point Theorem; G-Metric Spaces; Lower semi-

Continuous Functions.
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De�nition 1 ([7]) G-metric space is a pair (X;G), where X is a nonempty
set, and G is a nonnegative real-valued function de�ned on X� X� X such
that for all x; y; z; a 2 X; we have:

(G1) G(x; y; z) = 0 if x = y = z;

(G2) 0 < G(x; x; y); for all x; y 2 X, with x 6= y;

(G3) G(x; x; y) � G(x; y; z); for all x; y; z 2 X; with z 6= y;

(G4) G(x; y; z) = G(pfx; z; yg) (symmetry in all three variables);

(G5) G(x; y; z) � G(x; a; a) +G(a; y; z); (rectangle inequality).

The function G is called a G�metric on X .

De�nition 2 ([7])A sequence (xn) in a G�metric space X is said to con-
verge if there exists x 2 X such that lim

n;m!1
G(x; xn; xm) = 0; and one say

that the sequence (xn) is G�convergent to x.

Proposition 3 ([7])Let X be G�metric space. Then the following state-
ments are equivalent.

1. (xn) is G�convergent to x.

2. G(xn; xn; x)! 0; as n!1:

3. G(xn; x; x)! 0, as n!1:

4. G(xm; xn; x)! 0, as m;n!1:

In a G�metric space X, a sequence (xn) is said to be G�Cauchy if given
" > 0, there is N" 2 N such that G(xn; xm; xl) < ", for all n;m; l � N".

Proposition 4 ([7])In a G�metric space X, the following statements are
equivalent.

1. The sequence (xn) is G�Cauchy.

2. For every " > 0, there exists N" 2 N such that G(xn; xm; xm) < ", for
all n;m � N:
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De�nition 5 ([7])Let (X;G) and (X 0; G0) be two G�metric spaces, and let
f : (X;G)! (X 0; G0) be a function, then f is said to be G�continuous at a
point a 2 X if and only if, given " > 0, there exists � > 0 such that x; y 2 X;
and G(a; x; y) < � implies G0(f(a); f(x); f(y)) < ".

A function f is G�continuous on X if it is G�continuous at all a 2 X.

Proposition 6 ([7])Let (X;G) and (X 0; G0) be two G-metric spaces. Then
a function f : (X;G) ! (X 0; G0) is G�continuous at a point x 2 X if
and only if it is G�sequentially continuous at x; that is, whenever (xn) is
G�convergent to x we have (f(xn)) is G�convergent to f(x).

AG�metric space (X;G) is called symmetricG�metric space ifG(x; y; y) =
G(y; x; x) for all x; y 2 X, and called nonsymmetric if it is not symmetric.

Proposition 7 ([7])Let X be a G�metric space, then the function G(x; y; z)
is jointly continuous in all three of its variables. A G�metric space X is said
to be complete if every G�Cauchy sequence in X is G�convergent in X.

De�nition 8 WithM we indicate the space of functions �, where

1. � : [0;1)! [0;1) is strictly increasing, continuous and concave,

2. � (0) = 0.

Lemma 9 Let (X;G) be a complete G�metric space and let � 2 M. Then
(X; � �G) is a complete G�metric space.

Proof. First let us prove that � is subadditive. To do so, let x; y 2 [0;1)
and set k =

�(x)

�(x) + �(y)
. Then since � is increasing, we have

�(x+ y) = �(
k

k
x+

1� k
1� ky) � maxf�(

x

k
); �(

y

1� k )g:

Since � is concave and �(0) = 0; we have

�(x) = �(
k

k
x) = �(

k

k
x+ (1� k):0) � k�(1

k
x) + (1� k)�(0) = k�(1

k
x)

3
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which implies that
1

k
�(x) � �( 1

k
x): Similarly

1

1� k�(y) � �(
1

1� kx): There-
fore,

�(x+ y) � maxf�(x
k
); �(

y

1� k )g � maxf
1

k
�(x);

1

1� k�(y)g � �(x) + �(y):

This completes the proof that � is subadditive. Now to prove that � � G
de�nes G�metric on X, we let x; y; z; a 2 X. Then
G1) Since � is strictly increasing and �(0) = 0 then � � G(x; y; z) = 0

implies G(x; y; z) = 0 which means x = y = z;
G2) Since 0 < G(x; x; y); with x 6= y and � is strictly increasing with

�(0) = 0; then 0 < � �G(x; x; y); with x 6= y;
G3) Since G(x; x; y) � G(x; y; z); with z 6= y and � is strictly increasing

then � �G(x; x; y) � � �G(x; y; z); with z 6= y;
G4) Since G(x; y; z) = G(pfx; z; yg) and � is strictly increasing(injective)

then � �G(x; y; z) = � �G(pfx; z; yg) (symmetry in all three variables);
G5) Since G(x; y; z) � G(x; a; a) + G(a; y; z) and � is strictly increasing

and subadditive then

� �G(x; y; z) � �(G(x; a; a) +G(a; y; z)) � � �G(x; a; a) + � �G(a; y; z);

which proves that � � G de�nes G�metric on X. We still need to prove
that (X; � �G) is complete, so let fxng be a Cauchy sequence in (X; � �G).
Then lim

n;m!1
� � G(xn; xm; xm) = 0. Since � is continuous and strictly in-

creasing with �(0) = 0; we have �( lim
n;m!1

G(xn; xm; xm)) = 0: This implies

lim
n;m!1

G(xn; xm; xm) = 0, which means that fxng is Cauchy sequence in the
complete G�metric space (X;G): Therefore, there exists x� 2 X such that
fxng G-converges to x� 2 X: Hence lim

n!1
G(xn; x

�; x�) = 0, which implies

�( lim
n!1

G(xn; x
�; x�)) = �(0) = 0: By continuity of �; we have lim

n!1
�(G(xn; x

�; x�)) =

0, which implies fxng is � �G�convergent in (X; � �G): This completes the
proof of Lemma 9.

De�nition 10 With L(X) we indicate the space of functions �, where � :
X ! R+ is lower semi-continuous.

Remark 11 Let (X;G) be a G�metric space and � 2 L(X). De�ne � on
X by

x � y () G(x; y; y) � �(x)� �(y) 8x; y 2 X;

4
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then (X;G;�) is partially ordered G�metric space. In fact, 8x; y; z 2 X the
following conditions are satis�ed

i) since 0 = G(x; x; x) � �(x)� �(x) = 0; we have that x � x

ii) if x � y and y � x;then 0 � G(x; y; y) � �(x)��(y) = �( �(y)��(x)) �
�G(y; x; x) � 0: This implies that G(x; y; y) = G(y; x; x) = 0: Hence,
x = y:

iii) if x � y and y � z;then

G(x; z; z) � G(x; y; y) +G(y; z; z) by rectangle inequality

� �(x)� �(y) + �(y)� �(z)
= �(x)� �(z);

which implies x � z:

2 Main Results

In this section, we introduce several �xed point results for mappings of Caristi
type in the setting of G�metric spaces. We use the existence of a maximal
element to prove Caristi�s �xed point theorem in the setting of G�metric
spaces.

Theorem 12 Let (X;G;�) be a partially ordered G�metric space with �
as de�ned in Remark 11. Then the following statements are equivalent:

1 Any selfmapping T on X satis�es G(x; Tx; Tx) � �(x)��(Tx) has a �xed
point.

2 X has a maximal element.

Proof. 1 =) 2) Suppose that T : X ! X has a �xed point, say x�; and x1 �
x2 � ::: � be a chain in X: Fix xj; then G(xj; x�; x�) = G(xj; Tx�; Tx�) �
�(xj)� �(Tx�) = �(xj)� �(x�) which implies that xj � x�: Hence X has x�

as the maximal element.
2 =) 1) Suppose X has x� as a maximal element, then Tx� � x�: Since

T satis�es G(x�; Tx�; Tx�) � �(x�) � �(Tx�) which implies that x� � Tx�.
Therefore, Tx� = x�:

5
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Theorem 13 Let (X;G;�) be a partially ordered complete G�metric space,
� : X ! R+ be a lower semi-continuous and T : X ! X be selfmapping
satisfying the inequality; G(x; Tx; Tx) � �(x) � �(Tx): Then T has a �xed
point.

Proof. Let C = fxt : t 2 4g � X be any chain in X and let ftng be
any increasing sequence of elements of 4: We prove �rst that �(C) is a
decreasing net. To do so, let ct and cs be any pair of elements in C with
xt � xs for t; s 2 4. Then G(xt; xs; xs) � �(xt) � �(xs), which implies
that �(xs) � �(xt)�G(xt; xs; xs): Therefore, f�(xt)gt24 is a decreasing net
of positive real numbers. Thus inff�(xt) : t 2 4g exists by completeness
property of R. Now choose ftngn2N to be an increasing sequence of 4 such
that lim

n!1
�(xtn) = inff�(xt) : t 2 4g: Then fxtng is G�Cauchy since for

n;m 2 N, we have

G(xtn ; xtm ; xtm) � �(xtn)� �(xtm): (1)

Thus passing to the limit in the inequality (1) implies G(xtn ; xtm ; xtm) = 0
as n;m!1: Since (X;G;�) is G�complete then there exists x� 2 X such
that fxtng converges to x�: To prove that x� is an upper bound of the set
C, let m;n 2 N since fxtng converges to x� and fxtng is increasing imply
xtn � x� 8n � 1. Therefore,

G(xtn ; x
�; x�) = lim

m!1
G(xtn ; xtm ; xtm)

� �(xtn)� lim
m!1

�(xtm)

� �(xtn)� lim
m!1

�(xtm)

� �(xtn)� �(x�):

Then �(x�) � �(xtn) 8n � 1 which implies that �(x�) � inff�(xt) : t 2 4g.
Hence xt � x� 8t 2 4 since � is decreasing which means that x� is an upper
bound of the chain C. Therefore Zorn�s lemma implies that (X;�) has a
maximal element. By Theorem 12 any selfmapping T : X ! X satis�es the
inequality G(x; Tx; Tx) � �(x)� �(Tx) has a �xed point.

Corollary 14 Let (X;G) be a partially ordered G�metric space. Suppose
f : X ! X is any function and T : X ! X be G�continuous. If there exists
a real number r < 0 such that for all x 2 X

G(f(x); T f(x); T f(x) � G(x; Tx; Tx) + rG(x; f(x); f(x));

6
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then f has a �xed point.

Proof. De�ne � : X ! R+ by �(x) = �G(x; Tx; Tx)
r

. Then the lower semi

continuity of � follows from the G�continuity of T: Now

G(f(x); T f(x); T f(x) = �r�(f(x)) � �r�(x) + rG(x; f(x); f(x)):

Then
�(f(x)) � �(x)�G(x; f(x); f(x));

which implies
G(x; f(x); f(x)) � �(x)� �(f(x)):

De�ne � on X by

x � y () G(x; y; y) � �(x)� �(y) 8x; y 2 X.

Then by Theorem 13, there exists x� 2 X such that f(x�) = x�:

Corollary 15 Let (X;G) be a complete G�metric space and let � 2 M.
Then (X; � �G) is a complete G�metric space. Then any selfmapping T on
X satis�es � �G(x; Tx; Tx) � �(x)� �(Tx) has a �xed point.

Corollary 16 Let (X;G) be a complete G�metric space and let � 2 M.
Suppose f : X ! X is any function and T : X ! X is G�continuous. If
for all x 2 X

G(f(x); T f(x); T f(x) � G(x; Tx; Tx)� � �G(x; f(x); f(x)):

Then f has a �xed point.

Proof. De�ne �(x) = ��1 � G(x; Tx; Tx): Then lower semi continuity of �
follows from the G�continuity of T and continuity of ��1: Now

G(f(x); T f(x); T f(x) = �(�(f(x))) � �(�(x))� � �G(x; f(x); f(x)):

Then
�(�(f(x))) � �(�(x))� � �G(x; f(x); f(x)):

By the subaddivity of �; the above inequality becomes

�(�(f(x)) +G(x; f(x); f(x))) � �(�(f(x))) + � �G(x; f(x); f(x))
� �(�(x)):

7
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Now since � is increasing, we obtain

�(f(x)) +G(x; f(x); f(x)) � �(x):

Hence

G(x; f(x); f(x)) � �(x)� �(f(x)):
De�ne � on X by

x � y () G(x; y; y) � �(x)� �(y) 8x; y 2 X:

Then by Theorem 13 there exists x� 2 X such that f(x�) = x�:

Corollary 17 Let (X;G) be a complete G�metric space and Suppose f :
X ! X is any function and T : X ! X is G�continuous. If there exist a
real number r < 0 and n 2 N such that for all x; y 2 X

G(f(x); T f(x); T nf(x) � G(x; Tx; T nx) + rG(x; f(x); f(x))

then f has a �xed point.

Proof. De�ne � : X ! R+ by �(x) = �G(x; Tx; T
nx)

r
. Then lower semi

continuity of � follows from the G�continuity of T: Then

�r�(f(x)) = G(x; Tf(x); T nf(x)

� �r�(x) + rG(x; f(x); f(x)):

Then we obtain
G(x; f(x); f(x)) � �(x)� �(f(x)):

De�ne � on X by

x � y () G(x; y; y) � �(x)� �(y) 8x; y 2 X:

Then by Theorem 13 there exists x� 2 X such that f(x�) = x�.

Corollary 18 Let (X;G) be a complete G�metric space and let � 2 M.
Suppose f : X ! X is any function and T : X ! X is G�continuous. If
there exist � 2M and n 2 N such that for all x 2 X

G(f(x); T f(x); T nf(x) � G(x; Tx; T nx)� � �G(x; f(x); f(x));

then f has a �xed point.

8
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The following theorem gives a natural generalization of Caristi type map-
ping in the setting of G�metric spaces.

Theorem 19 Let (X;G) be a complete G�metric space. Suppose T : X !
X is G�continuous. If there exists �y 2 L(X) for all y 2 X such that for
all x 2 X

G(Tx; T 2x; Ty) � �y(x)� �y(Tx),
then T has a �xed point.

Proof. Fix x0 2 X and let xn = T nx0 n = 1; 2; 3; :::: Then

G(xn; xn+1; T y) = G(Txn�1; Txn; T y) = G(Txn�1; T
2xn�1; T y)

� �y(xn�1)� �y(Txn�1)
= �y(xn�1)� �y(xn):

Then for each y 2 X;
nX
j=1

G(xn; xn+1; T y) = G(x1; x2; T y) +G(x2; x3; T y) + :::+G(xn; xn+1; T y)

� �y(x0)� �y(x1) + �y(x1)� �y(x2) + :::� �y(xn�1) + �y(xn�1)� �y(xn)
� �y(x0)� �y(xn)
� �y(x0) + C;

where C > 0; which implies that

1X
j=1

G(xn; xn+1; T y) � �y(x0) + C <1:

Then
1P
j=1

G(xn; xn+1; T y) is a convergent series. Hence lim
n!1

G(xn; xn+1; T y) =

0: Therefore,

G(xn; xm; xm) � G(xn; T y; Ty) +G(Ty; xm; xm)

� G(xn; xm; T y) +G(xn; xm; T y)

� 2

mX
j=n

G(xj; xj+1; T y)! 0 as m;n!1

9
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which implies that fxng is Cauchy in complete G�metric space. That is,
there exists x� 2 X such that fxng converges to x�: Now

G(Tx�; T 2x�; x�) = lim
n!1

G(Txn; T
2xn; xn) = lim

n!1
G(xn+1; xn+2; xn) = 0;

which implies that x� is a �xed point of T:

Corollary 20 Let (X;G) be a complete G�metric space. Suppose T : X !
X is G�continuous and for all x 2 X

G(Tf(x); T 2f(x); T y) � G(x; Tx; Ty)�G(f(x); f2(x); T y):

Then f has a �xed point.

Proof. For each y 2 X, choose �y(x) = G(x; Tx; Ty) then the result follows
by applying Theorem 19
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Abstract

In this paper, we generalize the notion of Meir-Keeler contraction condition in Mb-
metric spaces. We prove some fixed point theorems for this class of contractions which
enables us to extend and generalize the recent results of Gholmian and Khanehgir [2].

1 Introduction and preliminaries

First of all, we would like to mention that this work is inspired by the work of Gholmian
and Khanehgir [2]. In 1922 Banach established one of the most important theorem in fixed
point theory known as the ”Banach contraction principle”. Subsequently, many authors have
extended this theorem in many different ways. For example, in 1969, Meir and Keeler [3]
generalize the Banach’s theorem using the weakly uniformly strict contraction and proved
the following theorem:

Theorem 1. Let (X, d) be a complete metric space and f a mapping of X into itself satisfying
the following condition:

given ε > 0, there exists δ > 0 such that ε ≤ d(x, y) < ε+ δ implies d(f(x), f(y)) < ε.

Then f has a unique fixed point ξ. Moreover, For any x ∈ X, lim
n→∞

fn(x) = ξ.

The Theorem 1 has been extended in many different metric spaces under several con-
tractive definitions, see [2], [5].
On the other hand, several types of generalized metric spaces are proposed and a series of
fixed point theorems for various classes of mapping are obtained, see [4], [6], [8], [9], [10],
[11], [12].

M -metric spaces was introduced by Asadi see [1], which is an extension of partial metric
spaces. So, first we remind the reader of the definition of an M -metric spaces along with
some other notations.

1
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Notation 1. [1]
1. mx,y := min{m(x, x),m(y, y)}
2. Mx,y := max{m(x, x),m(y, y)}

Definition 1. [1] Let X be a nonempty set, if the function m : X2 → R+ satisfies the
following conditions: for all x, y, z ∈ X

(1) m(x, x) = m(y, y) = m(x, y) if and only if x = y,
(2) mx,y ≤ m(x, y),
(3) m(x, y) = m(y, x),
(4) (m(x, y)−mx,y) ≤ (m(x, z)−mx,z) + (m(z, y)−mz,y).

Then the pair (X,m) is called an M-metric space.

Recently, Mlaiki et al. [7] developed the concept of Mb-metric spaces which extends the
M -metric spaces and some fixed point theorems are established. Motivated by the properties
of this original metric space, we introduce the notion of generalized Meir-Keeler contraction
mappings in the Mb-metric spaces.

Now, let’s recall some definitions and notations of Mb-metric spaces.

Notation 2. [7]
1. mbx,y := min{mb(x, x),mb(y, y)}
2. Mbx,y := max{mb(x, x),mb(y, y)}

Definition 2. [7] An Mb-metric space on a nonempty set X is a function mb : X2 → R+

that satisfies the following conditions, for all x, y, z ∈ X we have
(1) mb(x, x) = mb(y, y) = mb(x, y) if and only if x = y,
(2) mbx,y ≤ mb(x, y),
(3) mb(x, y) = mb(y, x),
(4) There exists a real number s ≥ 1 such that for all x, y, z ∈ X we have

(mb(x, y)−mbx,y) ≤ s[(mb(x, z)−mbx,z) + (mb(z, y)−mbz,y)]−mb(z, z).

The number s is called the coefficient of the Mb-metric space (X,mb).

Now, we give an example of an Mb-metric which is not an M -metric space.

Example 1. [7] Let X = [0,∞) and p > 1 be constant and mb : X2 → [0,∞) defined by for
all x, y ∈ X we have

mb(x, y) = max{x, y}p + |x− y|P .

Note that (X,mb) is an Mb-metric with coefficient s = 2p. Now, we show that (X,mb) is not
an M-metric space. Take x = 5, y = 1 and z = 4, we get mb(x, y)−mbx,y = 5p + 4p− 1 and
(mb(x, z)−mbx,z) + (mb(z, y)−mbz,y) = 5p + 1− 4p + 4p + 3p − 1 = 5p + 3p. Therefore,

mb(x, y)−mbx,y > (mb(x, z)−mbx,z) + (mb(z, y)−mbz,y),

as required.

2
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Definition 3. [7] Let (X,mb) be a Mb-metric space. Then:
1) A sequence {xn} in X converges to a point x if and only if

lim
n→∞

(mb(xn, x)−mbxn,x) = 0.

2) A sequence {xn} in X is said to be mb-Cauchy sequence if and only if

lim
n,m→∞

(mb(xn, xm)−mbxn,xm), and lim
n→∞

(Mbxn,xm −mbxn,xm)

exist and finite.
3) An Mb-metric space is said to be complete if every mb-Cauchy sequence {xn} converges
to a point x such that

lim
n→∞

(mb(xn, x)−mbxn,x) = 0 and lim
n→∞

(Mbxn,x −mbxn,x) = 0.

Definition 4. Each mb-metric generates a topology τmb
on X whose base is the family of

open mb-balls {Bmb
(x, ε) | x ∈ X, ε > 0} where Bmb

(x, ε) = {y ∈ X | mb(x, y)−mbx,y < ε}.
Definition 5. Let X be a nonempty set, T : X −→ X be a mapping and α : X×X −→ [0,∞)
be a function. Then, T is said to be α-admissible if for all x, y ∈ X we have

α(x, y) ≥ 1 =⇒ α(Tx, Ty) ≥ 1. (1)

Definition 6. A mapping T : X → X is called triangular α-admissible if it is α-admissible
and it satisfies the following condition:

α(x, y) ≥ 1 and α(y, z) ≥ 1, then α(x, z) ≥ 1 where x, y, z ∈ X.
Definition 7. Let (X,mb) be an mb-metric space with coefficient s, an α-admissible mapping
T : X −→ X is said to be generalized Meir-Keeler contraction of type (I) if for every ε > 0
there exists δ > 0 such that

ε ≤ β(mb(x, y))M(x, y) < ε+ δ implies α(x, y)mb(Tx, Ty) < ε (2)

where
M(x, y) = max{mb(x, y),mb(Tx, x),mb(Ty, y)}, for all x, y ∈ IN (3)

and β : [0,∞) −→ (0, 1
s
) is a given function.

Definition 8. Let (X,mb) be an mb-metric space with coefficient s. A triangular α-admissible
mapping T : X −→ X is said to be generalized Meir-Keeler contraction of type (II) if for
every ε > 0 there exists δ > 0 such that

ε ≤ β(mb(x, y))N(x, y) < ε+ δ implies α(x, y)mb(Tx, Ty) < ε (4)

where

N(x, y) = max{mb(x, y),
1

2
[mb(Tx, x) +mb(Ty, y)]}, forall x, y ∈ IN (5)

and β : [0,∞) −→ (0, 1
s
) is a given function.

Remark 1. 1. Suppose that T : X −→ X is a generalized Meir-Keeler contraction of
type (I). Then

α(x, y)mb(Tx, Ty) < β(mb(x, y))M(x, y) (6)

for all x, y ∈ X when M(x, y) > 0.

2. Note that for all x, y ∈ X, we have N(x, y) ≤M(x, y).

3
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2 Main Results

Theorem 2. Let (X,mb) be a complete Mb metric space and T : X → X be a triangular
α-admisible mapping. Suppose that the following conditions hold:

(a) There exists x0 ∈ X such that α(x0, Tx0) ≥ 1, α(Tx0, x0) ≥ 1.

(b) If {xn} is a sequence in X that converges to z as n → ∞, and α(xn, xm) ≥ 1 for all
n,m ∈ IN, then α(xn, z) ≥ 1 for all n ∈ IN.

(c) If for each ε > 0 there exists δ > 0 such that

2sε ≤ mb(y, Ty)
1 +mb(x, Tx)

1 +M(x, y)
+N(x, y) < s(2ε+ δ),

then we have α(x, y)mb(Tx, Ty) < ε.

Then, T has a fixed point in X.

Proof. Note that condition (c) implies that

α(x, y)mb(Tx, Ty) <
1

2s
mb(y, Ty)

1 +mb(x, Tx)

1 +M(x, y)
+

1

2s
N(x, y).

Let x0 ∈ X that satisfies condition (a) and define the sequence {xn} by x1 = Tx0 and
xn+1 = Txn for all n ∈ IN. If there exists an n such that xn+1 = xn, then we are done.
Without lost of generality, we may assume that xn+1 6= xn for all n ∈ IN.
Since T is α-admisible, we have α(x0, x1) = α(x0, Tx0) ≥ 1 and thus α(Tx0, Tx1) =
α(x1, x2) ≥ 1. By repeating the same argument, we get α(xn, xn+1) ≥ 1, for all n ∈ IN.
Hence,

mb(xn+1, xn+2) = mb(Txn, Txn+1)

≤ α(xn, xn+1)mb(Txn, Txn+1)

<
1

2s
mb(xn+1, xn+2)

1 +mb(xn, xn+1)

1 +M(xn, xn+1)
+

1

2s
N(xn, xn+1).

Note thatM(xn, xn+1) = max{mb(xn, xn+1),mb(xn+1, xn+2)}. So, ifM(xn, xn+1) = mb(xn+1, xn+2)
then we have

mb(xn+1, xn+2) = mb(Txn, Txn+1) ≤ α(xn, xn+1)mb(Txn, Txn+1)

<
1

2s
mb(xn+1, xn+2)

1 +mb(xn, xn+1)

1 +mb(xn+1, xn+2)
+

1

2s
mb(xn+1, xn+2)

<
1

2s
mb(xn+1, xn+2) +

1

2s
mb(xn+1, xn+2)

=
1

s
mb(xn+1, xn+2) ≤ mb(xn+1, xn+2),

4
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which leads to a contradiction. Therefore, M(xn, xn+1) = mb(xn, xn+1). Also note that
N(xn, xn+1) ≤M(xn, xn+1) and hence

mb(xn+1, xn+2) <
1

2s
mb(xn+1, xn+2)

1 +mb(xn, xn+1)

1 +mb(xn, xn+1)
+

1

2s
mb(xn, xn+1)

=
1

2s
mb(xn+1, xn+2) +

1

2s
mb(xn, xn+1)

≤ 1

2s
mb(xn, xn+1) +

1

2s
mb(xn, xn+1)

=
1

s
mb(xn, xn+1) ≤ mb(xn, xn+1).

Therefore, mb(xn+1, xn+2) < mb(xn, xn+1) and thus the sequence {mb(xn, xn+1)} is a strictly
decreasing positive sequence that converges to some number say r ≥ 0. By Condition
(c) in the hypothesis of the theorem, choose ε = r

s
. Note that, limn→∞[mb(xn+1, xn+2) +

mb(xn, xn+1)] = 2r. Hence, there exists N0 ∈ IN such that

2r < mb(xN0+1, xN0+2) +mb(xN0 , xN0+1) < 2r + δ.

Therefore,

2sε < mb(xN0+1, xN0+2) +mb(xN0 , xN0+1)

= mb(xN0+1, TxN0+1)

[
1 +mb(xN0 , TxN0)

1 +M(xN0 , xN0+1)

]
+N(xN0 , xN0+1)

< 2sε+ δ < s(2ε+ δ).

Using the fact that α(xN0 , xN0+1) ≥ 1 and condition (c), we deduce that

mb(xN0+1, xN0+2) ≤ α(xN0 , xN0+1)mb(TxN0 , TxN0+1) < ε =
r

s
≤ r.

But we know that for all n ∈ IN, r ≤ mb(xn, xn+1) which leads to a contradiction. Thus
r = 0; that is, limn→∞mb(xn, xn+1) = 0. Now let ε > 0 and δ′ = min{δ, ε, 1}. Since
limn→∞mb(xn, xn+1) = 0, there exists k ∈ IN such that mb(xm, xm+1) <

δ′

4
, for all m ≥ k.

Let η = s(2ε+ δ′

2
) and consider the set

B[xk, η] = {xi| i ≥ k,mb(xi, xk)−mbxi,xk < η}.

We prove that T maps B[xk, η] to itself. Let xl ∈ B[xk, η]. Then we have mb(xl, xk) −
mbxl,xk < η. If l = k, then we have Txl = Txk = xk+1 ∈ B[xk, η]. So we may assume that
l > k. Suppose that 2sε ≤ mb(xl, xk), so that

2sε ≤ mb(xl, xk)−mbxl,xk < η.

Note mb(xl, xk) ≤ N(xl, xk). Hence, 2sε ≤ mb(xl, xk) and this implies that ε ≤ 1
2s
mb(xl, xk).

Thus,

ε ≤ 1

2s
mb(xk, xk+1)

1 +mb(xl, xl+1)

1 +M(xl, xk)
+

1

2s
N(xl, xk).

5
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Therefore,
1

2s
mb(xk, xk+1)

1 +mb(xl, xl+1)

1 +M(xl, xk)
+

1

2s
N(xl, xk) < ε+

δ′

2
,

and this implies that

2sε ≤ mb(xk, Txk)
1 +mb(xl, Txl)

1 +M(xl, xk)
+N(xl, xk) < s(2ε+ δ′).

Thus, by part (c) of the theorem, we have mb(Txl, Txk) ≤ α(xl, xk)mb(Txl, Txk) < ε.
Therefore,

mb(Txl, xk)−mbTxl,xk ≤ mb(Txl, xk)

≤ s [(mb(Txl, Txk)−mbTxl,Txk) + (mb(Txk, xk)−mbTxk,xk)]

≤ s [mb(Txl, Txk) +mb(Txk, xk)]

< s[ε+
δ′

4
]

< s[2ε+
δ′

2
]

which implies that xl+1 ∈ B[xk, η] as desired. Now assume that mb(xl, xk) < 2sε. Then we
have

mb(Txl, xk)−mbTxl,xk ≤ mb(Txl, xk)

≤ s [(mb(Txl, Txk)−mbTxl,Txk) + (mb(Txl, xk)−mbTxl,xk)]

≤ s [mb(Txl, Txk) +mb(Txk, xk)]

≤ sα(xl, xk)mb(Txl, Txk) + smb(Txk, xk)

< s

[
1

2s
mb(xk, xk+1)

1 +mb(xl, Txl+1)

1 +M(xl, xk)
+

1

2s
N(xl, xk)

]
+ smb(xk+1, xk)

≤ 1

2
mb(xk, xk+1) +

mb(xk, xk+1)mb(xl, xl+1)

2(1 +mb(xl, xk))
+

1

2
N(xl, xk) + smb(xk+1, xk)

≤ δ′

8
+
mb(xk, xk+1)mb(xl, xl+1)

2(1 +mb(xl, xk))
+

1

2
N(xl, xk) + s

δ′

4
.

On the other hand, note that

mb(xk, xk+1)

1 +mb(xl, xk)
≤ mb(xk, xk+1) <

δ′

4
< 1.

Hence,

mb(Txl, xl)−mbTxlxl ≤ mb(Txl, xk)

=
δ′

8
+

1

2
mb(xl, xl+1) +

1

2
N(Txl, xk) + s

δ′

4

<

[
δ′

8
+
δ′

8
+ sε

]
+ s

δ′

4

≤ s(
δ′

2
+ 2ε).

6
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Therefore, for all m > k, we have

mb(xm, xk)−mbxm,xk < s

(
δ′

2
+ 2ε

)
.

Now, for every m,n ∈ IN such that m > n > k, we have

mb(xm, xn)−mbxm,xn ≤ s [(mb(xm, xk)−mbxm,xk) + (mb(xk, xn)−mbxk,xn)]

≤ smb(xm, xk) + smb(xk, xn)

< s.s(
δ′

2
+ 2ε) + s.s(

δ′

2
+ 2ε)

= s2(4ε+ δ′) ≤ 5s2ε

which implies that limn,m→∞mb(xm, xn)−mbxm,xn exists and finite. Using the same argument
it is not difficult to show that limn,m→∞Mb(xm, xn) −mbxm,xn exists and finite. Therefore,
the sequence {xn} is an mb-Cauchy sequence and since X is complete, there exists u ∈ X
such that limn→∞Mbxn,u −mbxn,u = 0 .
Finally, we show that is a fixed point for T ; that is Tu = u.

lim
n→∞

(Mbxn,u −mbxn,u) = 0

lim
n→∞

(Mbxn+1,u −mbxn+1,u) = 0

lim
n→∞

(MbTxn,u −mbTxn,u) = 0

Mb(Tu, u)−mbTu,u
= 0

Then, MbTu,u = mbTu,u, and similarly by the convergence of xn we obtain thatmb(Tu, u) =
mbTu,u, which implies that Tu = u as required.

Definition 9. Let (X,mb) be an mb-metric space and let T be a self mapping on X. T is
called mb-orbitally continuous if whenever

lim
n→+∞

mb(T
n
x , z) = mb(z, z)⇒ lim

n→+∞
mb(TT

n
x , Tz) = mb(Tz, Tz)∀x, z ∈ X. (7)

Remark 2. Note that, continuous mappings are mb-orbitally continuous. But the con-
verse is not necessary true, for example, consider the mb-metric space defined by mb(x, y) =
[max(x, y)]q (q ≥ 1) for all x, y ∈ X where X = [0, 1] and the map T : X −→ X defined by

T =

{
x
2

if 0 ≤ x < 1
0 if x = 1

It is not difficult to see that T is not continuous, but T is mb-orbitally continuous.

Theorem 3. Let (X,mb) be a complete mb-metric space with coefficient s and T : X −→ T
be a mapping. Suppose that the following conditions hold:

7
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a) T is an mb-orbitally continuous generalized Meir-Keeler contraction of type (I),

b) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1, α(Tx0, x0) ≥ 1,

c) if {xn} is a sequence in X such that xn −→ z as n −→ ∞ and α(xn, xm) ≥ 1 forall
n,m ∈ IN, then α(z, z) ≥ 1,

d) s > 1 or β is a continuous function.
then, T has a fixed point in X.

Proof. Let x0 ∈ X be such that condition b) holds and define {xn} in X so that x1 = Tx0,
xn+1 = Tx0 ∀n ∈ IN. Without lose of generality, we may suppose that xn+1 6= xn ∀n ∈ IN∪0.
Since T is α-admissible, then α(xn, xn+1) ≥ 1 ∀n ∈ IN.
As T is a generalized Meir-Keeler contraction of type (I), then by replacing x by xn and y
by yn in (4), we observe that for every ε > 0 there exists δ > 0 such that

ε ≤ β(mb(xn, xn+1))M(xn, xn+1) < ε+ δ =⇒ α(xn, xn+1)mb(Txn, Txn+1) < ε (8)

where
M(xn, xn+1) = max[mb(xn, xn+1),mb(xn+2, xn+1)]. (9)

Next, we distinguish two following cases:
Case 1. Assume that M(xn, xn+1) = mb(xn+2, xn+1).
In this case, equation (8) becomes

ε ≤ β(mb(xn, xn+1))mb(xn+2, xn+1) < ε+ δ =⇒ α(xn, xn+1)mb(Txn, Txn+1) < ε

and using that α(xn, xn+1) ≥ 1 ∀n ∈ IN, we have

mb(Txn, Txn+1)mb(xn+1, xn+2) < ε ≤ β(mb(xn, xn+1))mb(xn+2, xn+1).

Then mb(xn+1, xn+2) < mb(xn+2, xn+1) ∀n ∈ IN which gives a contradiction.
Case 2. Assume that M(xn, xn+1) = mb(xn, xn+1).
Since M(xn, xn+1) > 0 ∀n ∈ IN due to Remark 1, we get

mb(xn+1, xn+2) ≤ α(xn, xn+1)mb(Txn, Txn+1)

< ε

≤ β(mb(xn, xn+1))mb(xn, xn+1)

<
1

s
mb(xn, xn+1) ≤ mb(xn, xn+1). (10)

That is {mb(xn, xn+1)} is a strictly decreasing positive sequence in R+ and it converges to
some r ≥ 0. Let prove that r = 0.
Let be untrue, the we have r > 0. We assert that 0 < r ≤ mb(xn, xn+1) ∀n ∈ IN.

First, suppose that s > 1. Applying equation (10), we have mb(xn+1, xn+2) <
1

s
mb(xn, xn+1).

By taking the limit as n tends to infinity, we get r ≤ 1

s
r < r which is a contradiction and so

r = 0.
Next, suppose that β is a continuous function. We prove in the following claim that
{β(mb(xn, xn+1))mb(xn, xn+1)} is a strictly decreasing positive sequence in R+.

8
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Claim 1. Let β : [0,∞[−→ [0,
1

s
) a continuous function. Then, {β(mb(xn, xn+1))mb(xn, xn+1)}

is strictly decreasing positive sequence in R+.

First, note that

β(mb(xn+1, xn+2))mb(xn+1, xn+2) < mb(xn+1, xn+2)

≤ α(xn, xn+1)mb(Txn, Txn+1)

< β(mb(xn, xn+1))M(xn, xn+1).

If M(xn, xn+1) = mb(xn, xn+1), we obtain
β(mb(xn+1, xn+2))mb(xn+1, xn+2) < β(mb(xn, xn+1))mb(xn, xn+1).
If M(xn, xn+1) = mb(xn+2, xn+1), we have mb(xn+2, xn+1) < mb(xn, xn+1) (as mb(xn, xn+1) is
a strictly decerasing). Then, β(mb(xn+1, xn+2))mb(xn+1, xn+2) < β(mb(xn, xn+1))mb(xn, xn+1).
Thus, {β(mb(xn, xn+1))mb(xn, xn+1)} is strictly decreasing positive sequence in R+ which
prove our claim as desired.
From Claim 1, we have {β(mb(xn, xn+1))mb(xn, xn+1)} converges to some r′ ≥ 0. We con-
sider the two follwing cases:
Case 1. r′ = 0
Since lim

n→∞
mb(xn, xn+1) 6= 0 so we have

∃ε > 0,∀k ∈ IN,∃nk ≥ k,mb(xnk
, xnk+1

) ≥ ε.

Now, let ε′ > 0 be given. Since lim
n→∞

β(mb(xnk
, xnk+1

))mb(xnk
, xnk+1

) = 0.

Therefore, using (4), we derive

∃k′ ∈ IN,∀k ≥ k′, εβ(mb(xnk
, xnk+1

)) ≤ β(mb(xnk
, xnk+1

))mb(xnk
, xnk+1

) < ε′.

It enforces that lim
n→∞

β(mb(xnk
, xnk+1

)) = 0.

By continuity of β, we obtain β(r) = 0 =⇒ r = 0 which is a contradiction.

Case 2. r′ > 0
we can distinguish two subcases: r < r′ and r > r′.

If r < r′, then β(mb(xn, xn+1))mb(xn, xn+1) <
1

s
mb(xn, xn+1) and by taking the limit as n

tends to infinity we get r′ ≤ r

s
≤ r which is a contradiction with r′ > 0.

If r > r′, let δ > 0 be such that satisfying (4) whenever ε = r′. We know there exists N0 ∈ IN
such that

r′ ≤ β(mb(xN0 , xN0+1))mb(xN0 , xN0+1) < r′ + δ.

Thus

r < mb(xN0+1, xN0+2) ≤ α(xN0 , xN0+1)mb(TxN0 , TxN0+1)

< r′ ≤ r

which leads to contradiction with 0 < r ≤ mb(xn, xn+1) ∀n ∈ IN.

9
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Thus, r = 0 and so lim
n→∞

mb(xn, xn+1).

Next, we intend to show that the sequence {xn} is an mb- Cauch sequence. For this
purpose, we will prove that for every ε > 0 there exists N ∈ IN such that lim

n,m→∞
mb(xn, xm)−

mbxn,m <∞. We will prove that for every ε > 0, there exists N ∈ IN such that

mb(xl, xl+k)−mbxl,l+k
< ε. (11)

Since the sequence {mb(xn, xn+1)} −→ 0, n −→∞, for every δ > 0 there exists N ∈ IN such
that mb(xn, xn+1) < δ for all n ≥ N . Choose δ < ε. We will prove equation (11) by using
induction on k.
• for k = 1, we have mb(xl, xl+1) < ε ⇒ mb(xl, xl+1) −mbxl,l+1

< ε so, (11) it clearly holds
for all l ≥ N (due to the choice of δ).
• Assume that the inequality (11) holds for some k = m, that is mb(xl, xl+m)−mbxl,l+m

< ε
∀l ≥ N .
For k = m+ 1, we have to show that

mb(xl, xl+m+1)−mbxl,l+m+1
< ε ∀ l ≥ N (12)

Employing condition (4) of the definition fo the Mb-metric space, we get

mb(xl−1, xl+m)−mbxl,l+m
< s[mb(xl−1, xl)−mbxl−1,l

+mb(xl, xl+m)−mbxl,l+m
−mb(xl, xl)]

≤ s[mb(xl−1, xl) +mb(xl, xl+m)]

≤ s[δ + ε] ∀l ≥ N.

If β(mb(xl−1, xl+m))mb(xl−1, xl+m) ≥ ε, then we deduce

ε ≤ β(mb(xl−1, xl+m))mb(xl−1, xl+m)

≤ β(mb(xl−1, xl+m))M(xl−1, xl+m)

= β(mb(xl−1, xl+m))max[mb(xl−1, xl+m),mb(xl, xl−1),mb(xl+m+1, xl+m)]

< β(mb(xl−1, xl+m))max[s(δ + ε), δ, δ]

< δ + ε.

Using (8) with x = xl−1, y = xl+m, we find

ε ≤ β(mb(xl−1, xl+m))M(xl−1, xl+m) < ε+ δ,

then
α(xl−1, xl+m)mb(Txl−1, Txl+m) < ε

which gives mb(xl, xl+m+1) < ε. Hence, (8) holds for k = m+ 1.

If β(mb(xl−1, xl+m))mb(xl−1, xl+m) < ε, then

β(mb(xl−1, xl+m))M(xl−1, xl+m) = β(mb(xl−1, xl+m))max[mb(xl−1, xl+m),

mb(xl, xl−1),mb(xl+m+1, xl+m)]

< β(mb(xl−1, xl+m))max[mb(xl−1, xl+m), δ, δ]

< ε.

10
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From Remark 1, we get

α(xl−1, xl+m)mb(Txl−1, Txl+m) < β(mb(xl−1, xl+m))M(xl−1, xl+m) < ε

then
α(xl−1, xl+m)mb(xl, xl+m+1) < ε.

So
mb(xl, xl+m+1) < α(xl−1, xl+m)mb(xl, xl+m+1) < ε

that is (11) holds for k = m+ 1.
Note that M(xl−1, xl+m) > 0, otherwise mb(xl, xl−1) = 0 and hence xl = xl−1, which is
contradiction. Thus, mb(xl, xl+k) < ε ∀l ≥ N and k ≥ 1, it means

mb(xn, xm) < ε ∀ m ≥ n ≥ N. (13)

Hence, it is easy to deduce that {xn} is an mb−Cauchy sequence. Since X is a complete
mb-metric space, there exists u ∈ X such that lim

n→∞
(Mbxn,u −mbxn,u) = 0.

Now, we will show that Tu = u for any n ∈ IN. We have

lim
n→∞

(Mbxn,u −mbxn,u) = 0

lim
n→∞

(Mbxn+1,u −mbxn+1,u) = 0

lim
n→∞

(MbTxn,u −mbTxn,u) = 0

Mb(Tu, u)−mbTu,u
= 0

Then, MbTu,u = mbTu,u, and similarly by the convergence we obtain that mb(Tu, u) =
mbTu,u, which implies that Tu = u as desired.

Next, we prove the same result for a self mapping T on X which is an mb-orbitally
continuous generalized Meir-Keeler contraction of type (II).

Theorem 4. Let (X,mb) be a complete mb-metric space, T : X −→ X be a mapping.
Assume that the following conditions are satisfied:

a) T is an mb-orbitally continuous generalized Meir-Keeler contraction of type (II),

b) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1, α(Tx0 , x0),

c) If {xn} is a sequence in X such that xn −→ z as n −→ ∞ and α(xn, xm) ≥ 1 for all
n,m ∈ N, then α(z, z) ≥ 1,

d) s > 1 or β is a continuous function, then T has a unique fixed point in X.

Proof. By remark 1 , we have N(x, y) ≤ M(x, y). Hence, similarly to the proof of theorem
3, the result of our theorem will follow as desired.

Theorem 5. Let (X,mb) be a complete mb-metric space with coefficient s and satisfies the
following conditions:

11
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a) if {xn} is a sequence in X which converges to z with respect to τmb
and satisfies

α(xn+1, xn) ≥ 1 and α(xn, xn+1) ≥ 1 for all n, then there exists a subsequence {xnk
}

of {xn} such that α(xz, xnk
) ≥ 1 and α(xnk

, xz) ≥ 1 for all k,

b) T : X −→ X is a generalized Meir-Keeler contraction of type (II),

c) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1, α(Tx0 , x0) ≥ 1

d) s > 1 or β is a continuous function then, T has a fixed point in X.

Proof. By the proof of theorem 2, one can easly deduce that {xn} defined by x1 = Tx0 and
xn+1 = Txn (n ∈ N) converges to some z ∈ X with mb(z, z) = 0, by condition a), there exist
a subsequence {xnk

} of xn such that α(z, xnk
) ≥ 1 and α(xnk

, z) ≥ 1 for all k.
Note that, if N(z, xnk

) = 0, then Tz = z and we are done.
Now, by remark 1 for all k ∈ N we have

mb(Tz, xn+1) = mb(Tz, Txn) ≤ α(z, xnk
)mb(Tz, Txnk

)

< β(mb(z, xnk
))N(z, xnk

).

Taking the limit k −→∞ we obtain lim
k→∞

N(z, xnk
) = max{0, 1

2
mb(Tz, z)} =

1

2
mb(Tz, z).

Thus, lim
n→∞

mb(Tz, xnk+1
) ≤ 1

2s
mb(Tz, z). Hence,

mb(Tz, z) ≤ smb(Tz, xnk+1
) + smb(xnk+1

, z).

Taking the limit k −→∞ we obtain

mb(Tz, z) ≤
1

2
mb(Tz, z).

which implies mb(Tz, z) = 0, similarly we can show that MbTz ,z = 0 and therefore, Tz = z as
desired.
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Abstract: In this paper, we introduce several extensions of Meir-Keeler contractive mappings in

the structure of S−metric spaces. Then we investigate some existence, uniqueness, and generalized

Ulam-Hyers stability results for the classes of MKC mappings via fixed point theory. Besides the the-

oretical results, we also present some illustrative examples to verify the effectiveness and applicability

of our main results.
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Keywords: Generalized Ulam-Hyers stability; (γ−ψ)−Meir-Keeler contraction mappings; S−metric

space; fixed point theory.

1. Introduction

1.1. S−metric spaces

Very recently, Sedghi et al.[1] have introduced the notion of an S−metric space and proved that this

notion is a generalization of a G−metric space and D∗−metric space. Also, they have proved some

properties of an S−metric and some fixed point results for a self-map on S−metric spaces. After that,

many interesting results were obtained by transporting certain results in metric spaces and known

generalizes metric spaces to S−metric spaces, see ([2]-[10]).

First, we recall the definition of an S−metric space and some useful notions and lemmas for the

following discussion.

In the sequel, the letters N,R+ and R will denote the sets of positive integers, nonnegative real numbers

and real numbers, respectively.

Definition 1.1. [1] Let X be a nonempty set. An S−metric on X is a function S : X3 7→ [0,∞)

that satisfies the following conditions for ∀x, y, z, a ∈ X:

(S1) S(x, y, z) = 0 if and only if x = y = z;

(S2) S(x, y, z) ≤ S(x, x, a) + S(y, y, a) + S(z, z, a).

∗Correspondence: stellalwp@163.com
2 College of Science, Sichuan University of Science and Engineering, Zigong, Sichuan 643000, China
3 Sichuan Province University Key Laboratory of Bridge Non-destruction Detecting and Engineering Computing, Zigong,
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The pair (X,S) is called an S−metric space.

Immediate examples of such S−metric spaces are:

(1) Let X = R+ and ‖ · ‖ be a norm on X, then S(x, y, z) = ‖2x+ y− 3z‖+ ‖x− z‖ is an S−metric

on X, for ∀x, y, z ∈ X.

(2) Let X be a nonempty set, d is ordinary metric on X, the Sd(x, y, z) = d(x, z) + d(y, z) is an

S−metric on X, for ∀x, y, z ∈ X.

Lemma 1.1. [1] Let (X,S) be an S−metric space. Then

S(x, x, z) ≤ 2S(x, x, y) + S(y, y, z), and S(x, x, z) ≤ 2S(x, x, y) + S(z, z, y),

for ∀x, y, z ∈ X.

Lemma 1.2. [1] Let (X,S) be an S−metric space. Then S(x, x, y) = S(y, y, x), for ∀x, y ∈ X.

Lemma 1.3. Let (X,S) be an S−metric space. Then, for ∀x, y, z ∈ X, it follows that

(1) S(x, y, y) ≤ S(x, x, y).

(2) S(x, y, x) ≤ S(x, x, y).

(3) S(x, y, z) ≤ S(x, x, z) + S(y, y, z).

(4) S(x, y, z) ≤ S(y, y, z) + S(x, x, z).

(5) S(x, y, z) ≤ S(y, y, x) + S(z, z, x).

(6) S(x, x, z) ≤ 3
2 [S(y, y, z) + S(y, y, x)].

(7) S(x, y, z) ≤ 2
3 [S(x, x, y) + S(y, y, z) + S(z, z, x)].

Proof. It follows from (S2) and Lemma 1.2, one can easily obtain (1) − (5). Now, we prove (6) and

(7) also hold true.

By Lemma 1.1 and Lemma 1.2, we have

2S(x, x, z) = S(x, x, z) + S(z, z, x)

≤ [2S(x, x, y) + S(y, y, z)] + [2S(z, z, y) + S(x, x, y)]

= 3[S(y, y, z) + S(y, y, x)].

Hence, S(x, x, z) ≤ 3
2 [S(y, y, z) + S(y, y, x)]. Then (6) holds true.

By virtue of (3)− (5) and Lemma 1.2, we have 3S(x, y, z) = 2[S(x, x, y)+S(y, y, z)+S(z, z, x)], which

implies (7) holds true.

Definition 1.2. [1] Let (X,S) be an S−metric space.

(1) A sequence {xn} ⊂ X is said to convergent to x ∈ X if S(xn, xn, x)→ 0 as n→∞. That is, for

each ε > 0, there exists n0 ∈ N such that for ∀n ≥ n0, we have S(xn, xn, x) < ε.

(2) A sequence {xn} ⊂ X is said to be a Cauchy sequence if S(xn, xn, xm)→ 0 as n,m→∞. That

is, for each ε > 0, there exists n0 ∈ N such that for ∀n,m ≥ n0, we have S(xn, xn, xm) < ε, or

for each ε > 0, there exists n0 ∈ N such that for ∀l,m, n ≥ n0, we have S(xl, xm, xn) < ε .
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(3) The S−metric space (X,S) is said to be complete if every Cauchy sequence is a convergent

sequence.

(4) A mapping T : X 7→ X is said to be S−continuous if {Txn} is S−convergent to Tx, where {xn}
is an S−convergent sequence converging to x.

Lemma 1.4. [1] Let (X,S) be an S−metric space. If there exist sequences {xn} and {yn} such that

xn → x and yn → y as n→∞, then S(xn, xn, yn)→ S(x, x, y).

Lemma 1.5. [1] Let (X,S) be an S−metric space. If the sequences {xn} in X such that xn → x,

then x is unique.

1.2. The generalized Ulam-Hyers Stability

The stability problem of functional equations, originated from a question of Ulam [11], in 1940,

concerns the stability of group homomorphism which stated as follows:

Let G1 be a group and G2 be a metric group with a metric d(·, ·). Given ε > 0, does there exist δ > 0

such that if a function h : G1 7→ G2 satisfies the inequality

d(h(xy), h(x)h(y)) < δ,

∀x, y ∈ G1, then there is a homomorphism H : G1 7→ G2 with d(h(x), H(x)) < ε, ∀x ∈ G1?

If the answer is affirmative, then we say that the equation of homomorphism H(xy) = H(x)H(y)

is stable. The first affirmative partial answer to the equation of Ulam for Banach spaces was given

by Hyers [12] in 1941. Thereafter, this type of stability is called the Ulam-Hyers stability and has

attracted attentions of many mathematicians.

In particular, Ulam-Hyers stability results in fixed point theory and remarkable results on the stabil-

ity of certain classes of functional equation via fixed point approach have been studied densely, see

([13]-[16]).

Definition 1.3. Let (X,S) be an S−metric space and T : X 7→ X be a mapping. By definition, the

fixed point equation

x = Tx, x ∈ X (1)

is said to be generalized Ulam-Hyers stable in the framework of an S−metric space if there exists an

increasing operator ϕ : [0,∞) 7→ [0,∞), continuous at 0 and ϕ(0) = 0, such that for each ε > 0 and

an ε−solution w∗ ∈ X, that is

S(w∗, Tw∗, Tw∗) ≤ ε, (2)

there is a solution x∗ ∈ X of the fixed point equation (1) such that

S(w∗, x∗, x∗) ≤ ϕ(ε). (3)

If ϕ(t) = ct,∀t ≥ 0, where c > 0, then (1) is said to be Ulam-Hyers stable in the framework of an

S−metric space.
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1.3. The generalized (γ − ψ)−Meir-Keeler contractive mappings

In 1969, Meir and Keeler [17] established a fixed point theorem in a metric space (X, d) for mappings

satisfying the condition that for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ d(x, y) < ε+ δ implies d(Tx, Ty) < ε, (4)

∀x, y ∈ X. This condition is called the Meri-Keeler contractive (MKC, for short) type condition.

Since then, many authors extended and improved this condition and established fixed point results for

new generalized conditions, see Maiti and Pal [18], Park and Rhoades [19], Mongkolkeha and Kuman

[20] and so on. On the other hand, Samet et al.[21] introduced the concepts of α − ψ−contractive

mapping and α−admissible mapping in metric spaces. Also they proved a fixed point theorem for

α−ψ contractive mappings in complete metric spaces using the concept of α−addmissible mappings.

Motivated by Samet’s work, Latif et al.[22] introduced a new type of a generalized (α − ψ)−Meir-

Keeler contractive mapping and established some interesting theorems on the existence of fixed points

for such mappings via admissible mappings.

Admissible mappings in the setting of S−metric spaces can be defined as follows.

Definition 1.4. A mapping T : X 7→ X is called γ−admissible if for ∀x, y, z ∈ X, we have

γ(x, y, z) ≥ 1⇒ γ(Tx, Ty, Tz) ≥ 1,

where, γ : X3 7→ [0,∞) is a given function. If in addition, γ(x, y, y) ≥ 1

γ(y, z, z) ≥ 1
implies γ(x, z, z) ≥ 1, ∀x, y, z ∈ X. Then T is called triangular γ−admissible.

Example 1.1. LetX = [1,∞) and T : X 7→ X. Define Tx = x2 and γ(x, y, z)=

 2, if x ≥ y ≥ z;

0, otherwise.

Then T is γ−admissible.

Definition 1.5. We say that:

(1) A sequence {xn} in X is (T, γ)−orbital if xn = Tnx0 and γ(xn, xn+1, xn+1) ≥ 1, ∀n ∈ {0} ∪ N.

(2) T is γ−orbital continuous if, for every (T, γ)−orbital sequence {xn} in X such that xn → x as

n→∞, there exists a subsequence {xnk
} of {xn} such that Txnk

→ Tx as k →∞.

(3) X is (T, γ)−regular if, for every (T, γ)−orbital sequence {xn} in X such that xn → x as n→∞,

there exists a subsequence {xnk
} of {xn} such that γ(xnk

, x, x) ≥ 1, ∀k ∈ N.

(4) X is γ−regular if, for every sequence {xn} inX such that xn → x as n→∞ and γ(xn, xn+1, xn+1) ≥
1, ∀n ∈ {0} ∪ N, there exists a subsequence {xnk

} of {xn} such that γ(xnk
, x, x) ≥ 1, ∀k ∈ N.

(5) X is (T, γ)−limit if, for every sequence {xn} inX such that xn → x as n→∞ and γ(xn, xn+1, xn+1) ≥
1, ∀n ∈ {0} ∪ N, then γ(x, Tx, Tx) ≥ 1.

Remark 1.1. (1) If T is continuous, then T is γ−orbital continuous (for any γ).

(2) If X is γ−regular, then X is also (T, γ)−regular (for any γ).
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Lemma 1.6. Let γ : X3 7→ [0,∞) and T : X 7→ X be γ−admissible with triangular admissibility.

Assume that there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1. Define a sequence {xn} by xn = Tnx0.

Then γ(xm, xn, xn) ≥ 1, for ∀m,n ∈ N with m < n.

Proof. Since there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1, then from the definition of γ−
admissibility, we deduce that γ(x1, x2, x2) = γ(Tx0, Tx1, Tx1) ≥ 1.

By continuing this process, we get γ(xn, xn+1, xn+1) ≥ 1, ∀n ∈ 0 ∪ N.

Suppose that m < n. Since

 γ(xm, xm+1, xm+1) ≥ 1

γ(xm+1, xm+2, xm+2) ≥ 1,

by the definition of triangular γ− admissibility, we deduce that γ(xm, xm+2, xm+2) ≥ 1. By continuing

this process, we get γ(xm, xn, xn) ≥ 1, ∀m,n ∈ N with m < n.

Let Ψ stand for the family of nondecreasing functions ψ : [0,∞) 7→ [0,∞) satisfying conditions:

(Ψ1) Σ∞n=1ψ
n(t) <∞, ∀t > 0, where ψn is the nth iterate of ψ;

(Ψ2) ψ(0) = 0.

Remark 1.2. For every function ψ : [0,∞) 7→ [0,∞) the following holds:

if ψ is nondecreasing, then for each t > 0,

lim
n→∞

ψn(t) = 0⇒ ψ(t) < t⇒ ψ(0) = 0.

Therefore, if ψ ∈ Ψ, then for every t > 0, ψ(t) < t and ψ is continuous at 0.

Definition 1.6. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

(γ − ψ)−Meir-Keeler contractive mapping if there exist two functions ψ ∈ Ψ and γ : X3 7→ [0,∞)

satisfying the following condition: for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ ψ(S(x, y, y)) < ε+ δ(ε) implies γ(x, y, y)S(Tx, Ty, Ty) < ε,∀x, y ∈ X.

Remark 1.3. It is easily shown that if T : X 7→ X is a (γ − ψ)−Meir-Keeler contractive mapping,

then

γ(x, y, y)S(Tx, Ty, Ty) < ψ(S(x, y, y)),

∀x, y ∈ X, when x 6= y.

Definition 1.7. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

(γ − ψ)−Meir-Keeler contractive mapping of dim3 if there exist two functions ψ ∈ Ψ and γ : X3 7→
[0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ ψ(S(x, y, z)) < ε+ δ(ε) implies γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ε.

Remark 1.4. It is easily shown that if T : X 7→ X is a (γ − ψ)−Meir-Keeler contractive mapping of

dim3, then

γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ψ(S(x, y, z)),

∀x, y, z ∈ X when x 6= y 6= z.
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Definition 1.8. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of type A if there exist two functions ψ ∈ Ψ

and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ ψ(M1(x, y)) < ε+ δ(ε) implies γ(x, y, y)S(Tx, Ty, Ty) < ε,

where M1(x, y) = max{S(x, y, y), S(x, Tx, Tx), S(y, Ty, Ty)}, ∀x, y ∈ X.

Definition 1.9. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of type B if there exist two functions ψ ∈ Ψ

and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ ψ(M2(x, y)) < ε+ δ(ε) implies γ(x, y, y)S(Tx, Ty, Ty) < ε,

where M2(x, y) = max{S(x, y, y), 12 [S(x, Tx, Tx) + S(y, Ty, Ty)]}, ∀x, y ∈ X.

Remark 1.5. (1) It is obviously that M2(x, y) ≤ M1(x, y),∀x, y ∈ X, where M1(x, y),M2(x, y) are

defined in Definition 1.8 and Definition 1.9, respectively.

(2) Let T : X 7→ X be a generalized (γ−ψ)−Meir-Keeler contractive mapping of type A (resp., type

B). Then γ(x, y, y)S(Tx, Ty, Ty) < ψ(M1(x, y)), (resp., ψ(M2(x, y))), ∀x, y ∈ X.

Definition 1.10. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of dim3 of type A if there exist two functions

ψ ∈ Ψ and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0

such that

ε ≤ ψ(M
′

1(x, y, z)) < ε+ δ(ε) implies γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ε,

where

M
′

1(x, y, z) = max{S(x, y, y), S(y, z, z), S(z, x, x), S(x, Tx, Tx), S(y, Ty, Ty)S(z, Tz, Tz)},∀x, y, z ∈ X.

Definition 1.11. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of dim3 of type B if there exist two functions

ψ ∈ Ψ and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0

such that

ε ≤ ψ(M
′

2(x, y, z)) < ε+ δ(ε) implies γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Ty) < ε,

where

M
′

2(x, y, z) = max{S(x, y, y), S(y, z, z), S(z, x, x),
1

2
[S(x, Tx, Tx) + S(y, Ty, Ty)],

1

2
[S(y, Ty, Ty) + S(z, Tz, Tz)],

1

2
[S(z, Tz, Tz) + S(x, Tx, Tx)]},

∀x, y, z ∈ X.

Remark 1.6. (1) It is obviously thatM
′

2(x, y, z) ≤M ′

1(x, y, z),∀x, y, z ∈ X, whereM
′

1(x, y, z),M
′

2(x, y, z)

are defined in Definition 1.10 and Definition 1.11, respectively.

(2) Let T : X 7→ X be a generalized (γ−ψ)−Meir-Keeler contractive mapping of dim3 of type A (re-

sp., typeB). Then γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ψ(M
′

1(x, y, z)), (resp., ψ(M
′

2(x, y, z))),

∀x, y, z ∈ X.
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2. Fixed point theorems for several types of (γ − ψ)−Meir-

Keeler contractive mappings in S−metric spaces

In this section, by introducing the class of (γ − ψ)−Meir-Keeler contractive mapping and the classes

of generalized (γ − ψ)−Meir-Keeler contractive mappings, we study the existence and uniqueness of

fixed points for these contractive mappings via γ−admissible mappings.

Proposition 2.1. Assume that T is γ−admissible and (γ−ψ)−Meir-Keeler contractive. Let x, y ∈ X
such that γ(x, y, y) ≥ 1. Then

γ(Tnx, Tny, Tny) ≥ 1, ∀n ∈ N, (5)

the sequence {S(Tnx, Tny, Tny)} is non-increasing, bounded and S(Tnx, Tny, Tny)→ 0 as n→∞.

Proof. Since T is γ−admissible and γ(x, y, y) ≥ 1, then (5) follows directly by induction on n.

Next, let n ∈ N. If Tnx 6= Tny, by (5) and Remark 1.3, it follows that

S(Tn+1x, Tn+1y, Tn+1y) ≤γ(Tnx, Tny, Tny)S(Tn+1x, Tn+1y, Tn+1y)

= γ(Tnx, Tny, Tny)S(T (Tnx), T (Tny), T (Tny))

< ψ(S(Tnx, Tny, Tny))

< S(Tnx, Tny, Tny).

Else, if Tnx = Tny, then S(Tnx, Tny, Tny) = S(Tn+1x, Tn+1y, Tn+1y).

Eventually, we conclude that {S(Tnx, Tny, Tny)} is a non-increasing and bounded sequence.

Hence, there exists r ∈ [0,∞) such that lim
n→∞

S(Tnx, Tny, Tny) = r.

In what follows, we will prove that r = 0. Suppose, on the contrary, that r > 0. Since T is a

(γ −ψ)−Meir-Keeler contractive mapping, for ε = ψ(r) > 0, there exists δ > 0 and a p ∈ N such that

ε ≤ ψ(S(T px, T py, T py)) < ε+ δ implies γ(T px, T py, T py)S(T p+1x, T p+1y, T p+1y) < ε.

By taking (5) into account, we get that

S(T p+1x, T p+1y, T p+1y) < ε = ψ(r) < r,

which is a contradiction, since r = inf{S(Tnx, Tny, Tny)}∞n=1.

Consequently, we have lim
n→∞

S(Tnx, Tny, Tny) = 0.

Proposition 2.2. Assume that T is γ−admissible and (γ−ψ)−Meir-Keeler contractive of dim3. Let

x, y, z ∈ X such that γ(x, Tx, Tx) ≥ 1, γ(y, Ty, Ty) ≥ 1, γ(z, Tz, Tz) ≥ 1. Then

γ(Tnx, Tny, Tnz) ≥ 1, ∀n ∈ N, (6)

the sequence {S(Tnx, Tny, Tnz)} is non-increasing, bounded and S(Tnx, Tny, Tnz)→ 0 as n→∞.

Proof. Using similar process to the proof of Proposition 2.1, one can safely draw the conclusion.

Theorem 2.1. Let (X,S) be a complete S−metric space and T : X 7→ X be a (γ − ψ)−MKC

mapping. Assume that

(A1) T is γ−admissible;

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

599 Mi Zhou ET AL 593-628



(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) T is γ−orbital continuous.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. Due to assumption (A2), there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1. Define an iterative

sequence {xn} in X by xn+1 = Txn, ∀n ∈ {0}∪N. Note that if xn0 = xn0+1 for some n0, then x∗ = xn0

is a fixed point of T . So we suppose that xn 6= xn+1 for ∀n ∈ {0} ∪ N. Since T is γ−admissible, we

have that

γ(x0, x1, x1) = γ(x0, Tx0, Tx0) ≥ 1⇒ γ(Tx0, Tx1, Tx1) = γ(x1, x2, x2) ≥ 1.

By induction, we get that

γ(xn, xn+1, xn+1) ≥ 1, ∀n ∈ {0} ∪ N. (7)

From (7) together with the assumption of the theorem that T is a (γ −ψ)−MKC mapping, it follows

that for ∀n ∈ N, we have that

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)S(Txn−1, Txn, Txn)

≤ ψ(S(xn−1, xn, xn)).

Since ψ ∈ Ψ, by induction, we have that

S(xn, xn+1, xn+1) < ψn(S(x0, x1, x1)), ∀n ∈ N. (8)

Using (S2) and (8), for ∀m,n ∈ N with m < n, we have that

S(xm, xn, xn) ≤ 2

n−2∑
k=m

S(xk, xk+1, xk+1) + S(xn−1, xn, xn)

≤ 2

n−2∑
k=m

ψk(S(x0, x1, x1)) + ψn−1(S(x0, x1, x1)).

Since ψ ∈ Ψ and S(x0, x1, x1) > 0, by Remark 1.2, we get that

lim
n,m→∞

S(xm, xn, xn) = 0.

This implies that {xn} is a Cauchy sequence in the S−metric space (X,S).

As (X,S) is complete, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, xn, x
∗) = 0. (9)

Since T is γ−orbital continuous, then there exists a subsequence {xnk
} of {xn} such that Txnk

converges to Tx∗ as k → ∞. By the uniqueness of this limit, we get x∗ = Tx∗, that is x∗ is a fixed

point of T .

Theorem 2.2. Let (X,S) be a complete S−metric space and T : X 7→ X be a (γ − ψ)−MKC

mapping of dim3. Assume that
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(A1) T is γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) T is γ−orbital continuous.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. Due to assumption (A2), there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1. Define an iterative

sequence {xn} in X by xn+1 = Txn for all n ∈ {0} ∪ N. Note that if xn0 = xn0+1 for some n0, then

x∗ = xn0
is a fixed point of T . So we suppose that xn 6= xn+1 for all n ∈ {0} ∪ N. Since T is

γ−admissible, we have that

γ(x0, x1, x1) = γ(x0, Tx0, Tx0) ≥ 1⇒ γ(Tx0, Tx1, Tx1) = γ(x1, x2, x2) ≥ 1.

By induction, we get that

γ(xn, xn+1, xn+1) ≥ 1, ∀n ∈ {0} ∪ N. (10)

From (10) together with the assumption of the theorem that T is a (γ − ψ)−MKC mapping of dim3,

it follows that for ∀n ∈ N, we have that

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)γ(xn, xn+1, xn+1)γ(xn, xn+1, xn+1)S(Txn−1, Txn, Txn)

≤ ψ(S(xn−1, xn, xn)).

Since ψ ∈ Ψ, by induction, we have that

S(xn, xn+1, xn+1) < ψn(S(x0, x1, x1)), ∀n ∈ N.

Using Lemma 1.3 and (10), for l,m, n ∈ N with l < m < n, we have that

S(xl, xm, xn) ≤ S(xl, xl, xm) + S(xm, xm, xn)

≤ 2

m−2∑
k=l

S(xk, xk+1, xk+1) + S(xm−1, xm, xm) + 2

n−2∑
k=m

S(xk, xk+1, xk+1) + S(xn−1, xn, xn)

≤ 2

m−2∑
k=l

ψk(S(x0, x1, x1)) + ψm−1(S(x0, x1, x1)) + 2

n−2∑
k=m

ψk(S(x0, x1, x1)) + ψn−1(S(x0, x1, x1)).

Since ψ ∈ Ψ and S(x0, x1, x1) > 0, by Remark 1.2, we get that

lim
l,m,n→∞

S(xl, xm, xn) = 0.

This implies that {xn} is a Cauchy sequence in the S−metric space (X,S).

As (X,S) is complete, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, xn, x
∗) = 0.

Since T is γ−orbital continuous, then there exists a subsequence {xnk
} of {xn} such that Txnk

converges to Tx∗ as k → ∞. By the uniqueness of this limit, we get x∗ = Tx∗, that is x∗ is a fixed

point of T .
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In the next theorems, we replace the γ−orbital continuity of T by a regularity condition or (T −
γ)−limit condition over the S−metric spaces (X,S).

Theorem 2.3. Let (X,S) be a complete S−metric space and T : X 7→ X be a (γ − ψ)−MKC

mapping. Assume that

(A1) T is γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)− regular.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. Following the line of the proof of Theorem 2.1, it follows that the sequence {xn} defined by

xn+1 = Txn, ∀n ∈ {0} ∪ N is a Cauchy sequence in the complete S−metric space (X,S), that is

convergent to x∗ ∈ X.

Since {xn} is a (T, γ)−orbital sequence, by (A3), there exists a subsequence {xnk
} of {xn} such that

γ(xnk
, x∗, x∗) ≥ 1, ∀k ∈ N. (11)

Using Remark 1.3 and (11), we have that

S(xnk+1, Tx
∗, Tx∗) = S(Txnk

, Tx∗, Tx∗)

≤ γ(xnk
, x∗, x∗)S(Txnk

, Tx∗, Tx∗)

≤ ψ(S(xnk
, x∗, x∗)).

Letting k →∞, since ψ is continuous at t = 0, it follows that S(x∗, Tx∗, Tx∗) = 0, then x∗ = Tx∗.

Theorem 2.4. Let (X,S) be a complete S−metric space and T : X 7→ X be a (γ − ψ)−MKC

mapping of dim3. Assume that

(A1) T is γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−limit.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. Following the line of the proof of Theorem 2.1, it follows that the sequence {xn} defined by

xn+1 = Txn, for all n ∈ {0} ∪N is a Cauchy sequence in the complete S−metric space (X,S), that is

convergent to x∗ ∈ X.

By (A3), we have

γ(x∗, Tx∗, Tx∗) ≥ 1. (12)

Using Remark 1.4 and (12), we have that

S(xn+1, Tx
∗, Tx∗) =S(Txn, Tx

∗, Tx∗)

≤ γ(xn, xn+1, xn+1)γ(x∗, Tx∗, Tx∗)γ(x∗, Tx∗, Tx∗)S(Txn, Tx
∗, Tx∗)

≤ ψ(S(xn, x
∗, x∗)).

Letting n→∞, since ψ is continuous at t = 0, it follows that S(x∗, Tx∗, Tx∗) = 0, then x∗ = Tx∗.
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Example 2.1. Let X = [0,∞) be an S−metric space with the S−metric defined by S(x, y, z) =

|x− z|+ |y − z|,∀x, y, z ∈ X. For ∀k > 1, consider the self-mapping T : X 7→ X given by

Tx=

 ex−1, x ≥ 1,

x2

4 , 0 ≤ x < 1.

Also, define γ : X3 7→ [0, 1) as

γ(x, y, z)=

 1, x, y, z ∈ [0, 1),

0, otherwise.

Let ψ(t) = t
2 for t ≥ 0.

Clearly, T is not continuous at x = 1. Then we will claim that T is a (γ − ψ)−MKC.

Let ε > 0 be given. Take δ = ε and suppose that ε ≤ 1
2 |x − y| < ε + δ, we want to show that

γ(x, y, y)S(Tx, Ty, Ty) < ε.

Suppose that γ(x, y, y) = 1, then x, y ∈ [0,∞) and |x+ y| < 2. So Tx = x2

4 ∈ [0, 1), Ty = y2

4 ∈ [0, 1).

Hence, S(Tx, Ty, Ty) = |x
2

4 −
y2

4 | =
|x2−y2|

4 = |x+y||x−y|
4 < |x−y|

2 < ε+δ
2 < ε.

Also, T is γ−admissible. To see that, let x, y, z ∈ X such that γ(x, y, z) ≥ 1, which implies that

x, y, z ∈ [0, 1). Due to the definitions of γ and T , we have that

Tx =
x2

4
∈ [0, 1), T y =

y2

4
∈ [0, 1), T z =

z2

4
∈ [0, 1).

Hence, γ(Tx, Ty, Ty) ≥ 1. Moreover, there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1. Indeed, for

any x0 ∈ [0, 1), we have γ(x0,
x2
0

4 ,
x2
0

4 ) ≥ 1.

Finally, let {xn} be a (T, γ)−orbital sequence such that xn → x as n → ∞. By the definition of γ,

we have that xn ∈ [0, 1). Then there exists a subsequence {xnk
} of {xn} such that γ(xnk

, x, x) ≥ 1,

∀k ∈ N.

So we conclude that all the hypotheses of Theorem 2.3 are fulfilled. In fact, 0 and 1 are two fixed

points of T .

Example 2.2. Let X = [0,∞) be an S−metric space with the S−metric defined by S(x, y, z) =

|x− z|+ |y − z|,∀x, y, z ∈ X. For ∀k > 1, consider the self-mapping T : X 7→ X given by

Tx=

 xx−1, x ≥ 1,

x2

4 , 0 ≤ x < 1.

Also, define γ : X3 7→ [0, 1) as

γ(x, y, z)=

 1, x, y, z ∈ [0, 1),

0, otherwise.

Let ψ(t) = t
2 for t ≥ 0.

Clearly, T is not continuous at x = 1. Then we will claim that T is a (γ−ψ)−MKC mapping of dim3.

Let ε > 0 be given. Take δ = ε and suppose that ε ≤ 1
2 (|x − y| + |y − z|) < ε + δ, we want to show

that γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ε.

Suppose that γ(x, Tx, Tx) = γ(y, Ty, Ty) = γ(z, Tz, Tz) = 1, then x, y, z, Tx, Ty, Tz ∈ [0, 1) and

|x+ y| < 2, |y + z| < 2. So Tx = x2

4 ∈ [0, 1), Ty = y2

4 ∈ [0, 1), Tz = z2

4 ∈ [0, 1).
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Hence,

S(Tx, Ty, Tz) = |x
2

4
− y2

4
|+ |y

2

4
− z2

4
|

=
|x2 − y2|

4
+
|y2 − z2|

4

=
|x+ y||x− y|

4
+
|y + z||y − z|

4

<
|x− y|

2
+
|y − z|

2

<
ε+ δ

2

= ε.

Also, T is γ−admissible. To see that, let x, y, z ∈ X such that γ(x, y, z) ≥ 1, which implies that

x, y, z ∈ [0, 1). Due to the definitions of γ and T , we have that

Tx =
x2

4
∈ [0, 1), T y =

y2

4
∈ [0, 1), T z =

z2

4
∈ [0, 1).

Hence, γ(Tx, Ty, Tz) ≥ 1. Moreover, there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1. Indeed, for

any x0 ∈ [0, 1), we have γ(x0,
x2
0

4 ,
x2
0

4 ) ≥ 1.

Finally, let {xn} be a sequence such that xn → x as n → ∞ with γ(xn, xn+1, xn+1) ≥ 1. By the

definition of γ, we have that x, Tx ∈ [0, 1). Then γ(x, Tx, Tx) ≥ 1.

So we conclude that all the hypotheses of Theorem 2.4 are fulfilled. In fact, 0 and 1 are two fixed

points of T .

Now, we propose the following conditions for the uniqueness of a fixed point of a (γ − ψ)−MKC

mapping and a (γ − ψ)−MKC mapping of dim3. Let Fix(T ) denote the set of fixed points of the

mapping T .

(U1) For ∀x, y ∈ Fix(T ), there exists z ∈ X such that γ(x, z, z) ≥ 1 and γ(y, z, z) ≥ 1.

Theorem 2.5. Adding the condition (U1) to the hypotheses of Theorem 2.1(resp.Theorem 2.3), we

obtain the uniqueness of a fixed point T .

Proof. Let u, v ∈ X be two fixed points of T . By (U1), there exists z ∈ X such that γ(u, z, z) ≥ 1

and γ(v, z, z) ≥ 1.

Since T is γ−admissible, we get by induction that

γ(u, u, Tnz) ≥ 1 and γ(v, v, Tnz) ≥ 1, ∀n ∈ N. (13)

From (13), we have that

S(u, u, Tnz) = S(Tu, Tu, T (Tn−1z))

≤ γ(u, u, Tn−1z)S(Tu, Tu, T (Tn−1z))

< ψ(S(u, u, Tn−1z)).

Iteratively, we get

S(u, u, Tnz) < ψn(S(u, u, z)).
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Letting n→∞, and since ψ ∈ Ψ, we have that

lim
n→∞

S(u, u, Tnz) = 0. (14)

Similarly, we also can get

lim
n→∞

S(v, v, Tnz) = 0. (15)

Combining (14) and (15), it follows that Tnz → u and Tnz → v, as n→∞.

By Lemma 1.5, we get u = v, that is, fixed point of T is unique.

As an alternative uniqueness condition for fixed points of (γ−ψ)−MKC mappings, we suggest the

following hypothesis:

(U2) For ∀x, y ∈ Fix(T ), then γ(x, y, y) ≥ 1.

Theorem 2.6. Adding the condition (U2) to the hypotheses of Theorem 2.1(resp.Theorem 2.3), we

obtain the uniqueness of a fixed point T .

Proof. Let u, v be two distinct fixed points of T . Then γ(u, v, v) > 0.

Due to the property of ψ, we get that

ψ(S(u, v, v)) > 0.

Let ε = ψ(S(u, v, v)) > 0; then, for any δ > 0, we find that

ε = ψ(S(u, v, v)) < ε+ δ.

Considering (U2) and the assumption of theorem that T is a (γ−ψ)−MKC mapping, we obtain that

S(u, v, v) ≤ γ(u, v, v)S(Tu, Tv, Tv) < ψ(S(u, v, v)) < S(u, v, v),

which is a contradiction. Then u = v.

As a uniqueness condition for fixed points of (γ − ψ)−MKC mappings of dim3, we suggest the

following hypothesis:

(U3) For ∀x ∈ Fix(T ), then γ(x, x, x) ≥ 1.

Theorem 2.7. Adding the condition (U3) to the hypotheses of Theorem 2.2(resp.Theorem 2.4), we

obtain the uniqueness of a fixed point T .

Proof. Let u, v be two distinct fixed points of T .

Due to the property of ψ, we get that ψ(S(u, v, v)) > 0.

Let ε = ψ(S(u, v, v)) > 0; then, for any δ > 0, we find that

ε = ψ(S(u, v, v)) < ε+ δ.

Considering (U3) and the assumption of theorem that T is a (γ − ψ)−MKC mapping of dim3, we

obtain that

S(u, v, v) ≤ γ(u, Tu, Tu)γ(v, Tv, Tv)γ(v, Tv, Tv)S(Tu, Tv, Tv) < ψ(S(u, v, v)) < S(u, v, v),

which is a contradiction. Then u = v.
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Theorem 2.8. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of type A. Assume also that:

(A1) T is triangular γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−regular.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. In view of assumption (A2), let x0 ∈ X be such that γ(x0, Tx0, Tx0) ≥ 1.

Define the sequence {xn} in X by xn+1 = Txn, ∀n ∈ {0} ∪ N. Without loss of generality, we assume

that xn 6= xn+1, for ∀n ∈ {0} ∪ N, then

S(xn, xn+1, xn+1) > 0, ∀n{0} ∪ N. (16)

Indeed, if there exists some n0 ∈ N such that xn0
= xn0+1, then the proof is complete, since x∗ =

xn0+1 = Txn0 = Tx∗. Since T is triangular γ−admissible, by Lemma 1.6, we have that

γ(xn, xm, xm) ≥ 1, ∀n,m ∈ N with n < m. (17)

Step1. We will prove that

lim
n→∞

S(xn, xn+1, xn+1) = 0. (18)

Taking (16) and (17) into account together with the fact that T is generalized (γ−ψ)−MKC mapping

of type A, for each n ∈ {0} ∪ N, we get

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)S(Txn−1, Txn, Txn)

≤ ψ(M1(xn−1, xn))

< ψ(M1(xn−1, xn)),

where

M1(xn−1, xn) = max{S(xn−1, xn, xn), S(xn−1, Txn−1, Txn−1), S(xn, Txn, Txn)}

= max{S(xn−1, xn, xn), S(xn, xn, xn+1)}.

If M1(xn−1, xn) = S(xn, xn+1, xn+1). Since ψ is nondecreasing, from the inequality above, we have

that

S(xn, xn+1, xn+1) ≤ ψ(S(xn, xn+1, xn+1)) < S(xn, xn+1, xn+1), ∀n ∈ N,

which is a contradiction. Thus, M1(xn−1, xn) = S(xn−1, xn, xn) and we also have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn−1, xn, xn)) < S(xn−1, xn, xn), ∀n ∈ N. (19)

So, we deduce that the sequence {S(xn, xn+1, xn+1)} is non-increasing and bounded below by zero.

Hence, there exists t ∈ [0,∞) such that

lim
n→∞

S(xn, xn+1, xn+1) = t. (20)
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Iteratively, we derive from (19) that

S(xn, xn+1, xn+1) ≤ ψn(S(x0, x1, x1)), ∀n ∈ N. (21)

On account of (21) and Remark 1.2, we obtain

lim
n→∞

S(xn, xn+1, xn+1) = 0. (22)

Step2. We will show that {xn} is a Cauchy sequence.

Suppose, on the contrary, that there exist ε > 0 and a subsequence {xn(i)} of {xn} such that

S(xn(i), xn(i+1), xn(i+1)) > 2ε. (23)

First, we will show that the existence of k ∈ N such that n(i) < k ≤ n(i + 1). Later, we will prove

that for given ε > 0 above, there exists δ > 0 such that

ε

2
< ψ(M1(xn(i), xk)) <

ε+ δ

2
,

but

γ(xn(i), xk, xk)S(Txn(i), Txk, Txk) ≥ ε,

which contradicts (23), whereM1(xn(i), xk) = max{S(xn(i), xk, xk), S(xn(i), xn(i)+1, xn(i)+1), S(xk, xk+1, xk+1)}
Let r = min{ε, δ2}. Taking Step1 into account, we will choose n0 ∈ N such that

S(xn, xn+1, xn+1) <
r

8
, (24)

for all n > n0. Let n(i) > n0. According to our construction, we have n(i) ≤ n(i+ 1)− 1.

If S(xn(i), xn(i+1)−1, xn(i+1)−1) < ε+r
2 , then by Lemma 1.1, we have

S(xn(i), xn(i+1), nn(i+1)) ≤ 2S(xn(i), xn(i+1)−1, nn(i+1)−1) + S(xn(i+1)−1, xn(i+1), nn(i+1))

≤ ε+ r +
r

8

= ε+
7r

8

< 2ε,

which contradicts (23). Consequently, there exist values of k ∈ N such that n(i) ≤ k ≤ n(i + 1) and

S(xn(i), xk, xk) > ε+r
2 .

Indeed, if S(xn(i), xn(i)+1, xn(i)+1) ≥ ε+r
2 , then we have S(xn(i), xn(i)+1, xn(i)+1) ≥ r

8 , which contra-

dicts (24).

Hence, we can choose the smallest integer k > n(i) such that

S(xn(i), xk, xk) ≥ ε+ r

2
.

So, necessarily, we also have S(xn(i), xk−1, xk−1) < ε+r
2 .

Therefore, we find that

S(xn(i), xk, xk) ≤ 2S(xk, xk−1, xk−1) + S(xn(i), xk−1, xk−1)

< 2 · r
8

+
ε+ r

2

=
ε

2
+

3r

4
.
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Hence, we get the following approximation:

ε+ r

2
≤ S(xn(i), xk, xk) ≤ ε

2
+

3r

4
, (25)

for a integer k satisfying n(i) ≤ k ≤ n(i+ 1).

On the other hand, the three terms of M1(xn(i), xk) are bounded above by ε
2 + r, that is

S(xn(i), xk, xk) <
ε

2
+

3r

4
<
ε

2
+ r.

S(xn(i), xn(i)+1, xn(i)+1) <
r

8
<
ε

2
+ r.

S(xk, xk+1, xk+1) <
r

8
<
ε

2
+ r.

Combing these estimations presented above, we conclude that

ψ(M1(xn(i), xk)) < M1(xn(i), xk) <
ε

2
+ r <

ε+ δ

2
.

Since T is generalized (γ−ψ)−MKC mapping of type of A and it is γ−triangular admissible mapping,

we have that

S(xn(i)+1, xk+1, xk+1) ≤ γ(xn(i), xk, xk)S(xn(i)+1, xk+1, xk+1) <
ε

2
.

At the same time, by Lemma 1.1, we have that

S(xn(i), xk, xk) ≤ 2S(xn(i), xn(i)+1, xn(i)+1) + S(xn(i)+1, xk, xk)

≤ 2S(xn(i), xn(i)+1, xn(i)+1) + 2S(xk, xk+1, xk+1) + S(xn(i)+1, xk+1, xk+1)

< 2 · r
8

+ 2 · r
8

+
ε

2

=
ε+ r

2
,

which contradicts (25).

Thus, claim (23) is false and the sequence {xn} is a Cauchy sequence, that is

lim
n,m→∞

S(xn, xm, xm) = 0. (26)

Since (X,S) is a complete S−metric space, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, x
∗, x∗) = lim

n,m→∞
S(xn, xm, x

∗) = 0. (27)

We will prove that x∗ = Tx∗. Suppose, on the contrary, that S(x∗, Tx∗, Tx∗) > 0.

From (27) and assumption (A3), there exists a subsequence {xnk
} of {xn} such that

γ(xnk
, x∗, x∗) ≥ 1, ∀k ∈ N. (28)

By using Lemma 1.1 and (28) together with the assumption of the theorem that T is a generalized

(γ − ψ)−MKC mapping of type A, we get that

S(x∗, Tx∗, Tx∗) ≤ 2S(Txnk
, Tx∗, Tx∗) + S(Txnk

, x∗, x∗)

≤ 2γ(xnk
, x∗, x∗)S(Txnk

, Tx∗, Tx∗) + S(xnk+1, x
∗, x∗)

≤ ψ(M1(xnk
, x∗)) + S(xnk+1, x

∗, x∗),
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where, M1(xnk
, x∗) = max{S(xnk

, x∗, x∗), S(xnk
, xnk+1, xnk+1), S(x∗, Tx∗, Tx∗)}.

Suppose that M1(xnk
, x∗) = S(xnk

, x∗, x∗), then from the above inequality, we get that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗)

<S(xnk
, x∗, x∗) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, we have

S(x∗, Tx∗, Tx∗) < 2S(x∗, x∗, x∗) = 0,

which is a contradiction.

Next, we suppose that M1(xnk
, x∗) = S(xnk

, xnk+1, xnk+1), then we have that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, xnk+1, xnk+1)) + S(xnk+1, x

∗, x∗)

< S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, this implies that

S(x∗, Tx∗, Tx∗) < lim
k→∞

[S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗)] = 0,

which is again a contradiction.

Finally, we suppose that M1(xnk
, x∗) = S(x∗, Tx∗, Tx∗), then we obtain that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(xnk+1, x
∗, x∗). (29)

Letting k →∞ in (29), we get that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(x∗, x∗, x∗)

< S(x∗, Tx∗, Tx∗) + S(x∗, x∗, x∗)

= S(x∗, Tx∗, Tx∗),

so we also have a contradiction. Thus, we have S(x∗, Tx∗, Tx∗) = 0, and by (S1) in Definition 1.1,

we have x∗ = Tx∗.

Theorem 2.9. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of dim3 of type A. Assume also that:

(A1) T is triangular γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−limit.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. In view of assumption (A2), let x0 ∈ X be such that γ(x0, Tx0, Tx0) ≥ 1.

Define the sequence {xn} in X by xn+1 = Txn, for all n ∈ {0} ∪ N. Without loss of generality, we

assume that xn 6= xn+1, for ∀n ∈ {0} ∪ N, then

S(xn, xn+1, xn+1) > 0, ∀n ∈ {0} ∪ N. (30)
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Indeed, if there exists some n0 ∈ N such that xn0
= xn0+1, then the proof is complete, since x∗ =

xn0+1 = Txn0
= Tx∗. Since T is triangular γ−admissible, by Lemma 1.6, we have that

γ(xm, xn, xn) ≥ 1, ∀m,n ∈ N with m < n. (31)

Step1. We will prove that

lim
n→∞

S(xn, xn+1, xn+1) = 0.

Taking (30) and (31) into account together with the fact that T is generalized (γ−ψ)−MKC mapping

of dim3 of type A, for each n ∈ {0} ∪ N, we get

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)γ(xn, xn+1, xn+1)γ(xn, xn+1, xn+1)S(Txn−1, Txn, Txn)

≤ ψ(M
′

1(xn−1, xn, xn))

< M
′

1(xn−1, xn, xn),

where

M
′

1(xn−1, xn, xn) = max{S(xn−1, xn, xn), S(xn, xn, xn), S(xn, xn−1, xn−1),

S(xn−1, Txn−1, Txn−1), S(xn, Txn, Txn), S(xn, Txn, Txn)}

= max{S(xn−1, xn, xn), S(xn, xn, xn+1)}.

If M
′

1(xn−1, xn, xn) = S(xn, xn+1, xn+1). Since ψ is nondecreasing, from the inequality above, we

have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn, xn+1, xn+1)) < S(xn, xn+1, xn+1), ∀n ∈ N,

which is a contradiction. Thus, M
′

1(xn−1, xn, xn) = S(xn−1, xn, xn) and we also have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn−1, xn, xn)) < S(xn−1, xn, xn), ∀n ∈ N. (32)

So, we deduce that the sequence {S(xn, xn+1, xn+1)} is non-increasing and bounded below by zero.

Hence, there exists t ∈ [0,∞) such that

lim
n→∞

S(xn, xn+1, xn+1) = t.

Iteratively, we derive from (32) that

S(xn, xn+1, xn+1) ≤ ψn(S(x0, x1, x1)), ∀n ∈ N. (33)

On account of (33) and Remark 1.2, we obtain

lim
n→∞

S(xn, xn+1, xn+1) = 0.

Step2. We will show that {xn} is a Cauchy sequence.

We will prove that for each ε > 0, there exists n0 ∈ N such that for ∀m,n ≥ n0,

S(xm, xm, xn) < ε. (34)
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Taking Step1 into account, for each ε > 0, we can choose n0 ∈ N such that

S(xn, xn+1, xn+1) <
ε− ψ(ε)

2
,∀n ≥ n0. (35)

We prove (34) by induction on n. (34) holds for m = n and n = n+ 1 by using (35) and the fact that
ε−ψ(ε)

2 < ε. Assume (34) holds for n = k. For n = k + 1, we have

S(xm, xk+1, xk+1) ≤ 2S(xm, xm+1, xm+1) + S(xm+1, xk+1, xk+1)

≤ ε− ψ(ε) + ψ(S(xm, xk, xk))

≤ ε− ψ(ε) + ψ(ε)

= ε.

By induction on n, we conclude that (34) holds for all n ≥ m ≥ n0. So {xn} is a Cauchy sequence

that is

lim
n,m→∞

S(xn, xm, xm) = 0.

Since (X,S) is a complete S−metric space, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, x
∗, x∗) = lim

n,m→∞
S(xn, xm, x

∗) = 0.

We will prove that x∗ = Tx∗. Suppose, on the contrary, that S(x∗, Tx∗, Tx∗) > 0. From assumption

(A3), we have that

γ(x∗, Tx∗, Tx∗) ≥ 1, ∀k ∈ N.

By using Lemma 1.1 and above inequality together with the assumption of the theorem that T is a

generalized (γ − ψ)−MKC mapping of dim3 of type A, we get that

S(x∗, Tx∗, Tx∗) ≤ 2S(Txnk
, Tx∗, Tx∗) + S(Txnk

, x∗, x∗)

≤ 2γ(xnk
, Txnk

, Txnk
)γ(x∗, Tx∗, Tx∗)γ(x∗, Tx∗, Tx∗)S(Txnk

, Tx∗, Tx∗) + S(xnk+1, x
∗, x∗)

≤ 2ψ(M
′

1(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗),

where, M
′

1(xnk
, x∗, x∗) = max{S(xnk

, x∗, x∗), S(xnk
, xnk+1, xnk+1), S(x∗, Tx∗, Tx∗)}. Suppose that

M
′

1(xnk
, x∗, x∗) = S(xnk

, x∗, x∗), then from the above inequality, we get that

S(x∗, Tx∗, Tx∗) ≤ 2ψ(S(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗)

<2S(xnk
, x∗, x∗) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, we have

S(x∗, Tx∗, Tx∗) < 3S(x∗, x∗, x∗) = 0,

which is a contradiction.

Next, we suppose that M
′

1(xnk
, x∗, x∗) = S(xnk

, xnk+1, xnk+1), then we have that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, xnk+1, xnk+1)) + S(xnk+1, x

∗, x∗)

< S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, this implies that

S(x∗, Tx∗, Tx∗) < lim
k→∞

[S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗)] = 0,
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which is again a contradiction.

Finally, we suppose that M
′

1(xnk
, x∗, x∗) = S(x∗, Tx∗, Tx∗), then we obtain that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(xnk+1, x
∗, x∗).

Letting k →∞ in above inequality, we get that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(x∗, x∗, x∗)

< S(x∗, Tx∗, Tx∗) + S(x∗, x∗, x∗)

= S(x∗, Tx∗, Tx∗),

so we also have a contradiction. Thus, we have S(x∗, Tx∗, Tx∗) = 0, and by (S1) in Definition 1.1,

we have x∗ = Tx∗.

Example 2.3. Let X = [0,∞) and S(x, y, z) = |x − y| + |x − z|,∀x, y, z ∈ X. Then (X,S) is a

complete S−metric space.

Define T : X 7→ X and γ : X3 7→ [0,∞) as follow:

Tx=

 kx− (k − 1), k > 1, x ≥ 1;

x
4 , x ∈ [0, 1).

and γ(x, y, z)=

 1, if x, y, z ∈ [0, 1);

0, otherwise.

Let ψ(t) = t
2 , t ≥ 0.

We first show that T is a triangular γ−admissible mapping. Let x, y, z ∈ X, if γ(x, y, z) ≥ 1, the

x, y, z ∈ [0, 1). On the other hand, for ∀x, y, z ∈ [0, 1), we have Tx = x
4 ∈ [0, 1), Ty = y

4 ∈ [0, 1),

Tz = z
4 ∈ [0, 1). It follows that γ(Tx, Ty, Tz) ≥ 1. Also, if γ(x, y, y) ≥ 1 and γ(y, y, z) ≥ 1, then

x, y, z ∈ [0, 1) and hence γ(x, z, z) ≥ 1. Thus, the first assertion holds. Notice that γ(0, 0, 0) = 1.

Next, if {xn} is a (T, γ)−orbital sequence such that xn → x as n → ∞. By the definition of γ,

we have that xn ∈ [0, 1) and x ∈ [0, 1). Then there exists a subsequence {xnk
} of {xn} such that

γ(xnk
, x, x) ≥ 1, ∀k ∈ N.

Finally, we will show that T is generalized (γ − ψ)−MKC mapping of type A.

If γ(x, y, y) = 0, it is obviously to verify the assertion.

If γ(x, y, y) 6= 0, it follows that x, y ∈ [0, 1) and γ(x, y, y) = 1.

For ε > 0,

Case 1. If M1(x, y) = 2|x − y|, taking δ = ε, then ε ≤ ψ(M1(x, y)) = |x − y| < 2ε implies that

γ(x, y, y)S(Tx, Ty, Ty) = |x−y|
2 < ε.

Case 2. If M1(x, y) = 3|x|
2 , taking δ = ε

3 , then ε ≤ ψ(M1(x, y)) = 3|x|
4 < ε + ε

3 implies that

γ(x, y, y)S(Tx, Ty, Ty) = 1
2 |x− y| ≤

1
2 (|x|+ |y|) < 1

2 (|x|+ |x|) = |x| < ε.

Case 3. If M1(x, y) = 3|y|
2 , taking δ = ε

3 , then ε ≤ ψ(M1(x, y)) = 3|y|
4 < ε + ε

3 implies that

γ(x, y, y)S(Tx, Ty, Ty) = 1
2 |x− y| ≤

1
2 (|x|+ |y|) < 1

2 (|y|+ |y|) = |y| < ε.

Therefore, conditions of Theorem 2.8 hold and T has a fixed point. Indeed, x∗ = 0 and x∗ = 1 are

two fixed points.

In what follows, we present an existence theorem for fixed point of a generalized (γ − ψ)−MKC

mapping of type B and a generalized (γ − ψ)−MKC mapping of dims3 of type B. Taking Remark

1.5 and Remark 1.6 into account, we observe that the proof of this theorem is similar to the proof of

Theorem 2.8 and Theorem 2.9.

Theorem 2.10. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of type B. Assume also that:
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(A1) T is triangular γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−regular.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Theorem 2.11. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of dim3 of type B. Assume also that:

(A1) T is triangular γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−limit.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Definition 2.1. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of type C if there exist two functions ψ ∈ Ψ

and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0 such that

ε ≤ ψ(M3(x, y)) < ε+ δ(ε) implies γ(x, y, y)S(Tx, Ty, Ty) < ε, (36)

where M3(x, y) = max{S(x, y, y), S(x, Tx, Tx), S(y, Ty, Ty), 18 [S(x, Ty, Ty) + S(y, Tx, Tx)]}, ∀x, y ∈
X.

Theorem 2.12. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of type C. Assume also that:

(A1) T is triangular γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−regular.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. In view of assumption (A2), let x0 ∈ X be such that γ(x0, Tx0, Tx0) ≥ 1.

Define the sequence {xn} in X by xn+1 = Txn, ∀n ∈ {0} ∪ N.

Since T is triangular γ−admissible, by Lemma 1.6, we have that

γ(xn, xm, xm) ≥ 1, ∀n,m ∈ N with n < m.

If there exists some n0 ∈ N such that xn0 = xn0+1, then the proof is complete, since x∗ = xn0+1 =

Tx0 = Tx∗. For this, we assume that xn 6= xn+1, ∀n ∈ {0} ∪ N, then

S(xn, xn+1, xn+1) > 0, ∀n ∈ {0} ∪ N. (37)

Step1. We will prove that

lim
n→∞

S(xn, xn+1, xn+1) = 0. (38)
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Taking (36) and (38) into account together with the fact that T is generalized (γ−ψ)−MKC mapping

of type C, for each n ∈ {0} ∪ N, we get

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)S(Txn−1, Txn, Txn)

≤ ψ(M3(xn−1, xn))

< ψ(M3(xn−1, xn)),

where

M3(xn−1, xn) = max{S(xn−1, xn, xn), S(xn−1, Txn−1, Txn−1), S(xn, Txn, Txn),

1

8
[S(xn−1, Txn, Txn) + S(xn, Txn−1, Txn−1)]}

= max{S(xn−1, xn, xn), S(xn, xn, xn+1),
1

8
[S(xn−1, xn+1, xn+1) + S(xn, xn, xn)]}.

Regarding Lemma 1.1, we estimate the last term in the expression of M3(xn−1, xn) as follows:

1

8
[S(xn−1, xn+1, xn+1) + S(xn, xn, xn)]

=
1

8
S(xn−1, xn+1, xn+1)

≤ 1

8
[2S(xn−1, xn, xn) + S(xn, xn+1, xn+1)

=
1

4
S(xn−1, xn, xn) +

1

8
S(xn, xn+1, xn+1)

≤ max{S(xn−1, xn+1, xn+1), S(xn, xn, xn)}.

Consequently, we get that

M3(xn−1, xn) = max{S(xn−1, xn, xn), S(xn, xn+1, xn+1)}. (39)

Let us consider the two cases. If M3(xn−1, xn) = S(xn, xn+1, xn+1). Since ψ is nondecreasing, then

we have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn, xn+1, xn+1)) < S(xn, xn+1, xn+1), (40)

which is a contradiction. Thus, M3(xn−1, xn) = S(xn−1, xn, xn) and we also have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn−1, xn, xn)) < S(xn−1, xn, xn), ∀n ∈ N. (41)

So, we derive that the sequence {S(xn, xn+1, xn+1)} is non-increasing and bounded below by zero.

Hence, there exists t ∈ [0,∞) such that

lim
n→∞

S(xn, xn+1, xn+1) = t. (42)

Recursively, we deduce from (41) that

S(xn, xn+1, xn+1) ≤ ψn(S(x0, x1, x1)), ∀n ∈ N. (43)

On account of (43) and Remark 1.2, we obtain

lim
n→∞

S(xn, xn+1, xn+1) = 0. (44)
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Step2. We will show that {xn} is a Cauchy sequence.

Suppose, on the contrary, that there exist ε > 0 and a subsequence {xn(i)} of {xn} such that

S(xn(i), xn(i+1), xn(i+1)) > 2ε. (45)

First, we will show that the existence of k ∈ N such that n(i) < k ≤ n(i + 1). Later, we will prove

that for given ε > 0 above, there exists δ > 0 such that

ε

2
< ψ(M3(xn(i), xk)) <

ε+ δ

2
,

but

γ(xn(i), xk, xk)S(Txn(i), Txk, Txk) ≥ ε,

which contradicts (45), where

M3(xn(i), xk) = max{S(xn(i), xk, xk), S(xn(i), Txn(i), Txn(i)1), S(xk, Txk, Txk),

1

8
[S(xn(i), Txk, Txk) + S(xk, Txn(i), Txn(i))]}.

Let r = min{ε, δ2}. Taking Step1 into account, we will choose n0 ∈ N such that

S(xn, xn+1, xn+1) <
r

8
, (46)

for all n > n0. Let n(i) > n0. According to our construction, we have n(i) ≤ n(i+ 1)− 1.

If S(xn(i), xn(i+1)−1, xn(i+1)−1) < ε+r
2 , then by Lemma 1.1, we have

S(xn(i), xn(i+1), nn(i+1)) ≤ 2S(xn(i), xn(i+1)−1, nn(i+1)−1) + S(xn(i+1)−1, xn(i+1), nn(i+1))

≤ ε+ r +
r

8

= ε+
7r

8

< 2ε,

which contradicts (45). Therefore, there exist values of k ∈ N such that n(i) ≤ k ≤ n(i + 1) and

S(xn(i), xk, xk) > ε+r
2 .

Indeed, if S(xn(i), xn(i)+1, xn(i)+1) ≥ ε+r
2 , then we have S(xn(i), xn(i)+1, xn(i)+1) ≥ r

8 , which contra-

dicts (46).

Hence, we can choose the smallest integer k > n(i) such that

S(xn(i), xk, xk) ≥ ε+ r

2
.

So, necessarily, we also have S(xn(i), xk−1, xk−1) < ε+r
2 .

Therefore, we find that

S(xn(i), xk, xk) ≤ 2S(xk, xk−1, xk−1) + S(xn(i), xk−1, xk−1)

< 2 · r
8

+
ε+ r

2

=
ε

2
+

3r

4
.

Hence, we get the following approximation:

ε+ r

2
≤ S(xn(i), xk, xk) ≤ ε

2
+

3r

4
, (47)
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for a integer k satisfying n(i) ≤ k ≤ n(i+ 1).

On the other hand, the first three terms of M3(xn(i), xk) are bounded above by ε
2 + r, that is

S(xn(i), xk, xk) <
ε

2
+

3r

4
<
ε

2
+ r.

S(xn(i), xn(i)+1, xn(i)+1) <
r

8
<
ε

2
+ r.

S(xk, xk+1, xk+1) <
r

8
<
ε

2
+ r.

Eventually, the last term of M3(xn(i), xk) can be estimated as follows:

1

8
[S(xn(i), Txk, Txk) + S(xk, Txn(i), Txn(i))]

≤ 1

8
[2S(xn(i), xk, xk) + S(xk, xk+1, xk+1) + 2S(xn(i), xk, xk) + S(xn(i), xn(i)+1, xn(i)+1)]

=
1

8
[4S(xn(i), xk, xk) + S(xk, xk+1, xk+1) + S(xn(i), xn(i)+1, xn(i)+1)]

<
ε

4
+

3r

8
+

r

32

=
ε

4
+

13r

32

<
ε

2
+ r.

Combing these estimations presented above, we conclude that

ψ(M3(xn(i), xk)) < M3(xn(i), xk) <
ε

2
+ r <

ε+ δ

2
.

Since T is generalized (γ−ψ)−MKC mapping of type of C and it is γ−triangular admissible mapping,

we have that

S(xn(i)+1, xk+1, xk+1) ≤ γ(xn(i), xk, xk)S(xn(i)+1, xk+1, xk+1) <
ε

2
.

At the same time, by Lemma 1.1, we have that

S(xn(i), xk, xk) ≤ 2S(xn(i), xn(i)+1, xn(i)+1) + S(xn(i)+1, xk, xk)

≤ 2S(xn(i), xn(i)+1, xn(i)+1) + 2S(xk, xk+1, xk+1) + S(xn(i)+1, xk+1, xk+1)

< 2 · r
8

+ 2 · r
8

+
ε

2

=
ε+ r

2
,

which contradicts (47).

Thus, claim (45) is false and the sequence {xn} is a Cauchy sequence, that is

lim
n,m→∞

S(xn, xm, xm) = 0. (48)

Since (X,S) is a complete S−metric space, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, x
∗, x∗) = lim

n,m→∞
S(xn, xm, x

∗) = 0.

We will prove that x∗ = Tx∗. Suppose, on the contrary, that S(x∗, Tx∗, Tx∗) > 0.

From (42) and assumption (A3), there exists a subsequence {xnk
} of {xn} such that

γ(xnk
, x∗, x∗) ≥ 1, ∀k ∈ N. (49)
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By using Lemma 1.1 and (48) together with the assumption of the theorem that T is a generalized

(γ − ψ)−MKC mapping of type C, we get that

S(x∗, Tx∗, Tx∗) ≤ 2S(Txnk
, Tx∗, Tx∗) + S(Txnk

, x∗, x∗)

≤ 2γ(xnk
, x∗, x∗)S(Txnk

, Tx∗, Tx∗) + S(xnk+1, x
∗, x∗)

≤ ψ(M3(xnk
, x∗)) + S(xnk+1, x

∗, x∗),

where,

M3(xnk
, x∗) = max{S(xnk

, x∗, x∗), S(xnk
, xnk+1, xnk+1), S(x∗, Tx∗, Tx∗),

1

8
[S(xnk

, Tx∗, Tx∗) + S(x∗, xnk+1, xnk+1)]}.

Notice that as S(x∗, Tx∗, Tx∗) > 0, then we have that M3(xnk
, x∗) > 0.

From Lemma 1.1, it follows that

1

8
[S(xnk

, Tx∗, Tx∗) + S(x∗, xnk+1, xnk+1)]

≤ 1

8
[2S(xnk

, x∗, x∗) + S(x∗, Tx∗, Tx∗) + 2S(x∗, xnk
, xnk

) + S(xnk
, xnk+1, xnk+1)]

=
1

2
S(xnk

, x∗, x∗) +
1

8
S(x∗, Tx∗, Tx∗) +

1

8
S(xnk

, xnk+1, xnk+1)

≤ max{S(xnk
, x∗, x∗), S(x∗, Tx∗, Tx∗), S(xnk

, xnk+1, xnk+1)}.

By the above inequality, we have that

M3(xnk
, x∗) = max{S(xnk

, x∗, x∗), S(x∗, Tx∗, Tx∗), S(xnk
, xnk+1, xnk+1)}.

Suppose that M3(xnk
, x∗) = S(xnk

, x∗, x∗), then, we get that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗)

<S(xnk
, x∗, x∗) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, we have

S(x∗, Tx∗, Tx∗) < 2S(x∗, x∗, x∗) = 0,

which is a contradiction.

Next, we suppose that M3(xnk
, x∗) = S(xnk

, xnk+1, xnk+1), then we have that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, xnk+1, xnk+1)) + S(xnk+1, x

∗, x∗)

< S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, this implies that

S(x∗, Tx∗, Tx∗) < lim
k→∞

[S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗)] = 0,

which is again a contradiction.

Finally, we suppose that M3(xnk
, x∗) = S(x∗, Tx∗, Tx∗), then we obtain that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(xnk+1, x
∗, x∗) < S(x∗, Tx∗, Tx∗) + S(xnk+1, x

∗, x∗).
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Letting k →∞ in above inequality, we get that

S(x∗, Tx∗, Tx∗) < S(x∗, Tx∗, Tx∗) + S(x∗, x∗, x∗)

= S(x∗, Tx∗, Tx∗),

so we also have a contradiction. Thus, we have S(x∗, Tx∗, Tx∗) = 0, and by (S1) in Definition 1.1,

we have x∗ = Tx∗.

Definition 2.2. Let (X,S) be an S−metric space and T : X 7→ X. The mapping T is called a

generalized (γ − ψ)−Meir-Keeler contractive mapping of dim3 of type C if there exist two functions

ψ ∈ Ψ and γ : X3 7→ [0,∞) satisfying the following condition: for each ε > 0 there exists δ(ε) > 0

such that

ε ≤ ψ(M
′

3(x, y, z)) < ε+ δ(ε) implies γ(x, Tx, Tx)γ(y, Ty, Ty)γ(z, Tz, Tz)S(Tx, Ty, Tz) < ε,

where

M
′

3(x, y, z) = max{S(x, y, y), S(y, z, z), S(z, x, x), S(x, Tx, Tx), S(y, Ty, Ty), S(z, Tz, Tz),

1

8
[S(x, Ty, Ty) + S(y, Tx, Tx)],

1

8
[S(y, Tz, Tz) + S(z, Ty, Ty)],

1

8
[S(z, Tx, Tx) + S(x, Tz, Tz)]},

∀x, y, z ∈ X.

Theorem 2.13. Let (X,S) be a complete S−metric space and T : X 7→ X be a generalized (γ −
ψ)−MKC mapping of dim3 of type C. Assume also that:

(A1) T is γ−admissible;

(A2) there exists x0 ∈ X such that γ(x0, Tx0, Tx0) ≥ 1;

(A3) (X,S) is (T, γ)−limit.

Then, there exists x∗ ∈ X such that Tx∗ = x∗.

Proof. In view of assumption (A2), let x0 ∈ X be such that γ(x0, Tx0, Tx0) ≥ 1.

Define the sequence {xn} in X by xn+1 = Txn, for all n ∈ {0} ∪ N.

Since T is triangular γ−admissible, by Lemma 1.6, we have that

γ(xn, xn+1, xn+1) ≥ 1, ∀n ∈ N . (50)

If there exists some n0 ∈ N such that xn0 = xn0+1, then the proof is complete, since x∗ = xn0+1 =

Txn0
= Tx∗. For this, we assume that xn 6= xn+1, for all n ∈ N, then

S(xn, xn+1, xn+1) > 0, ∀n ∈ {0} ∪ N. (51)

Step1. We will prove that

lim
n→∞

S(xn, xn+1, xn+1) = 0.
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Taking (50) and (51) into account together with the fact that T is generalized (γ−ψ)−MKC mapping

of dim3 of type C, for each n ∈ N, we get

S(xn, xn+1, xn+1) = S(Txn−1, Txn, Txn)

≤ γ(xn−1, xn, xn)γ(xn, xn+1, xn+1)γ(xn, xn+1, xn+1)S(Txn−1, Txn, Txn)

≤ ψ(M
′

3(xn−1, xn, , xn))

< M
′

3(xn−1, xn, xn),

where

M
′

3(xn−1, xn, xn) = max{S(xn−1, xn, xn), S(xn, xn, xn), S(xn, xn−1, xn−1), S(xn−1, Txn−1, Txn−1),

S(xn, Txn, Txn), S(xn, Txn, Txn),
1

8
[S(xn−1, Txn, Txn) + S(xn, Txn−1, Txn−1)],

1

8
[S(xn, Txn, Txn) + S(xn, Txn, Txn)],

1

8
[S(xn, Txn−1, Txn−1) + S(xn−1, Txn, Txn)]}

= max{S(xn−1, xn, xn), S(xn, xn, xn+1),
1

8
[S(xn−1, xn+1, xn+1) + S(xn, xn, xn)],

1

8
[2S(xn, xn+1, xn+1)],

1

8
[S(xn−1, xn+1, xn+1) + S(xn, xn, xn]}.

Regarding Lemma 1.1, we estimate the last term in the expression of M
′

3(xn−1, xn, xn) as follows:

1

8
[S(xn−1, xn+1, xn+1) + S(xn, xn, xn)]

=
1

8
S(xn−1, xn+1, xn+1)

≤ 1

8
[2S(xn−1, xn, xn) + S(xn, xn+1, xn+1)

=
1

4
S(xn−1, xn, xn) +

1

8
S(xn, xn+1, xn+1)

≤ max{S(xn−1, xn+1, xn+1), S(xn, xn, xn)}.

Consequently, we get that

M3(xn−1, xn, xn) = max{S(xn−1, xn, xn), S(xn, xn+1, xn+1)}.

Let us consider the two cases. If M
′

3(xn−1, xn, xn) = S(xn, xn+1, xn+1). Since ψ is nondecreasing,

then we have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn, xn+1, xn+1)) < S(xn, xn+1, xn+1),

which is a contradiction. Thus, M
′

3(xn−1, xn, xn) = S(xn−1, xn, xn) and we also have that

S(xn, xn+1, xn+1) ≤ ψ(S(xn−1, xn, xn)) < S(xn−1, xn, xn), ∀n ∈ N. (52)

So, we derive that the sequence {S(xn, xn+1, xn+1)} is non-increasing and bounded below by zero.

Hence, there exists t ∈ [0,∞) such that

lim
n→∞

S(xn, xn+1, xn+1) = t.

Recursively, we deduce from (52) that

S(xn, xn+1, xn+1) ≤ ψn(S(x0, x1, x1)), ∀n ∈ N. (53)
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On account of (53) and Remark 1.2, we obtain

lim
n→∞

S(xn, xn+1, xn+1) = 0.

Step2. We will show that {xn} is a Cauchy sequence.

We will prove that for each ε > 0, there exists n0 ∈ N such that for ∀m,n ≥ n0,

S(xm, xm, xn) < ε. (54)

Taking Step1 into account, for each ε > 0, we can choose n0 ∈ N such that

S(xn, xn+1, xn+1) <
ε− ψ(ε)

2
,∀n ≥ n0. (55)

We prove (54) by induction on n. (54) holds for m = n and n = n+ 1 by using (55) and the fact that
ε−ψ(ε)

2 < ε. Assume (54) holds for n = k. For n = k + 1, we have

S(xm, xk+1, xk+1) ≤ 2S(xm, xm+1, xm+1) + S(xm+1, xk+1, xk+1)

≤ ε− ψ(ε) + ψ(S(xm, xk, xk))

≤ ε− ψ(ε) + ψ(ε)

= ε.

By induction on n, we conclude that (54) holds for all n ≥ m ≥ n0. So {xn} is a Cauchy sequence

that is

lim
n,m→∞

S(xn, xm, xm) = 0.

Since (X,S) is a complete S−metric space, then there exists x∗ ∈ X such that

lim
n→∞

S(xn, x
∗, x∗) = lim

n,m→∞
S(xn, xm, x

∗) = 0.

We will prove that x∗ = Tx∗. Suppose, on the contrary, that S(x∗, Tx∗, Tx∗) > 0.

From assumption (A3), we have that

γ(x∗, Tx∗, Tx∗) ≥ 1, ∀k ∈ N.

By using Lemma 1.1 and above inequality together with the assumption of the theorem that T is a

generalized (γ − ψ)−MKC mapping of dim3 of type C,

S(x∗, Tx∗, Tx∗) ≤ 2S(Txnk
, Tx∗, Tx∗) + S(Txnk

, x∗, x∗)

≤ 2γ(xnk
, Txnk

, Txnk
)γ(x∗, Tx∗, Tx∗)γ(x∗, Tx∗, Tx∗)S(Txnk

, Tx∗, Tx∗) + S(xnk+1, x
∗, x∗)

≤ ψ(M
′

3(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗),

where,

M
′

3(xnk
, x∗, x∗) = max{S(xnk

, x∗, x∗), S(x∗, x∗, x∗), S(x∗, xnk
, xnk

), S(xnk
, xnk+1, xnk+1),

S(x∗, Tx∗, Tx∗), S(x∗, Tx∗, Tx∗), S(x∗, Tx∗, Tx∗),

1

8
[S(xnk

, Tx∗, Tx∗) + S(x∗, xnk+1, xnk+1)]}.
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Notice that as S(x∗, Tx∗, Tx∗) > 0, then we have that M
′

3(xnk
, x∗, x∗) > 0.

From Lemma 1.1, it follows that

1

8
[S(xnk

, Tx∗, Tx∗) + S(x∗, xnk+1, xnk+1)]

≤ 1

8
[2S(xnk

, x∗, x∗) + S(x∗, Tx∗, Tx∗) + 2S(x∗, xnk
, xnk

) + S(xnk
, xnk+1, xnk+1)]

=
1

2
S(xnk

, x∗, x∗) +
1

8
S(x∗, Tx∗, Tx∗) +

1

8
S(xnk

, xnk+1, xnk+1)

≤ max{S(xnk
, x∗, x∗), S(x∗, Tx∗, Tx∗), S(xnk

, xnk+1, xnk+1)}.

By the above inequality, we have that

M
′

3(xnk
, x∗, x∗) = max{S(xnk

, x∗, x∗), S(x∗, Tx∗, Tx∗), S(xnk
, xnk+1, xnk+1)}.

Suppose that M
′

3(xnk
, x∗, x∗) = S(xnk

, x∗, x∗), then, we get that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, x∗, x∗)) + S(xnk+1, x

∗, x∗)

<S(xnk
, x∗, x∗) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, we have

S(x∗, Tx∗, Tx∗) < 2S(x∗, x∗, x∗) = 0,

which is a contradiction.

Next, we suppose that M
′

3(xnk
, x∗, x∗) = S(xnk

, xnk+1, xnk+1), then we have that

S(x∗, Tx∗, Tx∗) ≤ ψ(S(xnk
, xnk+1, xnk+1)) + S(xnk+1, x

∗, x∗)

< S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗).

Taking k →∞ in the inequality above, this implies that

S(x∗, Tx∗, Tx∗) < lim
k→∞

[S(xnk
, xnk+1, xnk+1) + S(xnk+1, x

∗, x∗)] = 0,

which is again a contradiction.

Finally, we suppose that M
′

3(xnk
, x∗, x∗) = S(x∗, Tx∗, Tx∗), then we obtain that

S(x∗, Tx∗, Tx∗) < ψ(S(x∗, Tx∗, Tx∗)) + S(xnk+1, x
∗, x∗) < S(x∗, Tx∗, Tx∗) + S(xnk+1, x

∗, x∗).

Letting k →∞ in above inequality, we get that

S(x∗, Tx∗, Tx∗) < S(x∗, Tx∗, Tx∗) + S(x∗, x∗, x∗)

= S(x∗, Tx∗, Tx∗),

so we also have a contradiction. Thus, we have S(x∗, Tx∗, Tx∗) = 0, and by (S1) in Definition 1.1,

we have x∗ = Tx∗.

In what follows, we propose the condition for the uniqueness of a fixed point of a generalized

(γ − ψ)−MKC of type C mappings:

(U1′) For ∀x∗, y∗ ∈ Fix(T ), there exists z∗ ∈ X such that γ(x∗, z∗, z∗) ≥ 1, γ(y∗, z∗, z∗) ≥ 1 and

γ(z∗, T z∗, T z∗) ≥ 1.

(U2′) Let x∗, y∗ ∈ Fix(T ). If there exists a sequence {xn} in X such that γ(x∗, xn, xn) ≥ 1,

γ(y∗, xn, xn) ≥ 1, then S(xn, xn+1, xn+1) ≤ inf{S(x∗, xn, xn), S(y∗, xn, xn)}.
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Theorem 2.14. Adding conditions (U1′), (U2′) to the statements of Theorem 2.12, one has that T

has the unique fixed point.

Proof. Let x∗, y∗ be two distinct fixed points of T . Form condition (U1′), there exists z∗ ∈ X such

that

γ(x∗, z∗, z∗) ≥ 1, γ(y∗, z∗, z∗) ≥ 1, γ(z∗, T z∗, T z∗) ≥ 1.

Owing to the fact that T is triangular γ−admissible and γ(z∗, T z∗, T z∗) ≥ 1, we have

γ(Tz∗, T 2z∗, T 2z∗) ≥ 1.

Inductively, we find

γ(Tn−1z∗, Tnz∗, Tnz∗) ≥ 1, ∀n ∈ N.

Since γ(x∗, z∗, z∗) ≥ 1 and γ(z∗, T z∗, T z∗) ≥ 1, then by the triangular γ−admissibility of T , we have

γ(x∗, T z∗, T z∗) ≥ 1.

Again, since γ(x∗, T z∗, T z∗) ≥ 1 and γ(Tz∗, T 2z∗, T 2z∗) ≥ 1, we derive

γ(x∗, T 2z∗, T 2z∗) ≥ 1.

Inductively, we get

γ(x∗, Tnz∗, Tnz∗) ≥ 1, ∀n ∈ N. (56)

In the similar way, we also have that

γ(y∗, Tnz∗, Tnz∗) ≥ 1, ∀n ∈ N. (57)

Define an iterative sequence {zn} by zn+1 = Tzn, ∀n ∈ {0} ∪ N and z0 = z∗.

Step1. We will prove that lim
n→∞

S(x∗, zn, zn) = 0.

By (56) and the statement of the theorem that T is generalized (γ − ψ)−MKC mapping of type C.

we have

S(x∗, zn+1, zn+1) ≤ γ(x∗, zn, zn)S(Tx∗, T zn, T zn)

≤ ψ(M3(x∗, zn)).

If ψ(M3(x∗, zn)) = 0, then

lim
n→∞

S(x∗, zn, zn) = 0.

Now, suppose that ψ(M3(x∗, zn)) > 0, then M3(x∗, zn) > 0.

Since T is a generalized (γ − ψ)−MKC mapping of type C, we get

S(x∗, zn+1, zn+1) ≤ γ(x∗, zn, zn)S(Tx∗, T zn, T zn)

≤ ψ(M3(x∗, zn))

< M3(x∗, zn),
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whereM3(x∗, zn) = max{S(x∗, zn, zn), S(x∗, Tx∗, Tx∗), S(zn, T zn, T zn), 18 [S(x∗, T zn, T zn)+S(zn, Tx
∗, Tx∗)]}.

Taking (U2′) and Lemma 1.1 into account, we have

M3(x∗, zn) = S(x∗, zn, zn).

Thus, S(x∗, zn+1, zn+1) < S(x∗, zn, zn).

Letting n→∞ in the inequality above, we obtain

lim
n→∞

S(x∗, zn+1, zn+1) < lim
n→∞

S(x∗, zn, zn),

which is a contradiction. Then,

M3(x∗, zn) = S(x∗, zn, zn) = 0.

Hence, we get that

lim
n→∞

S(x∗, zn, zn) = 0.

Step2. We will prove that lim
n→∞

S(y∗, zn, zn) = 0.

In a analogous way of Step1., we can complete the proof of lim
n→∞

S(y∗, zn, zn) = 0.

By Lemma 1.1,

S(x∗, y∗, y∗) ≤ 2S(x∗, zn, zn) + S(y∗, zn, zn).

Letting n→∞ in the above inequality, we get

S(x∗, y∗, y∗) = 0,

therefore, we have x∗ = y∗.

As a uniqueness condition for fixed points of (γ − ψ)−MKC mappings of dim3 of type C, we

suggest the following hypothesis:

(U3′) For ∀x∗, y∗ ∈ Fix(T ), γ(x∗, x∗, x∗) ≥ 1, γ(y∗, y∗, y∗) ≥ 1.

Theorem 2.15. Adding condition (U3′) to the statements of Theorem 2.13, one has that T has the

unique fixed point.

Proof. Let x∗, y∗ be two distinct fixed points of T . Form condition (U3′)

γ(x∗, x∗, x∗) ≥ 1, γ(y∗, y∗, y∗) ≥ 1. (58)

By (58) and the statement of the theorem that T is generalized (γ − ψ)−MKC mapping of dim3 of

type C. we have

S(x∗, y∗, y∗) ≤ γ(x∗, Tx∗, Tx∗)γ(y∗, T y∗, T y∗)γ(y∗, T y∗, T y∗)S(Tx∗, T y∗, T y∗)

≤ ψ(M
′

3(x∗, y∗, y∗)) < M
′

3(x∗, y∗, y∗).

but

M
′

3(x∗, y∗, y∗) = max{S(x∗, y∗, y∗), S(y∗, y∗, y∗), S(y∗, x∗, x∗), S(x∗, Tx∗, Tx∗), S(y∗, Ty∗, T y∗),

S(y∗, Ty∗, T y∗),
1

8
[S(x∗, T y∗, T y∗) + S(y∗, Tx∗, Tx∗)],

1

8
[S(y∗, T y∗, Ty∗) + S(y∗, Ty∗, T y∗)],

1

8
[S(y∗, Tx∗, Tx∗) + S(x∗, T y∗, T y∗)]}

= S(x∗, y∗, y∗).
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so,

S(x∗, y∗, y∗) < S(x∗, y∗, y∗)

which is again a contradiction.therefore, we have x∗ = y∗.

3. Generalized Ulam-Hyers Stability for MKC mappings

In the following section, by introducing the generalized Ulam-Hyers stability in the framework of

S−metric spaces, we study the stability for MKC mappings.

Theorem 3.1. Let (X,S) be a complete S−metric and T : X → X be a self-mapping. Suppose that

all the hypotheses of Theorem 2.12 hold. In addition, assume that

(A1) the function β : [0,∞)→ [0,∞), β(r) = r − ψ(r) is strictly increasing and onto.

(A2) for any ε−solution w∗ ∈ X of (2), one has γ(w∗, x∗, x∗) ≥ 1, where x∗ ∈ Fix(T ).

Then, the fixed point problem (1) is generalized Ulam-Hyers stable.

Proof. From the conclusion of Theorem 2.12, it follows that there exists x∗ ∈ Fix(T ) such that

S(x∗, Tx∗, Tx∗) = 0. Let ε > 0 and w∗ be a ε−solution of (2).

From (A2), we have γ(x∗, w∗, w∗) ≥ 1. Since T is triangular γ−admissible, we can obtain that

γ(Tx∗, Tw∗, Tw∗) = γ(x∗, Tw∗, Tw∗) ≥ 1.

Thus, we also get that

S(x∗, w∗, w∗) = S(Tx∗, w∗, w∗)

≤ S(Tx∗, Tw∗, Tw∗) + 2S(w∗, Tw∗, Tw∗)

≤ γ(Tx∗, Tw∗, Tw∗)S(Tx∗, Tw∗, Tw∗) + 2S(w∗, Tw∗, Tw∗)

< ψ(M3(x∗, w∗)) + 2ε,

whereM3(x∗, w∗) = max{S(x∗, w∗, w∗), S(x∗, Tx∗, Tx∗), S(w∗, Tw∗, Tw∗), 18 [S(x∗, Tw∗, Tw∗)+S(w∗, Tx∗, Tx∗)]}.
We also get

1

8
[S(x∗, Tw∗, Tw∗) + S(w∗, Tx∗, Tx∗)]

≤ 1

8
[2S(x∗, w∗, w∗) + S(w∗, Tw∗, Tw∗) + 2S(w∗, x∗, x∗) + S(x∗, Tx∗, Tx∗)]

=
1

8
[4S(x∗, w∗, w∗) + S(w∗, Tw∗, Tw∗)]

=
1

2
S(x∗, w∗, w∗) +

1

8
S(w∗, Tw∗, Tw∗)

≤ 1

2
S(x∗, w∗, w∗) +

1

8
ε

< max{S(x∗, w∗, w∗), ε}.

From the inequality above, we have that

M3(x∗, w∗) < max{S(x∗, w∗, w∗), ε}.

It is obviously that if S(x∗, w∗, w∗) < ε, then the proof is complete.

Suppose that max{S(x∗, w∗, w∗), ε} = S(x∗, w∗, w∗). Then, we have

M3(x∗, w∗) < S(x∗, w∗, w∗).
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So, we can deduce that

S(x∗, w∗, w∗) ≤ ψ(S(x∗, w∗, w∗)) + 2ε,

S(x∗, w∗, w∗)− ψ(S(x∗, w∗, w∗)) ≤ 2ε.

From assumption (A1), we get that

β(S(x∗, w∗, w∗)) ≤ 2ε.

Hence, S(x∗, w∗, w∗) ≤ β−1(2ε).

Therefore, (1) is generalized Ulam-Hyers stable.

Theorem 3.2. Let (X,S) be a complete S−metric and T : X → X be a self-mapping. Suppose that

all the hypotheses of Theorem 2.13 hold. In addition, assume that

(A1) the function β : [0,∞)→ [0,∞), β(r) = r − ψ(r) is strictly increasing and onto.

(A2) for any ε−solution w∗ ∈ X of (2), one has γ(w∗, x∗, x∗) ≥ 1, where x∗ ∈ Fix(T ).

Then, the fixed point problem (1) is generalized Ulam-Hyers stable.

Proof. From the conclusion of Theorem 2.13, it follows that there exists x∗ ∈ Fix(T ) such that

S(x∗, Tx∗, Tx∗) = 0. Let ε > 0 and w∗ be a ε−solution of (2).

From (A2), we have γ(x∗, w∗, w∗) ≥ 1. Since T is triangular γ−admissible, we can obtain that

γ(Tx∗, Tw∗, Tw∗) = γ(x∗, Tw∗, Tw∗) ≥ 1.

Thus, we also get that

S(x∗, w∗, w∗) = S(Tx∗, w∗, w∗)

≤ S(Tx∗, Tw∗, Tw∗) + 2S(w∗, Tw∗, Tw∗)

≤ γ(Tx∗, Tw∗, Tw∗)S(Tx∗, Tw∗, Tw∗) + 2S(w∗, Tw∗, Tw∗)

< ψ(M
′

3(x∗, w∗, w∗)) + 2ε,

where

M
′

3(x∗, w∗) = max{S(x∗, w∗, w∗), S(w∗, w∗, w∗), S(w∗, x∗, x∗),

S(x∗, Tx∗, Tx∗), S(w∗, Tw∗, Tw∗),
1

8
[S(x∗, Tw∗, Tw∗) + S(w∗, Tx∗, Tx∗)]

1

8
[S(w∗, Tw∗, Tw∗) + S(w∗, Tw∗, Tw∗)],

1

8
[S(w∗, Tx∗, Tx∗) + S(x∗, Tw∗, Tw∗)]}

= max{S(x∗, w∗, w∗), S(w∗, Tw∗, Tw∗),
1

8
[S(x∗, Tw∗, Tw∗) + S(w∗, Tx∗, Tx∗)]}

We also get

1

8
[S(x∗, Tw∗, Tw∗) + S(w∗, Tx∗, Tx∗)]

≤ 1

8
[2S(x∗, w∗, w∗) + S(w∗, Tw∗, Tw∗) + 2S(w∗, x∗, x∗) + S(x∗, Tx∗, Tx∗)]

=
1

8
[4S(x∗, w∗, w∗) + S(w∗, Tw∗, Tw∗)]

=
1

2
S(x∗, w∗, w∗) +

1

8
S(w∗, Tw∗, Tw∗)

≤ 1

2
S(x∗, w∗, w∗) +

1

8
ε

< max{S(x∗, w∗, w∗), ε}.
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From the inequality above, we have that

M
′

3(x∗, w∗, w∗) < max{S(x∗, w∗, w∗), ε}.

It is obviously that if S(x∗, w∗, w∗) < ε, then the proof is complete.

Suppose that max{S(x∗, w∗, w∗), ε} = S(x∗, w∗, w∗). Then, we have

M
′

3(x∗, w∗, w∗) < S(x∗, w∗, w∗).

So, we can deduce that

S(x∗, w∗, w∗) ≤ ψ(S(x∗, w∗, w∗)) + 2ε,

S(x∗, w∗, w∗)− ψ(S(x∗, w∗, w∗)) ≤ 2ε.

From assumption (A1), we get that

β(S(x∗, w∗, w∗)) ≤ 2ε.

Hence, S(x∗, w∗, w∗) ≤ β−1(2ε).

Therefore, (1) is generalized Ulam-Hyers stable.

Corollary 3.1. Let (X,S) be a complete S−metric and T : X → X be a self-mapping. Suppose that

all the hypotheses of Theorem 2.8(resp., Theorem 2.10) hold. In addition, assume that

(A1) the function β : [0,∞)→ [0,∞), β(r) = r − ψ(r) is strictly increasing and onto.

(A2) for any ε−solution w∗ ∈ X of (2), one has γ(w∗, x∗, x∗) ≥ 1, where x∗ ∈ Fix(T ).

Then, the fixed point problem (1) is generalized Ulam-Hyers stable.

Proof. The proof is an analog of the proof of Theorem 3.1.

Corollary 3.2. Let (X,S) be a complete S−metric and T : X → X be a self-mapping. Suppose that

all the hypotheses of Theorem 2.9(resp., Theorem 2.11) hold. In addition, assume that

(A1) the function β : [0,∞)→ [0,∞), β(r) = r − ψ(r) is strictly increasing and onto.

(A2) for any ε−solution w∗ ∈ X of (2), one has γ(w∗, x∗, x∗) ≥ 1, where x∗ ∈ Fix(T ).

Then, the fixed point problem (1) is generalized Ulam-Hyers stable.

Proof. The proof is an analog of the proof of Theorem 3.2.
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[14] V. L. Lazǎr, Ulam-Hyers stability for partial differential inclusions, Electronic Journal of Qualitative

Theory of Differential Equations, 21(2012), 1–19.
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Abstract

We analyze the oscillatory behavior of solutions to a nonlinear second-order neutral
delay dynamic equation with a nonpositive neutral coefficient under the assumptions that
allow applications to Emden–Fowler type dynamic equations. New theorems complement
and improve related contributions to the subject. An example is included.

Keywords: Oscillation, second-order delay dynamic equation, neutral type equation,
Emden–Fowler type equation.
Mathematics Subject Classification 2010: 34K11, 34N05.

1 Introduction

In this paper, we study the oscillation of a class of second-order neutral dynamic equations[
r(t)(z∆(t))α

]∆
+ q(t)f(x(δ(t))) = 0. (1.1)

Here t ∈ [t0,∞)T, α ≥ 1 is a quotient of odd natural numbers, and z(t) = x(t) − p(t)x(τ(t)). The increasing
interest in oscillation of solutions to various classes of equations is motivated by their applications in natural
sciences, engineering, and control; see, for instance, [1–30] and the references cited therein. Analysis of qualita-
tive properties of (1.1) is important not only for the sake of further development of the oscillation theory, but
for practical reasons too. As a matter of fact, a particular case of (1.1), an Emden–Fowler dynamic equation[

r(t)(x∆(t))α
]∆

+ q(t)xβ(δ(t)) = 0,

has applications in mathematical, theoretical, and chemical physics; see Li and Rogovchenko [15–18].

Throughout the paper, we assume that the following assumptions are satisfied:

∗e–mail: zhangming@lyu.edu.cn
†e–mail: greatchen@whut.edu.cn
‡e–mail: msheikh 1999@yahoo.com
§e–mail: ragaasallam@yahoo.com
¶e–mail: ahmed.mohamed@fsc.bu.edu.eg
∥e–mail: litongx2007@163.com (Corresponding author)
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(H1) r ∈ Crd([t0,∞)T, (0,∞)),
∫∞
t0
r−

1
α (t)∆t = ∞, R(t) =

∫ t

t1
r−

1
α (s)∆s, where t1 ∈ [t0,∞)T is sufficiently

large;

(H2) p, q ∈ Crd([t0,∞)T,R), 0 ≤ p(t) ≤ p0 < 1, q(t) ≥ 0, and q(t) is not identically zero for large t;

(H3) τ, δ ∈ Crd([t0,∞)T,T), τ(t) ≤ t, δ(t) ≤ t, and limt→∞ τ(t) = limt→∞ δ(t) = ∞;

(H4) f ∈ C(R,R), uf(u) > 0 for all u ̸= 0, and there exists a positive constant k such that f(u)/uβ ≥ k for

all u ̸= 0, where β ≥ α is a quotient of odd natural numbers.

By a solution to (1.1) we mean a function x ∈ Crd[Tx,∞)T, Tx ∈ [t0,∞)T, such that r(z∆)α ∈ C1
rd[Tx,∞)T

and x satisfies (1.1) on [Tx,∞)T. We consider only those solutions x of (1.1) which satisfy sup{|x(t)| : t ∈
[T,∞)T} > 0 for all T ∈ [Tx,∞)T and assume that (1.1) possesses such solutions. As usual, a solution of (1.1)

is said to be oscillatory if it is not of the same sign eventually; otherwise, it is called nonoscillatory.
Recently, a great deal of interest in oscillatory properties of solutions to various classes of equations with

nonnegative neutral coefficients has been shown; see, for instance, [2,4,5,14–17,19,20,22,27,28] and the references
cited therein. However, there are relatively fewer results for equations with nonpositive neutral coefficients;
see [3, 4, 7, 13, 21, 23–25, 29]. In the papers by Arul and Shobha [3] and Li et al. [21], a particular case of (1.1),
a neutral differential equation

[r(t)(z′(t))α]
′
+ q(t)f(x(δ(t))) = 0

was studied. Seghar et al. [23] investigated the neutral difference equation

∆(an∆(xn − pnxn−k)) + qnf(xn−l) = 0.

Bohner and Li [7] and Karpuz [13] established oscillation results for neutral dynamic equations(
r(t)|z∆(t)|p−2z∆(t)

)∆
+ q(t)|x(δ(t))|p−2x(δ(t)) = 0, z(t) = x(t)− p(t)x(τ(t))

and
(x(t)− p(t)x(τ(t)))∆∆ + q(t)x(δ(t)) = 0,

whereas Zhang et al. [29] explored (1.1) assuming that α = β.

It should be noted that research in this paper was strongly motivated by the paper [29]. Our principal goal

is to analyze the oscillatory behavior of solutions to (1.1) in the case where β ≥ α. As customary for papers on

oscillation, all functional inequalities are supposed to hold eventually. Without loss of generality, we can deal

only with positive solutions of (1.1).

2 Main results

For the proofs of our oscillation criteria we need the following lemmas. The first lemma is extracted from

the monograph by Bohner and Peterson [9, Theorem 1.93], and the latter lemmas can be obtained by similar

techniques to those used in [3, 21].

Lemma 2.1. Assume that v : T → R is strictly increasing and T̃ := v(T) is a time scale. Let y : T̃ → R. If

v∆(t) and y∆̃(v(t)) exist for t ∈ Tκ, then

(y(v(t)))
∆
= y∆̃(v(t))v∆(t).

Lemma 2.2. Let x be a positive solution of (1.1). Then z has the following two possible cases:

(I) z(t) > 0, z∆(t) > 0, (r(t)(z∆(t))α)∆ ≤ 0;

(II) z(t) < 0, z∆(t) > 0, (r(t)(z∆(t))α)∆ ≤ 0

for t ∈ [t1,∞)T, where t1 ∈ [t0,∞)T is sufficiently large.

2
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Lemma 2.3. Let x be a positive solution of (1.1) and assume that the corresponding z has property (II) of
Lemma 2.2. Then

lim
t→∞

x(t) = 0.

Lemma 2.4. If x is a positive solution of (1.1) such that case (I) of Lemma 2.2 is satisfied, then x(t) ≥ z(t)

and z(t)/R(t) is strictly decreasing for large t.

Theorem 2.1. Assume that δ([t0,∞)T) = [δ(t0),∞)T and δ∆(t) > 0. If for any M > 0,

lim sup
t→∞

[
Q(t) + α

∫ ∞

t

δ∆(s)r−
1
α (δ(s))Q

α+1
α (σ(s))∆s

](∫ δ(t)

t0

r−
1
α (s)∆s

)α

> 1, (2.1)

where Q(t) = kMβ−α
∫∞
t
q(u)∆u, then solutions of (1.1) are either oscillatory or converge to zero as t→ ∞.

Proof. Let x be a nonoscillatory solution of (1.1) such that x(t) > 0, x(τ(t)) > 0, and x(δ(t)) > 0 for t ∈ [t1,∞)T.
It follows from Lemma 2.2 that z satisfies either (I) or (II) for t ∈ [t1,∞)T.

Case 1. Suppose first that z satisfies case (I). By virtue of the definition of z,

x(t) = z(t) + p(t)x(τ(t)) ≥ z(t)

and so we can write (1.1) in the form [
r(t)(z∆(t))α

]∆ ≤ −kq(t)zβ(δ(t)).

Defining the Riccati transformation

ν(t) =
r(t)(z∆(t))α

zα(δ(t))
, (2.2)

then ν(t) > 0 and there exists a constant M > 0 such that

ν∆(t) =

[
r(t)(z∆(t))α

]∆
zα(δ(t))

+
[
r(t)(z∆(t))α

]σ [ 1

zα(δ(t))

]∆
≤ −kMβ−αq(t)− αδ∆(t)ν(σ(t))

z∆(δ(t))

z(δ(σ(t)))
. (2.3)

Taking into account that ν
1
α (σ(t)) = r

1
α (σ(t))z∆(σ(t))/z(δ(σ(t))), r(t)(z∆(t))α ≤ 0, and δ(t) ≤ t ≤ σ(t), we

conclude that
z∆(δ(t))

z(δ(σ(t)))
≥ ν

1
α (σ(t))

r
1
α (δ(t))

. (2.4)

Combining (2.3) and (2.4), we arrive at

ν∆(t) ≤ −kMβ−αq(t)− αδ∆(t)r−
1
α (δ(t))ν

α+1
α (σ(t)). (2.5)

Integrating (2.5) from t to s, we deduce that

ν(s)− ν(t) ≤ −kMβ−α

∫ s

t

q(u)∆u− α

∫ s

t

δ∆(u)r−
1
α (δ(u))ν

α+1
α (σ(u))∆u,

which yields

ν(t) ≥ kMβ−α

∫ s

t

q(u)∆u+ α

∫ s

t

δ∆(u)r−
1
α (δ(u))ν

α+1
α (σ(u))∆u.

Passing to the limit as s→ ∞, we have

ν(t) ≥ Q(t) + α

∫ ∞

t

δ∆(u)r−
1
α (δ(u))ν

α+1
α (σ(u))∆u. (2.6)

An application of (2.6) implies that

ν(t) ≥ Q(t) + α

∫ ∞

t

δ∆(u)r−
1
α (δ(u))Q

α+1
α (σ(u))∆u. (2.7)
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By virtue of (2.2), we conclude that

1

ν(t)
=

1

r(t)

(
z(δ(t))

z∆(t)

)α

=
1

r(t)

(
z(t2) +

∫ δ(t)

t2
r

1
α (s)z∆(s)r−

1
α (s)∆s

z∆(t)

)α

≥ 1

r(t)

(
r

1
α (t)z∆(t)

∫ δ(t)

t2
r−

1
α (s)∆s

z∆(t)

)α

,

that is,

ν(t)

(∫ δ(t)

t2

r−
1
α (s)∆s

)α

≤ 1. (2.8)

Using (2.7) and (2.8), we deduce that

lim sup
t→∞

[
Q(t) + α

∫ ∞

t

δ∆(s)r−
1
α (δ(s))Q

α+1
α (σ(s))∆s

](∫ δ(t)

t2

r−
1
α (s)∆s

)α

≤ 1,

which contradicts (2.1).
Case 2. Suppose now that z satisfies case (II). It follows from Lemma 2.3 that limt→∞ x(t) = 0. This

completes the proof.

Theorem 2.2. If there exists a positive function β ∈ C1
rd([t0,∞)T,R) such that for all sufficiently large t1 ∈

[t0,∞)T, for some t2 ∈ [t1,∞)T, and for any M > 0,∫ ∞

t2

[
kMβ−αq(s)β(s)

(
R(δ(s))

R(s)

)α

− 1

(α+ 1)α+1

(β∆(s))α+1r(s)

βα(s)

]
∆s = ∞, (2.9)

then conclusion of Theorem 2.1 remains intact.

Proof. Assume that x is a nonoscillatory solution of (1.1) on [t0,∞)T that satisfies x(t) > 0, x(τ(t)) > 0, and
x(δ(t)) > 0 for t ∈ [t1,∞)T. By virtue of Lemma 2.2, z satisfies either (I) or (II) for t ∈ [t1,∞)T.

Case 1. Suppose that z satisfies case (I). Define the Riccati transformation

ω(t) = β(t)
r(t)(z∆(t))α

zα(t)
.

Then ω(t) > 0 and there exists a constant M > 0 such that

ω∆(t) =
[
r(t)(z∆(t))α

]∆ β(t)

zα(t)
+
[
r(t)(z∆(t))α

]σ [ β(t)
zα(t)

]∆
≤ −kMβ−αq(t)β(t)

zα(δ(t))

zα(t)
+

β∆(t)

β(σ(t))
ω(σ(t))− α

β(t)

βσ(t)

z∆(t)

z(t)
ω(σ(t))

≤ −kMβ−αq(t)β(t)
zα(δ(t))

zα(t)
+

β∆(t)

β(σ(t))
ω(σ(t))− α

β(t)

β
α+1
α (σ(t))r

1
α (t)

ω
α+1
α (σ(t)).

In view of Lemma 2.4, we obtain

ω∆(t) ≤ −kMβ−αq(t)β(t)

(
R(δ(t))

R(t)

)α

+
β∆(t)

β(σ(t))
ω(σ(t))− α

β(t)

β
α+1
α (σ(t))r

1
α (t)

ω
α+1
α (σ(t)). (2.10)

Applying the inequality

Bω −Aω
α+1
α ≤ αα

(α+ 1)α+1

Bα+1

Aα
, A > 0

with

B =
β∆(t)

β(σ(t))
and A = α

β(t)

β
α+1
α (σ(t))r

1
α (t)

,
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and using (2.10), we deduce that

ω∆(t) ≤ −kMβ−αq(t)β(t)

(
R(δ(t))

R(t)

)α

+
1

(α+ 1)α+1

(β∆(t))α+1r(t)

βα(t)
. (2.11)

Integrating (2.11) from t2 (t2 ∈ [t1,∞)T) to t, we arrive at∫ t

t2

[
kMβ−αq(s)β(s)

(
R(δ(s))

R(s)

)α

− 1

(α+ 1)α+1

(β∆(s))α+1r(s)

βα(s)

]
∆s ≤ ω(t2),

which contradicts (2.9).
Case 2. If z satisfies case (II), then limt→∞ x(t) = 0 due to Lemma 2.3. The proof is complete.

Remark 2.1. On the basis of Theorem 2.2, one can obtain Philos-type oscillation criteria for equation (1.1).
The details are left to the reader.

Example 2.1. For t ∈ [1,∞)T, consider the second-order superlinear Emden–Fowler neutral delay dynamic
equation (

x(t)− 1

3
x

(
t

2

))∆∆

+
γ

t
xβ
(
t

4

)
= 0, β > 1, γ > 0. (2.12)

Let β(t) = 1. It follows from Theorem 2.2 that every solution x of equation (2.12) is either oscillatory or satisfies
limt→∞ x(t) = 0.

Remark 2.2. For a class of second-order neutral delay dynamic equations (1.1), we derived two new oscillation
results which complement and improve those obtained by Zhang et al. [29]. A distinguishing feature of our
criteria is that we do not impose specific restriction α = β. Since the sign of the derivative z∆ is not known,
it is difficult to establish sufficient conditions which ensure that every solution x of (1.1) is just oscillatory and
does not satisfy limt→∞ x(t) = 0. Neither is it possible to use the technique exploited in this paper for proving
that all solutions of (1.1) approach zero at infinity. As mentioned in the paper by Zhang et al. [29], it would be

of interest to study (1.1) in the case where
∫∞
t0
r−

1
α (t)∆t <∞.
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Abstract

In a group decision making (GDM) situation with qualitative settings and complex environments,
experts may require intervals with corresponding possibility values, rather than only interval-
valued hesitant fuzzy sets (IVHFSs) or probability-hesitant fuzzy sets (P-HFSs), to express their
preferences. In this paper, in line with such situations, probability-interval valued hesitant fuzzy
sets (P-IVHFSs) are presented to address GDM problems with hesitant fuzzy intervals and the
corresponding possibility values. A P-IVHFS can serve as an extension of both a P-HFS and an
IVHFS. As important tools in GDM, P-IVHFSs can describe the actual preferences of decision-
makers and better reflect their uncertainty, hesitancy, and inconsistency, thus enhancing the
modeling abilities of HFSs. Firstly, the concept of P-IVHFSs is defined, and then some properties
of P-IVHFSs are presented. Furthermore, probability-interval valued hesitant fuzzy preference
relations (P-IVHFPRs) are defined and the consistency of P-IVHFPRs is discussed. Then,
based on related research, a decomposition method is developed to deal with the consistency of
P-IVHFPRs. Finally an example is provided to illustrate the proposed approach.

Keywords:
Decision making, Fuzzy sets, P-IVHFS, Preference relation, Consistency

1. Introduction

Torra initiated the notable concept of HFSs, which represented a new generalization for
fuzzy sets, as this method permits an element to have not just one but a set of several possible
membership values. Consequently, HFSs can describe the hesitancy experienced by decision
makers (DMs) in the decision-making process. As a result of this innovation, the HFS has
attracted an increasing amount of attention in academia since its introduction. In recent years,
there have been a number of developments regarding the theory of HFSs. For example, Xu and
Xia defined the concept of the hesitant fuzzy element (HFE), which can be considered to be the
basic unit of a HFS. Moreover, Rodŕıguez et al. proposed the hesitant fuzzy linguistic term set
to deal with linguistic decision making. Chen et al. extended HFSs to IVHFSs, which represent
the membership degrees of an element to a set with several possible interval values. Farhadinia
proposed a series of score functions for HFSs and Wei, Zhang, Yu, and Ai et al. studied their
aggregation operators. Farhadinia, Xu and Xia, Peng et al., and Chen et al. discussed the
information measures of HFSs. Wang et al. studied the interval-valued hesitant fuzzy linguistic
set, which can serve as an extension of both a linguistic term set and an interval-valued hesitant
fuzzy set. Finally, Wu and Xu presented the concept of possibility distribution for a hesitant
fuzzy linguistic term set and Zhu and Xu extended HFSs to P-HFSs.

* Corresponding author. Tel: +86 28 85418191; Fax: +86 28 85415143.
E-mail address: xujiuping@scu.edu.cn(J. Xu)
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In group decision making (GDM) problems with fuzzy preference relations, some of the ex-
perts’ preference properties are often assumed and it is desirable to avoid contradictions or,
in other words, inconsistent opinions. One of these properties is associated with the pair-
wise comparison transitivity between any three alternatives. For fuzzy preference relations, the
transitivity has been modeled in many different ways depending on the role of the preference
intensities. The purpose of consistency control is to measure the level of consistency of each
individual preference relation so as to identify the expert, alternative and preference values that
are the most inconsistent within the GDM problem. This inconsistency identification is also
used to suggest possible new consistent preference valuee.

In the process of GDM, preference relations are very popular tools for expressing the DM’s
preferences when they compare a set of alternatives. Various types of preference relations have
been suggested for different environments. For example, Orlovsky proposed the concept of fuzzy
preference relations, and Xu introduced the concept of interval fuzzy preference relations to
express uncertainty and vagueness. In many practical decision making problems, due to a lack of
available information, it may be difficult for DMs to quantify their opinions precisely with a crisp
number; however they can be represented by an interval number within [0, 1]. This means that it
is vital to introduce the concept of IVHFSs, which permit the membership degrees of an element
to a given set to have some different interval values. Chen et al. introduced interval-valued
hesitant preference relations and their applications to GDM. Moreover, Farhadinia discussed
the information measures of IVHFSs and Wang et al. developed interval-valued hesitant fuzzy
linguistic sets, and discussed their applications in multi-criteria decision-making problems.

However, in a GDM situation with qualitative settings and in complex environments, ex-
perts may require intervals with corresponding possibility values rather than only IVHFSs or
P-HFSs, to express their preferences. Consider the following case for example: the DMs of a
large organization discuss the membership of x into a set A; forty percent of them want to
assign values between 0.3 and 0.4, while the remaining sixty percent wish to assign values be-
tween 0.5 and 0.6. At this point, interval numbers with probability values can be used, i.e.,
{[0.3, 0.4](40%), [0.5, 0.6](60%)}, or {[0.3, 0.4](0.4), [0.5, 0.6](0.6)}, to represent the preferences
of the large organization. In accordance with such cases, in this paper, P-IVHFSs are presented
to address GDM problems with hesitant fuzzy intervals and the corresponding possibility val-
ues. A P-IVHFS can serve as an extension of both a P-HFS and an IVHFS. Furthermore, as a
powerful tool in GDM, P-IVHFSs can describe the actual preferences of decision-makers flexibly
and better reflect their uncertainty, hesitancy, and inconsistency , and thus enhance the mod-
eling abilities of HFSs. The consistency of preference relations has become a research topic of
great interest in recent years. For example, Liao et al. defined the concept of the multiplica-
tive consistent hesitant fuzzy preference relation. Furthermore, Wu and Xu developed separate
consistency and consensus processes to deal with the hesitant fuzzy linguistic preference rela-
tions of individual rationality and group rationality. Zhu and Xu proposed the concept of the
probability-hesitant fuzzy preference relation. As mentioned earlier, to date there has been a
great deal of research into preference relations and interval preference relations. Nevertheless, in
a probability-interval valued hesitant fuzzy environment, it is still not known how to calculate
or improve the consistency of preference relations. Therefore, this study focuses on resolving
this problem.

In this paper, based on the P-HFS and IVHFS, a definition of P-IVHFS is provided, and the
relationship between the P-HFS, IVHFS and P-IVHFS is illustrated. Furthermore, motivated
by the comparison method of HFEs, the comparison method of P-IVHFEs is defined. Addi-
tionally, inspired by the operations of IVHFEs, the complement, union and intersection and
operational laws of P-IVHFEs are provided. Moreover, based on related studies, the definition
of P-IVHFPRs is also provided. Subsequently, the consistency of P-IVHFPRs is discussed, using
the multiplicative transitivity to verify the consistency of a P-IVHFPR. Finally, based on the
method in a hesitant fuzzy environment, some definitions related to multiplicative consistent P-
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IVHFPRs are provided, and a decomposition method to repair the consistency of P-IVHFPRs
is proposed.

The rest of this paper is organized as follows. In Section 2, some concepts and properties
associated with the topic are briefly reviewed. In Section 3, P-IVHFSs are proposed and some
of their properties are discussed. In Section 4, P-IVHFPRs are proposed and in Section 5, the
consistency of P-IVHFPRs is discussed. In Section 6, based on the multiplicative consistency
of hesitant fuzzy preference relations, a decomposition method to deal with the consistency of
P-IVHFPRs is proposed. Finally an example is provided to illustrate the algorithm.

2. Preliminaries

In this section, some concepts and properties associated with the topic are briefly reviewed.

Definition 1. Let ã = [aL, aU ] = {x|aL ≤ x ≤ aU}, and then ã is called an interval number.
For convenience, interval numbers are sometimes also called interval values. In particular, if
aL = aU , ã is a real number. If aL ≥ 0, then ã is called a positive interval number.

For any two positive interval numbers ã = [aL, aU ], b̃ = [bL, bU ] and λ ≥ 0, δ > 0, then
(1) ã = b̃ if aL = bL and aU = bU ;
(2) ã + b̃ = [aL + bL, aU + bU ];
(3) ã · b̃ = [aL · bL, aU · bU ];
(4) λã = [λaL, λaU ];
(5) ãδ = [aL, aU ]δ = [(aL)δ, (aU )δ];

(6) δã = δ[aL,aU ] = [min{δaL
, δaU },max{δaL

, δaU }] =

{
[δaU

, δaL
], if 0 < δ < 1;

[δaL
, δaU

], if δ ≥ 1.

Definition 2. [29] Let ã1 = [aL
1 , aU

1 ] and ã2 = [aL
2 , aU

2 ] be two interval numbers, and len(ã1) =
aU

1 − aL
1 , len(ã2) = aU

2 − aL
2 , then the degree of possibility of ã1 ≥ ã2 is defined as follows:

p(ã1 ≥ ã2) = max{1−max{ aU
2 − aL

1

len(ã1) + len(ã2)
, 0}, 0} (1)

Similarly, the degree of possibility of ã2 ≥ ã1 is defined as follows:

p(ã2 ≥ ã1) = max{1−max{ aU
1 − aL

2

len(ã1) + len(ã2)
, 0}, 0} (2)

Based on Definition 2, the following results hold:
(1) 0 ≤ p(ã1 ≥ ã2) ≤ 1, 0 ≤ p(ã2 ≥ ã1) ≤ 1.
(2) p(ã1 ≥ ã2) + p(ã2 ≥ ã1) = 1. Especially, p(ã1 ≥ ã1) = p(ã2 ≥ ã2) = 1.

Definition 3. [15, 16] Let X be a universal set, a hesitant fuzzy set (HFS) on X is in terms
of a function that when applied to X returns a subset of [0, 1].

To be easily understood, the HFS can be expressed by a mathematical symbol [21]:

Ã =
{〈

x, h̃Ã(x)
〉
|x ∈ X

}
where h̃Ã(x) is a set of some values in [0, 1], denoting the possible membership degrees of the
element x ∈ X to the set Ã. h̃Ã(x) is called a hesitant fuzzy element (HFE) and Θ the set of all
HFEs [22].

For three HFEs h, h1 and h2, Torra and Narukawa [15, 16] defined the corresponding com-
plement, union and intersection, namely

(1) hc = ∪γ∈h{1− γ};
(2) h1 ∪ h2 = ∪γ1∈h1,γ2∈h2 max{γ1, γ2};
(3) h1 ∩ h2 = ∩γ1∈h1,γ2∈h2 min{γ1, γ2}.
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Operational laws on the HFEs h, h1 and h2 have been given as follows [22]:

(1) hλ = ∪γ∈h{γλ}, λ > 0;
(2) λh = ∪γ∈h{1− (1− γ)λ}, λ > 0;
(3) h1 ⊕ h2 = ∪γ1∈h1,γ2∈h2{γ1 + γ2 − γ1γ2};
(4) h1 ⊗ h2 = ∪γ1∈h1,γ2∈h2{γ1γ2}.

Definition 4. [2] Let X be a universal set, and D[0, 1] be the set of all closed subintervals of
[0, 1]. An interval-valued hesitant fuzzy set (IVHFS) on X is

Ã =
{〈

xi, h̃Ã(xi)
〉
|xi ∈ X, i = 1, 2, . . . , n

}
where h̃Ã(xi) : X → D[0, 1] denotes all possible interval-valued membership degrees of the el-
ement xi ∈ X to the set Ã. For convenience, we call h̃Ã(xi) an interval-valued hesitant fuzzy
element (IVHFE), which is denoted by

h̃Ã(xi) =
{

γ̃
∣∣∣γ̃ ∈ h̃Ã(xi)

}
Here γ̃ = [γ̃L, γ̃U ] is an interval number. γ̃L = inf γ̃ and γ̃U = sup γ̃ represent the lower and
upper limits of γ̃, respectively. When the lower and upper limits of the interval numbers are
identical, IVHFS reduces to HFS [15]. Namely HFS is a special case of IVHFS.

Example 1. Let X = {x1, x2} be a universal set, and the two IVHFEs h̃Ã(x1) = {[0.1, 0.3], [0.4, 0.5]}
and h̃Ã(x2) = {[0.1, 0.2], [0.4, 0.6], [0.7, 0.8]} denote the membership degrees of xi(i = 1, 2) to the
set Ã. Ã is an IVHFS, where

Ã = {〈x1, {[0.1, 0.3], [0.4, 0.5]}〉 , 〈x2, {[0.1, 0.2], [0.4, 0.6], [0.7, 0.8]}〉}

Definition 5. [2] For an IVHFE h̃, s(h̃) = 1
lh̃

∑
γ̃∈h̃ γ̃ is called the score function of h̃ where lh̃

is the number of the interval values in h̃, and s(h̃) is an interval value belonging to [0, 1]. For
two IVHFEs h̃1 and h̃2, if s(h̃1) ≥ s(h̃2), then h̃1 ≥ h̃2.

Definition 6. [2] For three IVHFEs h, h1 and h2, the corresponding complement, union and
intersection and operational laws have been given as follows. If γ̃L = γ̃U , then the following
operations reduce to those of HFEs:

(1) h̃c = {[1− γ̃U , 1− γ̃L]
∣∣∣γ̃ ∈ h̃};

(2) h̃1 ∪ h̃2 = {[max(γ̃L
1 , γ̃L

2 ),max(γ̃U
1 , γ̃U

2 )]
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(3) h̃1 ∩ h̃2 = {[min(γ̃L
1 , γ̃L

2 ),min(γ̃U
1 , γ̃U

2 )]
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(4) h̃λ = {[(γ̃L)λ, (γ̃U )λ]
∣∣∣γ̃ ∈ h̃}, λ > 0;

(5) λh̃ = {[1− (1− γ̃L)λ, 1− (1− γ̃U )λ]
∣∣∣γ̃ ∈ h̃}, λ > 0;

(6) h̃1 ⊕ h̃2 = {[γ̃L
1 + γ̃L

2 − γ̃L
1 · γ̃L

2 , γ̃U
1 + γ̃U

2 − γ̃U
1 · γ̃U

2 ]
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(7) h̃1 ⊗ h̃2 = {[γ̃L
1 · γ̃L

2 , γ̃U
1 · γ̃U

2 ]
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 }.

3. P-IVHFS

Inspired by the P-HFS [19, 37] and IVHFS [2], the definition of a P-IVHFS is provided.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

639 Jiuping Xu ET AL 636-655



Definition 7. Let X be a universal set, and D[0, 1] be the set of all closed subintervals of [0, 1].
A P-IVHFS on X is

Ã =
{〈

xi, h̃Ã(xi, pij)
〉
|xi ∈ X, i = 1, 2, . . . , n, j = 1, 2, . . . ,mi

}
where

∑mi
j=1 pij = 1, mi denotes the number of the interval values in h̃Ã(xi, pij), pij denotes the

corresponding probability of the jth interval value in h̃Ã(xi, pij), and h̃Ã(xi, pij) : X → D[0, 1]
denotes all possible interval-valued membership degrees of the element xi ∈ X to the set Ã. For
convenience, h̃Ã(xi, pij) is called a probability-interval valued hesitant fuzzy element(P-IVHFE),
which is denoted by

h̃Ã(xi, pij) =
{

γ̃
∣∣∣γ̃ ∈ h̃Ã(xi, pij)

}
Here γ̃ is an interval number with a corresponding possibility. For simplicity, P-IVHFE can be
denoted by h̃i, i = 1, 2, · · · . A P-IVHFE is the basic unit of a P-IVHFS, and the former can be
considered as a special case of the latter. The relationship between a P-IVHFE and a P-IVHFS
is similar to that between an IVHFE and an IVHFS [2].

Suppose that γ̃L = inf γ̃ and γ̃U = sup γ̃ represent the lower and upper limits of γ̃, re-
spectively. When the lower and upper limits of the interval numbers are identical, the interval
numbers are reduced to crisp numbers, and a P-IVHFS is reduced to a P-HFS. Thus, a P-HFS is
a special case of a P-IVHFS. Meanwhile, it is clear that without the probability description pij,
that is the probability values pij(j = 1, 2, · · · ) are identical, a P-IVHFE is reduced to an IVHFE,
and a P-IVHFS is reduced to an IVHFS. Thus, an IVHFE is a special case of a P-IVHFE, and
an IVHFS is a special case of a P-IVHFS.

Example 2. Let X = {x1, x2} be a universal set, and the two P-IVHFEs

h̃Ã(x1, p1j) = {[0.2, 0.3](p11 = 0.4), [0.5, 0.6](p12 = 0.6)}
h̃Ã(x2, p2j) = {[0.1, 0.2](p21 = 0.3), [0.3, 0.5](p22 = 0.5), [0.6, 0.7](p23 = 0.2)}

denote the membership degrees of xi(i = 1, 2) to the set Ã. Ã is a P-IVHFS, where

Ã =
{
〈x1, {[0.2, 0.3](p11 = 0.4), [0.5, 0.6](p12 = 0.6)}〉 ,
〈x2, {[0.1, 0.2](p21 = 0.3), [0.3, 0.5](p22 = 0.5), [0.6, 0.7](p23 = 0.2)}〉

}
Based on the comparison method of HFEs [21], the following comparison method of P-

IVHFEs is defined:

Definition 8. For a P-IVHFE, s(h̃) =
∑

γ̃∈h̃ γ̃pγ̃ is called the score of h̃, where pγ̃ is the
corresponding probability of γ̃. It is clear that s(h̃) is also an interval number.

Then by Eqs. (1) and (2), we can get the possibilities of s(h̃1) ≥ s(h̃2) and s(h̃2) ≥ s(h̃1),
namely p(h̃1 ≥ h̃2) and p(h̃2 ≥ h̃1).

If p(s(h̃1) ≥ s(h̃2)) > 0.5, then s(h̃1) is superior to s(h̃2), and thus h̃1 is superior to h̃2,
denoted by h̃1 > h̃2 or h̃2 < h̃1.

If p(s(h̃1) ≥ s(h̃2)) < 0.5, then s(h̃2) is superior to s(h̃1), and thus h̃2 is superior to h̃1,
denoted by h̃2 > h̃1 or h̃1 < h̃2.

In particular, if p(s(h̃1) ≥ s(h̃2)) = 0.5, then h̃1 is indifferent to h̃2, denoted by h̃1 ∼ h̃2.

Example 3. In Example 2, for the two P-IVHFEs

h̃1 = {[0.2, 0.3](p11 = 0.4), [0.5, 0.6](p12 = 0.6)}
h̃2 = {[0.1, 0.2](p21 = 0.3), [0.3, 0.5](p22 = 0.5), [0.6, 0.7](p23 = 0.2)}

according to Definition 1, we have

s(h̃1) = [0.2, 0.3]× 0.4 + [0.5, 0.6]× 0.6 = [0.38, 0.48]
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s(h̃2) = [0.1, 0.2]× 0.3 + [0.3, 0.5]× 0.5 + [0.6, 0.7]× 0.2 = [0.3, 0.45]

Using Definition 2, we obtain

p(s(h̃1) ≥ s(h̃2)) = max{1−max{0.45− 0.38
0.15 + 0.1

, 0}, 0} = 0.72

which indicates that h̃1 > h̃2.

To be easily formulated, a P-IVHFE can be denoted by h̃ = {[γ̃L
i , γ̃U

i ](p[γ̃L
i ,γ̃U

i ])
∣∣∣γ̃i ∈ h̃},

for simplicity, denoted by h̃ = {[γ̃L
i , γ̃U

i ](pγ̃i)
∣∣∣γ̃i ∈ h̃}, where p[γ̃L

i ,γ̃U
i ] (or pγ̃i) denotes the cor-

responding probability value of [γ̃L
i , γ̃U

i ] (i.e., γ̃i). Based on the operations of IVHFEs [2], the
complement, union and intersection and operational laws of P-IVHFEs can be provided as fol-
lows:

Definition 9. Let h̃, h̃1 and h̃2 be three P-IVHFEs, then

(1) h̃c = {[1− γ̃U
i , 1− γ̃L

i ](pγ̃i)
∣∣∣γ̃i ∈ h̃};

(2) h̃1 ∪ h̃2 = {[max(γ̃L
1 , γ̃L

2 ),max(γ̃U
1 , γ̃U

2 )](pγ̃1 · pγ̃2)
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(3) h̃1 ∩ h̃2 = {[min(γ̃L
1 , γ̃L

2 ),min(γ̃U
1 , γ̃U

2 )](pγ̃1 · pγ̃2)
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(4) h̃λ = {[(γ̃L
i )λ, (γ̃U

i )λ](pγ̃i)
∣∣∣γ̃i ∈ h̃};

(5) λh̃ = {[1− (1− γ̃L
i )λ, 1− (1− γ̃U

i )λ](pγ̃i)
∣∣∣γ̃i ∈ h̃}, λ > 0;

(6) h̃1 ⊕ h̃2 = {[γ̃L
1 + γ̃L

2 − γ̃L
1 · γ̃L

2 , γ̃U
1 + γ̃U

2 − γ̃U
1 · γ̃U

2 ](pγ̃1 · pγ̃2)
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 };

(7) h̃1 ⊗ h̃2 = {[γ̃L
1 · γ̃L

2 , γ̃U
1 · γ̃U

2 ](pγ̃1 · pγ̃2)
∣∣∣γ̃1 ∈ h̃1, γ̃2 ∈ h̃2 }.

It is clear that without the probability description pij , that is the probability values pij(j =
1, 2, · · · ) are identical, then the operational laws of P-IVHFEs are reduced to those of the
IVHFEs.

Theorem 1. When IVHFEs are extended to P-IVHFEs, the following operational laws [2] still
are true in the P-IVHFS environment. Let h̃, h̃1 and h̃2 be three P-IVHFEs, then

(1) h̃1 ⊕ h̃2 = h̃2 ⊕ h̃1;
(2) h̃1 ⊗ h̃2 = h̃2 ⊗ h̃1;
(3) λ(h̃1 ⊕ h̃2) = λh̃1 ⊕ λh̃2, λ > 0;
(4) (h̃1 ⊗ h̃2)λ = h̃λ

1 ⊗ hλ
2 , λ > 0;

(5) λ1h̃⊕ λ2h̃ = (λ1 + λ2)h̃, λ1, λ2 > 0;
(6) h̃λ1 ⊕ h̃λ2 = h̃(λ1+λ2), λ1, λ2 > 0.

(7) h̃c
1 ∪ h̃c

2 = (h̃1 ∩ h̃2)c;
(8) h̃c

1 ∩ h̃c
2 = (h̃1 ∪ h̃2)c;

(9) (h̃c)λ = (λh̃)c;
(10) λ(h̃c) = (h̃λ)c;
(11) h̃c

1 ⊕ h̃c
2 = (h̃1 ⊗ h̃2)c;

(12) h̃c
1 ⊗ h̃c

2 = (h̃1 ⊕ h̃2)c.

Since they can be proven analogously, like those in an IVHFS environment, they are just
listed without any proof. Meanwhile, according to Definition 9, the following operational laws
also hold:
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Theorem 2. Let h̃, h̃1 and h̃2 be three P-IVHFEs, then

(1) (h̃ ∪ h̃1) ∪ h̃2 = h̃ ∪ (h̃1 ∪ h̃2);
(2) (h̃ ∩ h̃1) ∩ h̃2 = h̃ ∩ (h̃1 ∩ h̃2);
(3) (h̃⊕ h̃1)⊕ h̃2 = h̃⊕ (h̃1 ⊕ h̃2);
(4) (h̃⊗ h̃1)⊗ h̃2 = h̃⊗ (h̃1 ⊗ h̃2).

Proof. In the following, only (3) is proven; others can be obtained directly by Definition 9.
Suppose that

h̃ = {[γ̃L, γ̃U ](pγ̃)
∣∣∣γ̃ ∈ h̃}; h̃1 = {[γ̃L

1 , γ̃U
1 ](pγ̃1)

∣∣∣γ̃1 ∈ h̃1 }; h̃2 = {[γ̃L
2 , γ̃U

2 ](pγ̃2)
∣∣∣γ̃2 ∈ h̃2 },

then according to Definition 9,

h̃⊕ h̃1 = {[γ̃L + γ̃L
1 − γ̃L · γ̃L

1 , γ̃U + γ̃U
1 − γ̃U · γ̃U

1 ](pγ̃ · pγ̃1)
∣∣∣γ̃ ∈ h̃ , γ̃1 ∈ h̃1}

is obtained, therefore,

(h̃⊕ h̃1)⊕ h̃2

= {[(γ̃L + γ̃L
1 − γ̃L · γ̃L

1 ) + γ̃L
2 − (γ̃L + γ̃L

1 − γ̃L · γ̃L
1 ) · γ̃L

2 , (γ̃U + γ̃U
1 − γ̃U · γ̃U

1 ) + γ̃U
2

−(γ̃U + γ̃U
1 − γ̃U · γ̃U

1 ) · γ̃U
2 ]((pγ̃ · pγ̃1) · pγ̃2)

∣∣∣γ̃ ∈ h̃ , γ̃1 ∈ h̃1, γ̃2 ∈ h̃2}
= {[γ̃L + γ̃L

1 + γ̃L
2 − γ̃L · γ̃L

1 − γ̃L · γ̃L
2 − γ̃L

1 · γ̃L
2 + γ̃L · γ̃L

1 · γ̃L
2 , γ̃U + γ̃U

1 + γ̃U
2 − γ̃U · γ̃U

1

−γ̃U · γ̃U
2 − γ̃U

1 · γ̃U
2 + γ̃U · γ̃U

1 · γ̃U
2 ](pγ̃ · pγ̃1 · pγ̃2)

∣∣∣γ̃ ∈ h̃ , γ̃1 ∈ h̃1, γ̃2 ∈ h̃2}

Likewise,

h̃⊕ (h̃1 ⊕ h̃2)
= {[γ̃L + (γ̃L

1 + γ̃L
2 − γ̃L

1 · γ̃L
2 )− γ̃L · (γ̃L

1 + γ̃L
2 − γ̃L

1 · γ̃L
2 ), γ̃U + (γ̃U

1 + γ̃U
2 − γ̃U

1 · γ̃U
2 )

−γ̃U · (γ̃U
1 + γ̃U

2 − γ̃U
1 · γ̃U

2 )](pγ̃ · (pγ̃1 · pγ̃2))
∣∣∣γ̃ ∈ h̃ , γ̃1 ∈ h̃1, γ̃2 ∈ h̃2}

= {[γ̃L + γ̃L
1 + γ̃L

2 − γ̃L · γ̃L
1 − γ̃L · γ̃L

2 − γ̃L
1 · γ̃L

2 + γ̃L · γ̃L
1 · γ̃L

2 , γ̃U + γ̃U
1 + γ̃U

2 − γ̃U · γ̃U
1

−γ̃U · γ̃U
2 − γ̃U

1 · γ̃U
2 + γ̃U · γ̃U

1 · γ̃U
2 ](pγ̃ · pγ̃1 · pγ̃2)

∣∣∣γ̃ ∈ h̃ , γ̃1 ∈ h̃1, γ̃2 ∈ h̃2}

can be obtained. Therefore, we have

(h̃⊕ h̃1)⊕ h̃2 = h̃⊕ (h̃1 ⊕ h̃2)

which completes the proof.

4. P-IVHFPRs and Consistency

In this section, we present P-IVHFPRs and discuss their consistency.

4.1. P-IVHFPRs
In the GDM process, preference relations are very popular tools for expressing the DM’s

preferences when they compare a set of alternatives. Various types of preference relations have
been given for different environments [2].

In order to represent preference relations more objectively, suppose that DMs are allowed
to provide several possible interval fuzzy preference values and the associated probability values
when they compare two alternatives, then we get the following P-IVHFPR:
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Definition 10. Let X = {x1, x2, . . . xn} be a universal set. A P-IVHFPR on X is denoted
by a matrix R̃ = (h̃ij)n×n ⊂ X × X, where h̃ij = {h̃t

ij(p
t
ij), t = 1, 2, · · · ,mij} is a P-IVHFE,

indicating all possible degrees to which xi is preferred to xj and the corresponding probability
values with mij representing the number of intervals in the P-IVHFE. In addition, h̃t

ij should
satisfy

inf h̃
σ(t)
ij + sup h̃

σ(mij+1−t)
ji = sup h̃

σ(t)
ij + inf h̃

σ(mij+1−t)
ji = 1,

p
σ(t)
ij = p

σ(mij+1−t)
ji ,

h̃ii = {[0.5, 0.5](p = 1)}, i, j = 1, 2, · · · , n (3)

where we arrange the intervals in h̃ij in an increasing order, and let h̃
σ(t)
ij be the tth smallest

interval in h̃ij. inf h̃
σ(t)
ij and sup h̃

σ(t)
ij denote the lower and upper limits of h̃

σ(t)
ij respectively,

p
σ(t)
ij and p

σ(mij+1−t)
ji denote the corresponding values of h̃

σ(t)
ij and h̃

σ(mij+1−t)
ji respectively, p = 1

denotes the corresponding value is equal to 1.

Example 4. The following matrix in which every element is a P-IVHFE can represent a
probability-interval valued hesitant fuzzy preference relation:

R̃e = (h̃ij)3×3 =

0@ {[0.5, 0.5](1)} {[0.4, 0.5](0.6), [0.7, 0.8](0.4)} {[0.5, 0.6](1)}
{[0.2, 0.3](0.4), [0.5, 0.6](0.6)} {[0.5, 0.5](1)} {[0.3, 0.4](0.2), [0.5, 0.7](0.5), [0.8, 0.9](0.3)}
{[0.4, 0.5](1)} {[0.1, 0.2](0.3), [0.3, 0.5](0.5), [0.6, 0.7](0.2)} {[0.5, 0.5](1)}

1A
where h̃ij denotes the group preference degree that the alternative xi is superior to the alternative
xj.

Motivated by [2, 35], it can be explained how the elements in the matrix are obtained.
Take h̃23 as an example. Since h̃23 represents all possible probability-interval valued preference
degrees to which x3 is preferred to x2, its values come from h̃1

23 = [0.1, 0.2], h̃2
23 = [0.3, 0.5],

h̃3
23 = [0.6, 0.7] which is provided by a DM. The DM is sure that the preference value is the

interval [0.1, 0.2] with a probability of 30%, and the interval [0.3, 0.5] with a probability of
50%, and the interval [0.6, 0.7] with a probability of 20%. Therefore, the h̃23 can be denoted
by {[0.1, 0.2](0.3), [0.3, 0.5](0.5), [0.6, 0.7](0.2)}. Similarly the symmetric element of h̃23, i.e.,
h̃32 can be denoted by {[0.3, 0.4](0.2), [0.5, 0.7](0.5), [0.8, 0.9](0.3)}. Other symmetric elements
h̃ij and h̃ji in R̃e are obtained in an analogous way, and satisfy the complementary properties
defined in Eq.(3). In addition, when i = j, h̃ij represents the preference degree to which xi

is preferred to itself; namely, it is preferred equally , therefore h̃ii = {[0.5, 0.5](1)}(i = 1, 2, 3).
Through the above procedure, the aforementioned matrix R̃e is obtained.

4.2. The Consistency of P-IVHFPRs
Cardinal consistency is a stronger concept than ordinal consistency. In the analytic hierarchy

process, Saaty [13] first addressed the issue of consistency, and developed the notions of perfect
consistency and acceptable consistency. Ordinal consistency is based on the notion of transitivity,
meaning that if A is preferred to B and B is preferred to C, it perceives A to be preferred to C,
which is normally referred to as weak transitivity [4, 26]. The weak transitivity is the minimum
requirement condition to ensure that the hesitant fuzzy preference relation is consistent. There
are further two conditions, named additive transitivity and multiplicative transitivity [14] which
are more restrictive than weak transitivity and can imply reciprocity. Even though both additive
transitivity and multiplicative transitivity can be used to measure consistency, the additive
consistency may produce infeasible results [27]. Thus, the multiplicative transitivity is also used
to verify the consistency of a P-IVHFPR.

Let U = (uij)n×n, where uij denotes a ratio of preference intensity for the alternative Ai to
that for Aj . Then the condition of multiplicative transitivity can be rewritten as follows:

uijujkuki = uikukjuji (4)
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Under the assumption of reciprocity, and in the case where (uik, ukj) /∈ {(0, 1), (1, 0)}, Eq.(4)
can be expressed as follows [4]:

uij =
uikukj

uikukj + (1− uik)(1− ukj)
(5)

in the case where (uik, ukj) ∈ {(0, 1), (1, 0)}, stipulating uij = 0.
Based on the multiplicative consistency of hesitant fuzzy preference relations, and using a

decomposition method, the following definition is obtained:

Definition 11. Let R̃ = (h̃ij)n×n be a P-IVHFPR on a fixed set X = {x1, x2, · · · , xn} and
h̃ij = {h̃t

ij(p
t
ij), t = 1, 2, · · · ,mij} be a P-IVHFE; suppose that h̃t

ij = [#h̃t
ij(x), †h̃t

ij(x)], where
#h̃t

ij(x) is the left endpoint of h̃t
ij, and †h̃t

ij(x) is the right endpoint of h̃t
ij, let

R̃A = [R̃t
ij(p

t
ij)]n×n =


{0.5(1)} {#h̃t

12(p
t
12)} · · · {#h̃t

1n(pt
1n)}

{†h̃t
21(p

t
21)} {0.5(1)} · · · {#h̃t

2n(pt
2n)}

· · · · · · · · · · · ·
{†h̃t

n1(p
t
n1)} {†h̃t

n2(p
t
n2)} · · · {0.5(1)}



namely, R̃t
ij =


#h̃t

ij , if i < j,

0.5, if i = j,

†h̃t
ij , if i > j

which means if i < j, taking the left endpoint of h̃t
ij, while

if i > j, taking the right endpoint of h̃t
ij. And let

R̃B = [r̃t
ij(p

t
ij)]n×n =


{0.5(1)} {†h̃t

12(p
t
12)} · · · {†h̃t

1n(pt
1n)}

{#h̃t
21(p

t
21)} {0.5(1)} · · · {†h̃t

2n(pt
2n)}

· · · · · · · · · · · ·
{#h̃t

n1(p
t
n1)} {#h̃t

n2(p
t
n2)} · · · {0.5(1)}


which means if i < j, taking the right endpoint of h̃t

ij, while if i > j, taking the left endpoint of
h̃t

ij, namely,

r̃t
ij =


†h̃t

ij , if i < j,

0.5, if i = j,

#h̃t
ij , if i > j

for convenience, R̃A and R̃B are called the decomposition of R̃, while R̃ is the composition of
R̃A and R̃B. Then R̃ = (h̃ij)n×n is multiplicative consistent if and only if R̃A and R̃B are both
multiplicative consistent, i.e., the following two conditions are satisfied simultaneously:

(1) R̃
σ(s)
ij =

 0, if (R̃ik, R̃kj) ∈ {({0}, {1}), ({1}, {0})}
R̃

σ(s)
ik p

σ(s)
ik R̃

σ(s)
kj p

σ(s)
kj

R̃
σ(s)
ik p

σ(s)
ik R̃

σ(s)
kj p

σ(s)
kj +(1−R̃

σ(s)
ik )p

σ(s)
ik (1−R̃

σ(s)
kj )p

σ(s)
kj

, otherwise,

for all i ≤ k ≤ j

i.e., R̃
σ(s)
ij =

 0, if (R̃ik, R̃kj) ∈ {({0}, {1}), ({1}, {0})}
R̃

σ(s)
ik R̃

σ(s)
kj

R̃
σ(s)
ik R̃

σ(s)
kj +(1−R̃

σ(s)
ik )(1−R̃

σ(s)
kj )

, otherwise,

for all i ≤ k ≤ j

p
σ(s)
ij = p

σ(s)
ik p

σ(s)
kj

(2) r̃
σ(s)
ij =


0, if (r̃ik, r̃kj) ∈ {({0}, {1}), ({1}, {0})}

r̃
σ(s)
ik r̃

σ(s)
kj

r̃
σ(s)
ik r̃

σ(s)
kj +(1−r̃

σ(s)
ik )(1−r̃

σ(s)
kj )

, otherwise,

for all i ≤ k ≤ j

p
σ(s)
ij = p

σ(s)
ik p

σ(s)
kj
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where R̃
σ(s)
ij , R̃

σ(s)
ik and R̃

σ(s)
kj are the sth smallest values in R̃ij, R̃ik and R̃kj respectively; p

σ(s)
ij ,

p
σ(s)
ik and p

σ(s)
kj are their corresponding probability values, respectively; r̃

σ(s)
ij , r̃

σ(s)
ik and r̃

σ(s)
kj are

the sth smallest values in r̃ij, r̃ik and r̃kj respectively; and p
σ(s)
ij , p

σ(s)
ik and p

σ(s)
kj are their corre-

sponding probability values, respectively.

If without the probability description and #ht
ik = †ht

ik, #ht
kj = †ht

kj , then Definition 11 is
reduced to that of a hesitant fuzzy preference relation.

It can be proven that any P-IVHFPR R̃ = (h̃ij)2×2 is multiplicative consistent.
By extending the definitions in a hesitant fuzzy environment, the following definitions in a

probability-interval valued hesitant fuzzy environment are obtained:

Definition 12. Let R̃ = (h̃ij)n×n be a P-IVHFPR on a fixed set X = {x1, x2, · · · , xn} and
h̃ij = {h̃t

ij(p
t
ij), t = 1, 2, · · · ,mij} be a P-IVHFE in which mij represents the number of intervals

suppose that h̃t
ij = [#h̃t

ij(x), †h̃t
ij(x)], let

R̃A = [R̃t
ij(p

t
ij)]n×n =


{0.5(1)} {#h̃t

12(p
t
12)} · · · {#h̃t

1n(pt
1n)}

{†h̃t
21(p

t
21)} {0.5(1)} · · · {#h̃t

2n(pt
2n)}

· · · · · · · · · · · ·
{†h̃t

n1(p
t
n1)} {†h̃t

n2(p
t
n2)} · · · {0.5(1)}



R̃B = [r̃t
ij(p

t
ij)]n×n =


{0.5(1)} {†h̃t

12(p
t
12)} · · · {†h̃t

1n(pt
1n)}

{#h̃t
21(p

t
21)} {0.5(1)} · · · {†h̃t

2n(pt
2n)}

· · · · · · · · · · · ·
{#h̃t

n1(p
t
n1)} {#h̃t

n2(p
t
n2)} · · · {0.5(1)}


then we call R̄ a prefect multiplicative consistent P-IVHFPR, if R̄ is the composition of R̄A and
R̄B, R̄A = (R̄ij(x))n×n(pt

ij)), R̄B = (r̄ij(x))n×n(pt
ij)), and

R̄
σ(s)
ij (x) =



1
j−i−1

j−1∑
k=i+1

R̃
σ(s)
ik (x)R̃

σ(s)
kj (x)

R̃
σ(s)
ik (x)R̃

σ(s)
kj (x)+(1−R̃

σ(s)
ik (x))(1−R̃

σ(s)
kj (x))

, i + 1 < j

R̃
σ(s)
ij (x), i + 1 = j

{0.5}, i = j

1− R̄
σ(s)
ji (x), i > j

(6)

r̄
σ(s)
ij (x) =



1
j−i−1

j−1∑
k=i+1

r̃
σ(s)
ik (x)r̃

σ(s)
kj (x)

r̃
σ(s)
ik (x)r̃

σ(s)
kj (x)+(1−r̃

σ(s)
ik (x))(1−r̃

σ(s)
kj (x))

, i + 1 < j

r̃
σ(s)
ij (x), i + 1 = j

{0.5}, i = j

1− r̄
σ(s)
ji (x), i > j

(7)

where R̄
σ(s)
ij (x), R̃

σ(s)
ik (x), R̃

σ(s)
kj (x), r̄

σ(s)
ij (x), r̃

σ(s)
ik (x), r̃

σ(s)
kj (x) denote the sth smallest values in

R̄ij(x), R̃ik(x), R̃kj(x), r̄ij(x), r̃ik(x), r̃kj(x) respectively, and s = 1, 2, · · · , l , l = max{mik,mkj},
in which mik, mkj represent the number of intervals in h̃ik and h̃kj respectively.

If the two endpoints of the intervals are considered, the two corresponding probability-
hesitant fuzzy preference relations are multiplicative consistent, thus it is believed that the
P-IVHFPR is multiplicative consistent.

Definition 13. Let R̃ = (h̃ij)n×n, R̃A, R̃B, R̄A, R̄B be as before, then we call R̃ = (h̃ij)n×n an
acceptable multiplicative consistent P-IVHFPR if{

d(R̃A, R̄A) < θ0

d(R̃B, R̄B) < θ0

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

645 Jiuping Xu ET AL 636-655



where d(R̃A, R̄A) is the distance measure between R̃A and R̄A, d(R̃B, R̄B) is the distance measure
between R̃B and R̄B. d(R̃A, R̄A) and d(R̃B, R̄B) can be calculated by the following Eqs.(8) and
(9). θ0 is the consistency level. We usually take θ0 = 0.1 in practice.

4.3. An Iterative Algorithm for Improving the Consistency of P-IVHFPR
In general, the P-IVHFPR constructed by the decision maker often has an unacceptable

multiplicative consistency which means d(R̃A, R̄A) ≥ θ0 or d(R̃B, R̄B) ≥ θ0. At this time, it is
necessary to adjust the elements in the P-IVHFPR in order to improve the consistency. Based on
the algorithm in a hesitant fuzzy environment [9], An iterative algorithm is proposed as follows
to repair the consistency of the P-IVHFPR.

An Iterative Algorithm for Improving the Consistency of P-IVHFPR
Input: P-IVHFPR R̃ = (h̃ij)n×n; k, the number of iterations; δ, the step size, 0 ≤ λ = kδ ≤ 1;

θ0, the consistency level. Hereby we take θ0 = 0.1.
Output: P-IVHFPR R̃(k), with satisfactory consistency.
Step 1. Let k = 1, and construct a perfect multiplicative consistent P-IVHFPR R̄, where R̄

is the composition of R̄A and R̄B, R̄A = (R̄ij(x))n×n, R̄B = (r̄ij(x))n×n. R̄A and R̄B are defined
in Definition 12.

Step 2. Calculate the deviations d(R̃(k)A, R̄A) and d(R̃(k)B, R̄B). Eqs.(8) and (9) are given
as follows:

dHam min g(R̃(k)A, R̄A) = 1
(n−1)(n−2)

n∑
i=1

n∑
j=1

[mij∑
s=1

∣∣∣R(k)σ(s)
ij − R̄

σ(s)
ij

∣∣∣ p
σ(s)
ij

]
dHam min g(R̃(k)B, R̄B) = 1

(n−1)(n−2)

n∑
i=1

n∑
j=1

[mij∑
s=1

∣∣∣r(k)σ(s)
ij − r̄

σ(s)
ij

∣∣∣ p
σ(s)
ij

] (8)

or 
dEuclidean(R̃(k)A, R̄A) =

[
1

(n−1)(n−2)

n∑
i=1

n∑
j=1

(mij∑
s=1

∣∣∣(R
(k)σ(s)
ij − R̄

σ(s)
ij

)
p

σ(s)
ij

∣∣∣2)] 1
2

dEuclidean(R̃(k)B, R̄B) =

[
1

(n−1)(n−2)

n∑
i=1

n∑
j=1

(mij∑
s=1

∣∣∣(r
(k)σ(s)
ij − r̄

σ(s)
ij

)
p

σ(s)
ij

∣∣∣2)] 1
2

(9)

where R
(k)σ(s)
ij , R̄

σ(s)
ij , r

(k)σ(s)
ij , r̄

σ(s)
ij are the sth smallest values in R̃(k)A, R̄A, R̃(k)B, R̄B respec-

tively. R̃(k)A and R̃(k)B are the resolution of R̃(k). R̄A and R̄B are the resolution of R̄, which is the
corresponding perfect multiplicative relation of R̃. If d(R̃(k)A, R̄A) < θ0 and d(R̃(k)B, R̄B) < θ0,
then go to Step 4; Otherwise, go to Step 3.

Step 3. Repair the inconsistent multiplicative P-IVHFPR, transforming R̃(k)A to
_

R
(k)A

and

R̃(k)B to
_

R
(k)B

by using the following equations. We give Eqs.(10) and (11).

_

R
(k)σ(s)

ij =

“
R

(k)σ(s)
ij

”1−λ“
R̄

σ(s)
ij

”λ

“
R

(k)σ(s)
ij

”1−λ“
R̄

σ(s)
ij

”λ
+

“
1−R

(k)σ(s)
ij

”1−λ“
1−R̄

σ(s)
ij

”λ

i, j = 1, 2, · · · , n (10)

_
r

(k)σ(s)
ij =

“
r
(k)σ(s)
ij

”1−λ“
r̄

σ(s)
ij

”λ

“
r
(k)σ(s)
ij

”1−λ“
r̄

σ(s)
ij

”λ
+

“
1−r

(k)σ(s)
ij

”1−λ“
1−r̄

σ(s)
ij

”λ

i, j = 1, 2, · · · , n (11)

where
_

R
(k)σ(s)

ij , R
(k)σ(s)
ij , R̄

σ(s)
ij are the sth smallest values in

_

R
(k)

ij , R
(k)
ij , R̄ij respectively, _

r
(k)σ(s)
ij

, r
(k)σ(s)
ij , r̄

σ(s)
ij are the sth smallest values in _

r
(k)
ij , r

(k)
ij , r̄ij respectively. Let R(k+1)A =

_

R
(k)A

,

R(k+1)B =
_

R
(k)B

and k = k + 1, then go to Step 2.
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Step 4. Output R̃(k).
Step 5. End.
From the calculation process, it can be seen that the iterative process is convergent; for

example when we take λ = 1. Therefore, only the steps are listed without providing any proof.

5. An Illustrative Example and Discussion

In this section, an example is used to illustrate the algorithm.

5.1. Illustrative Example
A large project of Jiudianxia reservoir operation [2, 25] is employed to demonstrate the

validity of our approach. The reservoir is designed for many purposes, such as power generation,
irrigation, total water supply for industry, agriculture, residents and environment. Because of
different requirements for the partition of the amount of water, four reservoir operation schemes
x1, x2, x3 and x4 are suggested.

x1: maximum plant output, enough supply of water used in the Tao River basin, higher and
lower supply for society and economy;

x2: maximum plant output, enough supply of water used in the Tao River basin, higher and
lower supply for society and economy, lower supply for ecosystem;

x3: maximum plant output, enough supply of water used in the Tao River basin, higher and
lower supply for society and economy, total supply for ecosystem and environment, whose 90%
is used for flushing sands at low water period;

x4: maximum plant output, enough supply of water used in the Tao River basin, higher and
lower supply for society and economy, total supply for ecosystem and environment, whose 50%
is used for flushing sands at low water period.

To select the best scheme, the government assigns a large consultancy organization to eval-
uate four competing schemes. Due to uncertainties, the DMs give their preference information
regarding alternatives in the form of interval values with probabilities. Take schemes x1 and
x2 as an example; the DMs evaluate the degrees to which x1 is preferred to x2, where 40%
give a rating of [0.2,0.3] and the remaining 60% give [0.5,0.6]. Assume that these DMs in the
consultancy firm cannot be persuaded each other to change their minds, the preference informa-
tion that x1 is preferred to x2 provided by the organization can be considered as a P-IVHFE,
i.e., {[0.2, 0.3](0.4), [0.5, 0.6](0.6)}. The preference information of the organization is listed as a
P-IVHFPR R̃.

R̃ = (h̃ij)4×4

=


{[0.5, 0.5](1)} {[0.4, 0.5](0.6), [0.7, 0.8](0.4)}

{[0.2, 0.3](0.4), [0.5, 0.6](0.6)} {[0.5, 0.5](1)}
{[0.4, 0.5](1)} {[0.3, 0.4](1)}
{[0.5, 0.6](1)} {[0.3, 0.5](0.6), [0.5, 0.6](0.4)}

{[0.5, 0.6](1)} {[0.4, 0.5](1)}
{[0.6, 0.7](1)} {[0.4, 0.5](0.4), [0.5, 0.7](0.6)}
{[0.5, 0.5](1)} {[0.1, 0.2](0.3), [0.3, 0.5](0.5), [0.6, 0.7](0.2)

{[0.3, 0.4](0.2), [0.5, 0.7](0.5), [0.8, 0.9](0.3)} {[0.5, 0.5](1)}


To get the optimal alternative, the following steps are adopted.

Step 1. First of all, let k = 1 and construct the perfect multiplicative consistent P-IVHFPR R̄.
By Definition 12, we get

R̃A

=

2664
{0.5(1)} {0.4(0.6), 0.7(0.4)}

{0.3(0.4), 0.6(0.6)} {0.5(1)}
{0.5(1)} {0.4(1)}
{0.6(1)} {0.5(0.6), 0.6(0.4)}

{0.5(1)} {0.4(1)}
{0.6(1)} {0.4(0.4), 0.5(0.6)}
{0.5(1)} {0.1(0.3), 0.3(0.5), 0.6(0.2)}

{0.4(0.2), 0.7(0.5), 0.9(0.3)} {0.5(1)}

3775
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R̃B

=

2664
{0.5(1)} {0.5(0.6), 0.8(0.4)}

{0.2(0.4), 0.5(0.6)} {0.5(1)}
{0.4(1)} {0.3(1)}
{0.5(1)} {0.3(0.6), 0.5(0.4)}

{0.6(1)} {0.5(1)}
{0.7(1)} {0.5(0.4), 0.7(0.6)}
{0.5(1)} {0.2(0.3), 0.5(0.5), 0.7(0.2)}

{0.3(0.2), 0.5(0.5), 0.8(0.3)} {0.5(1)}

3775
Therefore, according to Eq.(6), we have

R̄
σ(1)
13 = R̃

σ(1)
12 R̃

σ(1)
23

R̃
σ(1)
12 R̃

σ(1)
23 +(1−R̃

σ(1)
12 )(1−R̃

σ(1)
23 )

= 0.4×0.6
0.4×0.6+(1−0.4)×(1−0.6) = 0.5

p
σ(1)
13 = 0.6

R̄
σ(2)
13 = R̃

σ(2)
12 R̃

σ(2)
23

R̃
σ(2)
12 R̃

σ(2)
23 +(1−R̃

σ(2)
12 )(1−R̃

σ(2)
23 )

= 0.7×0.6
0.7×0.6+(1−0.7)×(1−0.6) = 0.778

p
σ(2)
13 = 0.4

where R̃23, i.e., {0.6(1)} can be regarded as {0.6(0.6), 0.6(0.4)}. So,

R̄13 = {0.5(0, 6), 0.778(0.4)}

hence,

R̄31 = {0.222(0.4), 0.5(0, 6)}

Analogously, by Eq.(6), we have

R̄
σ(s)
14 = 1

2

(
R̃

σ(s)
12 R̃

σ(s)
24

R̃
σ(s)
12 R̃

σ(s)
24 +(1−R̃

σ(s)
12 )(1−R̃

σ(s)
24 )

+ R̃
σ(s)
13 R̃

σ(s)
34

R̃
σ(s)
13 R̃

σ(s)
34 +(1−R̃

σ(s)
13 )(1−R̃

σ(s)
34 )

)
s = 1, 2, · · ·

Similar to the previous method to deal with P-IVHFE {0.6(1)}, in order to facilitate observing
the probability values, R̃34 = {0.1(0.3), 0.3(0.5), 0.6(0.2)} can be regarded as, or in other words,

R̃34 = {0.1(0.3), 0.3(0.5), 0.6(0.2)}
= {0.1(0.3), 0.3(0.1), 0.3(0.2), 0.3(0.2), 0.6(0.2)}

Similarly,

R̃12 = {0.4(0.6), 0.7(0.4)}
= {0.4(0.3), 0.4(0.1), 0.4(0.2), 0.70.2), 0.7(0.2)}

R̃24 = {0.4(0.4), 0.5(0.6)}
= {0.4(0.3), 0.4(0.1), 0.5(0.2), 0.5(0.2), 0.5(0.2)}

R̃13 = {0.5(1)}
= {0.5(0.3), 0.5(0.1), 0.5(0.2), 0.5(0.2), 0.5(0.2)}

therefore,

R̄
σ(1)
14 = 1

2

(
R̃

σ(1)
12 R̃

σ(1)
24

R̃
σ(1)
12 R̃

σ(1)
24 +(1−R̃

σ(1)
12 )(1−R̃

σ(1)
24 )

+ R̃
σ(1)
13 R̃

σ(1)
34

R̃
σ(1)
13 R̃

σ(1)
34 +(1−R̃

σ(1)
13 )(1−R̃

σ(1)
34 )

)
= 1

2

(
0.4×0.4

0.4×0.4+(1−0.4)×(1−0.4) + 0.5×0.1
0.5×0.1+(1−0.5)×(1−0.1)

)
= 0.204

p
σ(1)
14 = 0.3

Similarly, we have

R̄
σ(2)
14 = 0.304, p

σ(2)
14 = 0.1,

R̄
σ(3)
14 = 0.35, p

σ(3)
14 = 0.2,

R̄
σ(4)
14 = 0.5, p

σ(4)
14 = 0.2,

R̄
σ(5)
14 = 0.65, p

σ(5)
14 = 0.2
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thus,

R̄14 = {0.204(0.3), 0.304(0.1), 0.35(0.2), 0.5(0.2), 0.65(0.2)}
R̄41 = {0.35(0.2), 0.5(0.2), 0.65(0.2), 0.696(0.1), 0.796(0.3)}

Analogously, we get

R̄24 = {0.143(0.3), 0.391(0.5), 0.692(0.2)}
R̄42 = {0.308(0.2), 0.609(0.5), 0.857(0.3)}

hence,

R̄A =


{0.5(1)} {0.4(0.6), 0.7(0.4)}

{0.3(0.4), 0.6(0.6)} {0.5(1)}
{0.222(0.4), 0.5(0, 6)} {0.4(1)}

{0.35(0.2), 0.5(0.2), 0.65(0.2), 0.696(0.1), 0.796(0.3)} {0.308(0.2), 0.609(0.5), 0.857(0.3)}
{0.5(0, 6), 0.778(0.4)} {0.204(0.3), 0.304(0.1), 0.35(0.2), 0.5(0.2), 0.65(0.2)}
{0.4(0.4), 0.5(0.6)} {0.143(0.3), 0.391(0.5), 0.692(0.2)}

{0.5(1)} {0.1(0.3), 0.3(0.5), 0.6(0.2)
{0.4(0.2), 0.7(0.5), 0.9(0.3)} {0.5(1)}


In the similar way, according to Eq.(7), we can obtain

R̄B =


{0.5(1)} {0.5(0.6), 0.8(0.4)}

{0.2(0.4), 0.5(0.6)} {0.5(1)}
{0.097(0.4), 0.3(0.6)} {0.3(1)}

{0.159(0.2), 0.248(0.2), 0.35(0.2), 0.45(0.1), 0.614(0.3)} {0.155(0.2), 0.3(0.5), 0.632(0.3)}
{0.7(0.6), 0.903(0.4)} {0.386(0.3), 0.55(0.1), 0.65(0.2), 0.752(0.2), 0.841(0.2)}

{0.7(1)} {0.368(0.3), 0.7(0.5), 0.845(0.2)}
{0.5(1)} {0.2(0.3), 0.5(0.5), 0.7(0.2)}

{0.3(0.2), 0.5(0.5), 0.8(0.3)} {0.5(1)}


Step 2. Calculate the deviations d(R̃(k)A, R̄A) and d(R̃(k)B, R̄B).

Using Eq.(8), we get

dHam min g(R̃A, R̄A) = 1
(n−1)(n−2)

n∑
i=1

n∑
j=1

[mij∑
s=1

∣∣∣R(k)σ(s)
ij − R̄

σ(s)
ij

∣∣∣ p
σ(s)
ij

]
= 1

6

4∑
i=1

4∑
j=1

[mij∑
s=1

∣∣∣Rσ(s)
ij − R̄

σ(s)
ij

∣∣∣ p
σ(s)
ij

]
= 1

6 [(|0.5− 0.5| × 0.6 + |0.5− 0.778| × 0.4) + (|0.204− 0.4| × 0.3 + |0.304− 0.4| × 0.1
+ |0.35− 0.4| × 0.2 + |0.5− 0.4| × 0.2 + |0.65− 0.4| × 0.2) + (|0.143− 0.4| × 0.3
+ |0.391− 0.4| × 0.1 + |0.391− 0.5| × 0.4 + |0.692− 0.5| × 0.2) + (|0.5− 0.222| × 0.4
+ |0.5− 0.5| × 0.6) + (|0.35− 0.6| × 0.2 + |0.5− 0.6| × 0.1 + |0.65− 0.6| × 0.2
+ |0.696− 0.6| × 0.1 + |0.796− 0.6| × 0.3) + (|0.308− 0.5| × 0.2 + |0.609− 0.5| × 0.4
+ |0.609− 0.6| × 0.1 + |0.857− 0.6| × 0.3)]
= 0.8092

6 = 0.135 > θ0 = 0.1

Analogously, by Eq.(8), we can obtain

dHam min g(R̃B, R̄B) =
0.9152

6
= 0.153 > θ0 = 0.1

Therefore, R̃A and R̃B are both not multiplicative consistent P-IVHFPR. R̃A and R̃B need to
be repaired by Eqs.(10) and (11).
Step 3. Repair the inconsistent multiplicative P-IVHFPR.
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Hereby we try to assign a value, such as let λ = 0.7, then

_

R
(1)A

=

2664
{0.5(1)} {0.4(0.6), 0.7(0.4)}

{0.3(0.4), 0.6(0.6)} {0.5(1)}
{0.294(0.4), 0.5(0, 6)} {0.4(1)}

{0.423(0.2), 0.53(0.2), 0.635(0.2), 0.669(0.1), 0.745(0.3)} {0.362(0.2), 0.577(0.4), 0.606(0.1), 0.798(0.3)}
{0.5(0.6), 0.706(0.4)} {0.255(0.3), 0.331(0.1), 0.365(0.2), 0.47(0.2), 0.577(0.2)}
{0.4(0.4), 0.5(0.6)} {0.202(0.3), 0.394(0.1), 0.423(0.4), 0.638(0.2)}

{0.5(1)} {0.1(0.3), 0.3(0.5), 0.6(0.2)
{0.4(0.2), 0.7(0.5), 0.9(0.3)} {0.5(1)}

3775
_

R
(1)B

=

2664
{0.5(1)} {0.5(0.6), 0.8(0.4)}

{0.2(0.4), 0.5(0.6)} {0.5(1)}
{0.157(0.4), 0.329(0.6)} {0.3(1)}

{0.238(0.2), 0.315(0.2), 0.393(0.2), 0.465(0.1), 0.581(0.3)} {0.191(0.2), 0.3(0.4), 0.356(0.1), 0.594(0.3)}
{0.671(0.6), 0.843(0.4)} {0.419(0.3), 0.535(0.1), 0.607(0.2), 0.685(0.2), 0.762(0.2)}

{0.7(1)} {0.406(0.3), 0.644(0.1), 0.7(0.4), 0.809(0.2)}
{0.5(1)} {0.2(0.3), 0.5(0.5), 0.7(0.2)}

{0.3(0.2), 0.5(0.5), 0.8(0.3)} {0.5(1)}

3775
It follows that the normalized Hamming distance

dHam min g(
_

R
(1)A

, R̄A) = 0.037 < θ0 = 0.1

dHam min g(
_

R
(1)B

, R̄B) = 0.038 < θ0 = 0.1

Let R(2)A =
_

R
(1)A

, R(2)B =
_

R
(1)B

, then we have

dHam min g(R(2)A, R̄A) = 0.037 < 0.1
dHam min g(R(2)B, R̄B) = 0.038 < 0.1

the normalized Hamming distances are less than the consistency level 0.1, so R(2)A and R(2)B

are the repaired R̃A and R̃B respectively.
Step 4. Output R̃(k).

The composition of R(2)A and R(2)B, i.e.,

R̃(2) =

2664
{[0.5, 0.5](1)}

{[0.2, 0.3](0.4), [0.5, 0.6](0.6)}
{[0.157, 0.294](0.4), [0.329, 0.5](0.6)}

{[0.238, 0.423](0.2), [0.315, 0.53](0.2), [0.393, 0.635](0.2), [0.465, 0.669](0.1), [0.581, 0.745](0.3)}
{[0.4, 0.5](0.6), [0.7, 0.8](0.4)} {[0.5, 0.671](0.6), [0.706, 0.843](0.4)}

{[0.5, 0.5](1)} {[0.6, 0.7](1)}
{[0.3, 0.4](1)} {[0.5, 0.5](1)}

{[0.191, 0.362](0.2), [0.3, 0.577](0.4), [0.356, 0.606](0.1), [0.594, 0.798](0.3)} {[0.3, 0.4](0.2), [0.5, 0.7](0.5), [0.8, 0.9](0.3)}
{[0.255, 0.419](0.3), [0.33, 0.535](0.1), [0.365, 0.607](0.2), [0.47, 0.685](0.2), [0.577, 0.762](0.2)}

{[0.202, 0.406](0.3), [0.394, 0.644](0.1), [0.423, 0.7](0.4), [0.638, 0.809](0.2)}
{[0.1, 0.2](0.3), [0.3, 0.5](0.5), [0.6, 0.7](0.2)

{[0.5, 0.5](1)}

3775
is the repaired multiplicative P-IVHFPR of R̃.
Step 5. The last step is to sort the four schemes (alternatives).

Using Definition 8, let pij = p(R̃(2)
ij ≥ R̃

(2)
ji ), then we get the following complementary matrix:

P =


0.5 1 1 0.454
0 0.5 1 0.554
0 0 0.5 0

0.546 0.446 1 0.5


If critical value λ is allowed to be an appropriate value, such as a value between the largest and
the second largest value of pij , i, j = 1, 2, 3, 4 (not including 1), e.g., λ = 0.55, and

p̃ij =
{

1, if pij ≥ λ,
0, if pij < λ
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then further we get

P̃ =


0 1 1 0
0 0 1 1
0 0 0 0
0 0 1 0


According to p̃, we have

x1 � x2, x1 � x3, x2 � x3, x2 � x4, x4 � x3

namely,

x1 � x2 � x4 � x3

which indicates that the first scheme is the most desirable according to the opinion of the large
consultancy firm.

5.2. Discussion and Comparison
Having carefully analyzed the calculation process and results, the following conclusions can

be drawn:
(1) Since there are probability values in a probability-interval valued hesitant fuzzy envi-

ronment, after the multiplications, there are decimals which are not the integer multiples of
0.1 in the calculated results, such as 0.696, 0.857, 0.391 · · · . If one searches the relevant docu-
ments on interval-valued preference relations, it can be found that this inevitably happens in
the calculation process. Therefore, future research could try and explain this phenomenon.

(2) It can be seen that there are overlapping intervals in the calculated results. Such as a
P-IVHFE,

R̃
(2)
12 = {[0.238, 0.423](0.2), [0.315, 0.53](0.2), [0.393, 0.635](0.2), [0.465, 0.669](0.1), [0.581, 0.745](0.3)}

where between the intervals [0.238, 0.423] and [0.315, 0.53], there is an overlapping interval
[0.315, 0.423]. To deal with this problem, without a loss of generality, it is assumed that all
the interval values have a uniform distribution, then they can be changed into an equivalent
expression in which the intervals are not overlapping. For example, as for R̃

(2)
12 , we have

[0.238, 0.423](0.2)
={[0.238, 0.315](0.2× 0.315−0.238

0.423−0.238 ), [0.315, 0.393](0.2× 0.393−0.315
0.423−0.238 ), [0.393, 0.423](0.2× 0.423−0.393

0.423−0.238 )}
= {[0.238, 0.315](0.083), [0.315, 0.393](0.084), [0.393, 0.423](0.033)}

In a similar way, we get

[0.315, 0.53](0.2) = {[0.315, 0.393](0.073), [0.393, 0.465](0.067), [0.465, 0.53](0.060)}

[0.393, 0.635](0.2) = {[0.393, 0.465](0.059), [0.465, 0.581](0.096), [0.581, 0.635](0.045)}

[0.465, 0.669](0.1) = {[0.465, 0.581](0.057), [0.581, 0.669](0.043)}

therefore,

R̃
(2)
12 = {[0.238, 0.315](0.083), [0.315, 0.393](0.084 + 0.073), [0.393, 0.465](0.033 + 0.067 + 0.059),

[0.465, 0.581](0.060 + 0.096 + 0.057), [0.581, 0.745](0.045 + 0.043 + 0.3)}
= {[0.238, 0.315](0.083), [0.315, 0.393](0.157), [0.393, 0.465](0.159),
[0.465, 0.581](0.213), [0.581, 0.745](0.388)}

There are not any overlapping intervals in this new expression.
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It can be seen from the above example that P-IVHFPRs are useful in resolving large GDM
problems, because they express intuitively the uncertain and hesitant preference information
provided by each DM in a decision-making organization. This differs from the approach of
interval-valued fuzzy sets for GDM, where the opinions of the DMs based on a pairwise compar-
ison of alternatives, are first aggregated and, correspondingly, only the average interval-valued
preference information is obtained. However, the use of, P-IVHFPRs does not need to perform
such an aggregation and, hence, provides a more comprehensive description of the opinions of
these DMs [2]. In the above example, if the probability-interval valued preference information
is firstly aggregated at the beginning of the calculation, with regard to the probability values as
the corresponding weights, using Definition 8, e.g.,

s(h̃12) = ({[0.4, 0.5](0.6), [0.7, 0.8](0.4)})
= [0.4× 0.6 + 0.7× 0.4, 0.5× 0.6 + 0.8× 0.4] = [0.52, 0.62]

then we get

R̃ = (h̃ij)4×4

=


{[0.5, 0.5](1)} {[0.4, 0.5](0.6), [0.7, 0.8](0.4)}

{[0.2, 0.3](0.4), [0.5, 0.6](0.6)} {[0.5, 0.5](1)}
{[0.4, 0.5](1)} {[0.3, 0.4](1)}
{[0.5, 0.6](1)} {[0.3, 0.5](0.6), [0.5, 0.6](0.4)}

{[0.5, 0.6](1)} {[0.4, 0.5](1)}
{[0.6, 0.7](1)} {[0.4, 0.5](0.4), [0.5, 0.7](0.6)}
{[0.5, 0.5](1)} {[0.1, 0.2](0.3), [0.3, 0.5](0.5), [0.6, 0.7](0.2)

{[0.3, 0.4](0.2), [0.5, 0.7](0.5), [0.8, 0.9](0.3)} {[0.5, 0.5](1)}


→ [s(h̃ij)]4×4 =


[0.5, 0.5] [0.52, 0.62] [0.5, 0.6] [0.4, 0.5]

[0.38, 0.48] [0.5, 0.5] [0.6, 0.7] [0.46, 0.62]
[0.4, 0.5] [0.3, 0.4] [0.5, 0.5] [0.3, 0.45]
[0.5, 0.6] [0.38, 0.54] [0.55, 0.7] [0.5, 0.5]


Further, in the same way as before, let pij = (s(h̃ij) ≥ s(h̃ji)), then the following comple-

mentary matrix is obtained:

P ′ =


0.5 1 1 0
0 0.5 1 0.75
0 0 0.5 0
1 0.25 1 0.5


indicating that

x1 � x2, x1 � x3, x2 � x3, x2 � x4, x4 � x1, x4 � x3

which is heavily inconsistent. Let

p̃′ij =
{

1, if p′ij ≥ λ,

0, if p′ij < λ

Only when we let critical value λ > 0.75, can a consistent result be obtained. At this time,

P̃ ′ =


0 1 1 0
0 0 1 0
0 0 0 0
1 0 1 0


which indicates that

x1 � x2, x1 � x3, x2 � x3, x4 � x1, x4 � x3
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namely,

x4 � x1 � x2 � x3

From the results of the calculations, one can find a difference in the ranking results derived
in these two approaches. The reason is that for each decision-making organization composed
of multiple DMs, a group’s preference value is obtained by aggregating (namely, averaging)
individual preference values. Such an aggregation actually amounts to implementing a trans-
formation of P-IVHFEs into an interval-valued fuzzy number. As a result, it leads to the loss
of information, which affects the final ranking results. Thus, the comparison clearly shows the
benefits of the proposed GDM approach based on P-IVHFPRs [2].

Compared with that in a hesitant fuzzy environment, this method’s implementation could be
far more sophisticated in a probability-interval valued hesitant fuzzy environment, but has led to
some new problems. For example, in order to get the equivalent expression in which the intervals
are not overlapping, it is assumed that all the interval values have a uniform distribution. If
they are not have a uniform distribution, but some other type, e.g., a normal distribution, it is
not known what would happen. Therefore this should be a topic for future research.

In spite of what has been mentioned above, compared with P-HFSs, IVHFSs and a possibility-
hesitant fuzzy linguistic term set, P-IVHFSs can describe the actual preferences of decision-
makers and better reflect their uncertainty, hesitancy, and inconsistency, and thus enhance the
modeling abilities of HFSs. The proposed method using P-IVHFSs has the following advantages.

First, compared with P-HFSs, P-IVHFSs can better depict uncertainty.
Second, compared with IVHFSs, P-IVHFSs can depict hesitancy more accurately and dif-

ferentiate intervals according to their possibilities.
Third, compared with a possibility-hesitant fuzzy linguistic term set, P-IVHFSs can express

the evaluation information more flexibly. Possibility-hesitant fuzzy linguistic term sets can
therefore be regarded as a special case of P-IVHFSs.

Although the representation of P-IVHFSs looks complex, they can depict fuzzy information
clearly and retain the completeness of original data or the inherent thoughts of decision-makers,
which is a prerequisite of guaranteeing the accuracy of final outcomes. Additionally, as far
as the applicability of P-IVHFSs is concerned, decision-makers can make a trade-off between
the features of P-IVHFSs and the relative computational cost. Moreover, the complexity and
amount of computation can be clearly reduced with the assistance of programming software [17].

6. Conclusion

In this paper, P-HFSs and IVHFSs have been extended to P-IVHFSs. As an important
tool in GDM, P-IVHFSs can describe the actual preferences of decision-makers and better re-
flect their uncertainty, hesitancy, and inconsistency, and thus enhance the modeling abilities of
HFSs. Based on related research, a decomposition method has been proposed to deal with the
consistency of P-IVHFPRs. A simulated example has also been provided to illustrate the use of
the proposed approach. The main contributions of this paper are summarized as follows.

(1) The concept of P-IVHFSs has been defined and some desirable properties of P-IVHFSs
have been discussed. P-IVHFSs are a natural development to manage the possible pref-
erences in decision making following the introduction of P-HFSs and IVHFSs.

(2) P-IVHFPRs have been proposed and the consistency of P-IVHFPRs has been discussed,
using the multiplicative transitivity to verify the consistency of a P-IVHFPR. Moreover,
a decomposition method has been proposed to deal with the consistency of P-IVHFPRs.

(3) Based on the multiplicative consistency of hesitant fuzzy preference relations, an iterative
algorithm has been proposed for improving the consistency of P-IVHFPR.

In future research, the developed theoretical structure could be extended to the probability
distributions of preferences on the intervals. Another potential area of research would be to
analyze the hesitant fuzzy information in P-IVHFPRs.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

653 Jiuping Xu ET AL 636-655



References

[1] Ai, F.Y., Yang, J.Y., Zhang, P.D.: An approach to multiple attribute decision making problems
based on hesitant fuzzy set. J. Intell. Fuzzy Syst. 27(6), 2749-2755 (2014)

[2] Chen, N., Xu, Z.S., Xia, M.M.: Interval-valued hesitant preference relations and their applications
to group decision making. Knowledge-Based Syst. 37, 528-540 (2013).

[3] Chen, N., Xu, Z.S., Xia, M.M.: Correlation coefficients of hesitant fuzzy sets and their applications
to clustering analysis. Appl. Math. Model. 37, 2197-2211 (2013)

[4] Chiclana, F., Herrera-Viedma, E., Alonso, S., Herrera, F.: Cardinal consistency of reciprocal pref-
erence relations: a characterization of multiplicative transitivity. IEEE Trans. Fuzzy Syst. 17, 14-23
(2009)

[5] Chiclana, F., Mata, F., Alonso, S., Herrera-viedma, E., Mart́ınez, L.: Group decision making: From
consistency to consensus. Lect. Note. Comput. Sci. 2(2), 80-91 (2007)

[6] Farhadinia, B.: A series of score functions for hesitant fuzzy sets. Inf. Sci. 277, 102-110 (2014)
[7] Farhadinia, B.: Information measures for hesitant fuzzy sets and interval-valued hesitant fuzzy sets.

Inf. Sci. 240, 129-144 (2013)
[8] Liao, H.C., Xu, Z.S.: A VIKOR-based method for hesitant fuzzy multi-criteria decision making.

Fuzzy Optim. Decis. Mak. 12(4), 373-392 (2013)
[9] Liao, H.C., Xu, Z.S., Xia, M.M.: Multiplicative consistency on hesitant fuzzy preference relation

and its application in group decision making. Int. J. Inf. Tech. Decis. 13 (1), 47-76 (2014)
[10] Orlovsky, S.A.: Decision-making with a fuzzy preference relation. Fuzzy Sets Syst. 1, 155-167 (1978)
[11] Peng, D.H., Gao, C.Y., Gao, Z.F.: Generalized hesitant fuzzy synergetic weighted distance measures

and their application to multiple criteria decision-making. Appl. Math. Model. 37, 5837-5850 (2013)
[12] Rodŕıguez, Mart́ınez, L., Herrera, F.: Hesitant fuzzy linguistic term sets for decision making. IEEE

Trans. Fuzzy Syst. 20(1), 109-119 (2012)
[13] Saaty, T.L.: The Analytic Hierarchy Process. McGraw-Hill, New York, 1980.
[14] Tanino, T.: Fuzzy preference relation in group decision making. Springer Berlin Heidelberg. 301,

54-71 (1988)
[15] Torra, V.: Hesitant fuzzy sets. Int. J. Intell. Syst. 25(6), 529-539 (2010)
[16] Torra, V., Narukawa, Y.: On hesitant fuzzy sets and decision. In: IEEE International Conference

on Fuzzy Systems 1378-1382 (2009)
[17] Wang, J.Q., Wu, J.T., Wang, J., Zhang, H.Y., Chen, X.H.: Interval-valued hesitant fuzzy linguistic

sets and their applications in multi-criteria decision-making problems. Inf. Sci. 288, 55-72 (2014)
[18] Wei, G.W. Hesitant fuzzy prioritized operators and their application to multiple attribute decision

making. Knowledge-Based Syst. 31, 176-182 (2012)
[19] Wu, Z.B., Xu, J.P.: Possibility distribution-based approach for MAGDM with hesitant fuzzy lin-

guistic information. IEEE Trans. Cybernetics 46 (3), 694-705 (2016)
[20] Wu, Z.B., Xu, J.P.: Managing consistency and consensus in group decision making with hesitant

fuzzy linguistic preference relations. Omega 65, 28-40 (2016)
[21] Xia, M.M., Xu, Z.S.: Studies on the aggregation of intuitionistic fuzzy and hesitant fuzzy informa-

tion. Technical Report (2011)
[22] Xia, M.M., Xu, Z.S.: Hesitant fuzzy information aggregation in decision making, Int. J. Approx.

Reason. 52, 395-407 (2011)
[23] Xia, M.M., Xu, Z.S.: On distance and correlation measures of hesitant fuzzy information. Int. J.

Intell. Syst. 26(5), 410-425 (2011)
[24] Xia, M.M., Xu, Z.S., Chen, N.: Some hesitant fuzzy aggregation operators with their application in

group decision making. Group Decis. Negotiation 22(2), 259-279 (2013)
[25] Xu, K., Zhou, J.Z., Gu, R., Qin, H.: Approach for aggregating interval-valued intuitionistic fuzzy

information and its application to reservoir operation. Expert Syst. Appl. 38, 9032-9035 (2011)
[26] Xu, Y.J., Herrera, F., Wang, H.M.: A distance-based framework to deal with ordinal and additive

inconsistencies for fuzzy reciprocal preference relations. Inf. Sci. 328, 189-205 (2016)
[27] Xu, Z.S.: Hesitant Fuzzy Sets Theory, Studies in Fuzziness and Soft Computing. Springer Interna-

tional Publishing Switzerland. 314, (2014)
[28] Xu, Z.S.: On compatibility of interval fuzzy preference matrices. Fuzzy Optim. Decis. Mak. 3,

217-225 (2004)
[29] Xu,Z.S., Da, Q.L.: The uncertain OWA operator. Int. J. Intell. Syst. 17, 569-575 (2002)
[30] Xu, Z.S., Xia, M.M.: Hesitant fuzzy entropy and cross-entropy and their use in multiattribute

decision making. Int. J. Intell. Syst. 27, 799-822 (2012)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

654 Jiuping Xu ET AL 636-655



[31] Xu, Z.S., Xia, M.M.: Distance and similarity measures for hesitant fuzzy sets. Inf. Sci. 181, 2128-2138
(2011)

[32] Yu, D.J.: Some hesitant fuzzy information aggregation operators based on Einstein operational laws.
IEEE Trans. Fuzzy Syst. 29, 320-340 (2014)

[33] Zadeh, L.A.: The concept of a linguistic variable and its application to approximate reasoning-I.
Inf. Sci. 8, 199-249 (1975)

[34] Zadeh, L.A.: Fuzzy sets. Inf. Control 8(3), 338-353 (1965)
[35] Zhang, Y.X., Xu, Z.S., Wang, H., Liao, H.C.: Consistency-based risk assessment with probabilistic

linguistic preference relation. Appl. Soft Comput. 49 (2016) 817-833.
[36] Zhang, Z.M.: Hesitant fuzzy power aggregation operators and their application to multiple attribute

group decision making. Inf. Sci. 234, 150-181 (2013)
[37] Zhu, B., Xu, Z.S.: Probability-hesitant fuzzy sets and the presentation of preference relations.

Technological and Economic Development of Economy. In press.
[38] Zhu, B., Xu, Z.S.: Consistency measures for hesitant fuzzy linguistic preference relations. IEEE

Trans. Fuzzy Syst. 24(1), 72-85 (2014)
[39] Zhu, B., Xu, Z.S., Xu, J.P.: Deriving a ranking from hesitant fuzzy preference relations under group

decision making. IEEE Trans. Cybernetics 44(8), 1328-1337 (2014)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

655 Jiuping Xu ET AL 636-655



Dynamics and Solutions of Some Recursive Sequences of
Higher Order

Asim Asiri1 and E. M. Elsayed1,2

1King Abdulaziz University, Faculty of Science,
Mathematics Department, P. O. Box 80203,

Jeddah 21589, Saudi Arabia.
2Department of Mathematics, Faculty of Science,
Mansoura University, Mansoura 35516, Egypt.

E-mail: amkasiri@kau.edu.sa, emmelsayed@yahoo.com.

ABSTRACT
In this article we study the existence of solutions and some of their qualitative behavior of the following rational
nonlinear difference equation

xn+1 =
axn−(2k+1)

b+ cxn−kxn−(2k+1)
, n = 0, 1, ...,

where a, b and c are real numbers, k is a non-negative integer number and the initial conditions x−2k−1,
x−2k , ..., x−1, x0 are arbitrary non-negative real numbers. Also, the solutions of some special cases of the
equation under consideration will be obtained.

Keywords: recursive sequence, periodicity, solutions of difference equations.

Mathematics Subject Classification: 39A10

––––––––––––––––––––––

1. INTRODUCTION
During the last decade, the research on difference equations has been increasing. The fact that difference equa-
tions demonstrate themselves as mathematical models representing some real life phenomena is a significant
reason of this concern. For example, the are used in probability theory,economics, genetics in biology, geome-
try, electrical network, quanta in radiation, psychology, sociology, etc. Actually, no doubt that the difference
equations play and will play a remarkable role in applicable analysis and in mathematics generally.

Recently, many authors’ attention was on studying the global attractivity, boundedness character, periodicity
and the solution form of nonlinear difference equations. Now, we write some results in this area: Cinar [3—4]
obtained the solutions of the following difference equations

xn+1 =
xn−1

1 + xnxn−1
, xn+1 =

xn−1
−1 + xnxn−1

.

Cinar et al. [5] discussed the solutions and attractivity of the difference equation

xn+1 =
xn−3

−1+xnxn−1xn−2xn−3 .

Elabbasy et al. [8—9] looked at the global stability, periodicity character and derive the solution of some special
cases of the following difference equations

xn+1 = axn −
bxn

cxn − dxn−1
, xn+1 =

αxn−k

β + γ
Qk

i=0 xn−i
.

Elsayed [13] examined the behavior and found the form of solution of the nonlinear difference equation

xn+1 = axn−1 +
bxnxn−1

cxn + dxn−2
.
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In [2], Belhannache et al. investigated the global behavior of the solutions of the difference equation

xn+1 =
A+Bxn−2k−1

C +D
Qk

i=1 x
mi
n−2i

.

Karatas et al. [29] achieved the solution of the following difference equation

xn+1 =
axn−(2k+2)

−a+
Q2k+2

i=0 xn−i
.

In [35] Simsek and Abdullayev found the solution of the recursive sequence

xn+1 =
xn−(4k+3)

1+
T2
t=0 xn−(k+1)t−k

.

Other related results on rational difference equations can be found in the references. [1-52].

Our aim in this paper is to investigate the dynamics of the solution of the following nonlinear difference
equation of higher order

xn+1 =
axn−(2k+1)

b+ cxn−kxn−(2k+1)
, n = 0, 1, ..., (1)

where a, b and c are real numbers, k a is non negative integer number and the initial conditions x−2k−1,
x−2k , ..., x−1, x0 are arbitrary non-negative real numbers. Also, we obtain the solutions of some special
cases of Eq.(1).

Suppose that I is an interval of real numbers and let f : Ik+1 → I, be a continuously differentiable function.
Then for every set of initial conditions x−k, x−k+1, ..., x0 ∈ I, the difference equation

xn+1 = f(xn, xn−1, ..., xn−k), n = 0, 1, ..., (2)

has a unique solution {xn}∞n=−k.
Definition 1. (Equilibrium Point)

A point x ∈ I is called an equilibrium point of Eq.(2) if x = f(x, x, ..., x). That is, xn = x for n ≥ 0, is a solution
of Eq.(2), or equivalently, x is a fixed point of f .

Definition 2. (Periodicity)

A sequence {xn}∞n=−k is said to be periodic with period p if xn+p = xn for all n ≥ −k.
Definition 3. (Stability)

(i) The equilibrium point x of Eq.(2) is locally stable if for every � > 0, there exists δ > 0 such that for all
x−k, x−k+1, ..., x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ ...+ |x0 − x| < δ,

we have
|xn − x| < � for all n ≥ −k.

(ii) The equilibrium point x of Eq.(2) is locally asymptotically stable if x is locally stable solution of Eq.(2)
and there exists γ > 0, such that for all x−k, x−k+1, ..., x−1, x0 ∈ I with

|x−k − x|+ |x−k+1 − x|+ ...+ |x0 − x| < γ,

we have limn→∞ xn = x.

(iii) The equilibrium point x of Eq.(2) is a global attractor if for all x−k, x−k+1, ..., x−1, x0 ∈ I, we have
limn→∞ xn = x.

(iv) The equilibrium point x of Eq.(2) is globally asymptotically stable if x is locally stable, and x is also a
global attractor of Eq.(2).
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(v) The equilibrium point x of Eq.(2) is unstable if x is not locally stable.

The linearized equation of Eq.(2) about the equilibrium x is the linear difference equation

yn+1 =
kX
i=0

∂f(x, x, ..., x)

∂xn−i
yn−i. (3)

Theorem A [32]: Assume that pi ∈ R, i = 1, 2, ..., k and k ∈ {0, 1, 2, ...}. Then

kX
i=1

|pi| < 1,

is a sufficient condition for the asymptotic stability of the difference equation

xn+k + p1xn+k−1 + ...+ pkxn = 0, n = 0, 1, ... .

2. DYNAMICS OF SOLUTIONS OF EQ.(1)

In this section we look at some qualitative behavior of Eq.(1) such as local stability, periodicity and boundedness
character of solutions of Eq.(1) when the constants a, b and c are positive real numbers.

2.1. Local Stability of the Equilibrium Points
We now investigate the local stability character of the solutions of Eq.(1).

The equilibrium points of Eq.(1) are given by the relation x = ax
b+cx2

, which gives

x = 0 or x =

r
a− b

c
.

Note that if a > b, then Eq.(1) has a unique positive equilibrium point.

Let f : (0,∞)2 −→ (0,∞) be a function defined by

f(u, v) =
au

b+ cuv
. (4)

Therefore it follows that
∂f(u, v)

∂u
=

ab

(b+ cuv)2
,

∂f(u, v)

∂v
=
−acu2

(b+ cuv)2
.

Theorem 2.1. The following statements are true:

(1) If a ≤ b, then x = 0 is the only equilibrium point of Eq.(1) and it is locally stable.

(2) If a > b, then the equilibrium points x = 0 and x =

r
a− b

c
of Eq.(1) are unstable.

Proof. (1) If a ≤ b, then we see from Eq.(4) that

∂f(0, 0)

∂u
=

a

b
,

∂f(0, 0)

∂v
= 0.

Then the linearized equation associated with Eq.(1) about x = 0 is

yn+1 −
a

b
yn−2k−1 = 0, (5)

and whose characteristic equation is
λ2k+2 − a

b
= 0. (6)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

658 Asim Asiri ET AL 656-670



It follows by Theorem A that, Eq.(5) is asymptotically stable. Then the equilibrium point x = 0 of Eq.(1) is
locally stable.

(2) Assume that a > b. (i) At x = 0 it follows again from Eq.(6) and Theorem A that x = 0 is unstable.

(ii) At x =

r
a− b

c
we see from Eq.(4) that

∂f(x, x)

∂u
=

b

a
,

∂f(x, x)

∂v
=
−(a− b)

a
.

Then the linearized equation of Eq.(1) about x =

r
a− b

c
is

yn+1 +
a− b

a
yn−k −

b

a
yn−2k−1 = 0, (7)

and whose characteristic equation is

λ2k+2 +
a− b

a
λk+1 − b

a
= 0. (8)

Therefore λk+1 = −1 or λk+1 = b

a
. Then it follows by Theorem A that the equilibrium point x =

r
a− b

c
of

Eq.(1) is unstable. The proof is complete.

2.2. Existence of Period (2k+2) Solutions
In this section we look at the existence of period (2k + 2) solutions of Eq.(1).

Remark: The initial values {x−2k−1, x−2k, x−2k+1, ..., x−1, x0} of Eq.(1) have not to be equal zero at the same
time, otherwise Eq.(1) will have only the zero solution.

In the sequel we assume that any element of the set {x−2k−1, x−2k, x−2k+1, ..., x−1, x0} doesn’t equal zero.
Theorem 2.2. Eq.(1) has positive prime period (2k + 2) solutions if and only if

(b+ cAi − a) = 0, (9)

where Ai = x−k+ix−2k−1+i (for i = 0, 1, 2, ..., k) and Ak+1+i = Ai.

Proof. Firstly, we suppose that there exists a prime period (2k + 2) solution of Eq.(1) of the form

..., x−2k−1, x−2k, x−2k+1, ..., x−1, x0, x−2k−1, x−2k, x−2k+1, ..., x−1, x0, ... .

That is xN+1 = xN−2k−1 for N ≥ 0. We now will show that (9) holds. We see from Eq.(1) that

x−2k−1 = x1 =
ax−2k−1
b+ cA0

, x−2k = x2 =
ax−2k
b+ cA1

, x−2k+1 = x3 =
ax−2k+1
b+ cA2

, ...,

x−k−2 = xk =
ax−k−2

b+ cAk−1
, x−k−1 = xk+1 =

ax−k−1
b+ cAk

,

x−k = xk+2 =
ax−k

b+ cAk+1
=

ax−k
b+ cA0

, ..., x−2 = x2k =
ax−2

b+ cA2k−1
=

ax−2
b+ cAk−2

,

x−1 = x2k+1 =
ax−1

b+ cA2k
=

ax−1
b+ cAk−1

, x0 = x2k+2 =
ax0

b+ cA2k+1
=

ax0
b+ cAk

.

Then it is easy to see that

x−2k−1(b+ cA0) = ax−2k−1 ⇒ x−2k−1(b+ cA0 − a) = 0,

x−2k(b+ cA1) = ax−2k ⇒ x−2k(b+ cA1 − a) = 0,

x−2k+1(b+ cA2) = ax−2k+1 ⇒ x−2k+1(b+ cA2 − a) = 0, ...,

x−1(b+ cAk−1) = ax−1 ⇒ x−1(b+ cAk−1 − a) = 0,

x0(b+ cAk) = ax0 ⇒ x0(b+ cAk − a) = 0.
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Since xj 6= 0 for all −(2k + 1) ≤ j ≤ 0, then Condition (9) is satisfied.
Secondly, we suppose that (9) is true. We will prove that Eq.(1) has a prime period (2k+ 2) solution. It follows
from Eq.(1) and Eq.(9) that

x1 =
ax−2k−1
b+ cA0

= x−2k−1, x2 =
ax−2k
b+ cA1

= x−2k, x3 =
ax−2k+1
b+ cA2

= x−2k+1, ...,

xk =
ax−k−2

b+ cAk−1
= x−k−2, xk+1 =

ax−k−1
b+ cAk

= x−k−1, xk+2 =
ax−k

b+ cAk+1
= x−k, ...,

x2k =
ax−2

b+ cA2k−1
= x−2, x2k+1 =

ax−1
b+ cA2k

= x−1, x2k+2 =
ax0

b+ cA2k+1
= x0,

which completes the proof.

2.3. Boundedness and Global Stability of Solutions
Here we examine the boundedness nature of the solutions of Eq.(1). In addition, we deal with the global stability
of the equilibrium point x = 0.

Theorem 2.3. Every solution of Eq.(1) is bounded.

Proof. Let {xn}∞n=−2k−1 be a solution of Eq.(1), we have to look at the following two cases
(1) If a ≤ b. It follows from Eq.(1) that

xn+1 =
axn−(2k+1)

b+ cxn−kxn−(2k+1)
≤

axn−(2k+1)
b

≤ xn−(2k+1).

Then the subsequences {x(2k+2)n−2k−1}∞n=0, {x(2k+2)n−2k}∞n=0, ..., {x(2k+2)n−1}∞n=0, {x(2k+2)n}∞n=0 are decreas-

ing and so are bounded from above by M = max

½
x−2k−1, x−2k, x−2k+1, ..., x−1, x0,

r
a

c

¾
.

(2) If a > b. For the sake of contradiction, we suppose that there exists a subsequence {x(2k+2)n−2k−1}∞n=0
and it is not bounded from above. Then we obtain from Eq.(1), for sufficiently large n, that

∞ = lim
n→∞

x(2k+2)n+1 = lim
n→∞

ax(2k+2)n−(2k+1)
b+ cx(2k+2)n−kx(2k+2)n−(2k+1)

< lim
n→∞

ax(2k+2)n−(2k+1)
cx(2k+2)n−kx(2k+2)n−(2k+1)

= lim
n→∞

a

cx(2k+2)n−k
. (10)

It follows that the limit of the right hand side of (10) is bounded which is a contradiction, and so the proof of
the theorem is complete.

Theorem 2.4. If a ≤ b, then every solution of Eq.(1) converges to the equilibrium point x = 0.

Proof. It was shown in Theorem 2.1 that x = 0 is local stable and then it suffices to show that x = 0 is global
attractor of the solutions of Eq.(1).
We claim that each one of the subsequences {x(2k+2)n−2k−1}∞n=0, {x(2k+2)n−2k}∞n=0, ..., {x(2k+2)n−1}∞n=0, {x(2k+2)n}∞n=0
has limit equal to zero. For the sake of contradiction, suppose that there exists a subsequence {x(2k+2)n−2k−1}∞n=0
with limit doesn’t zero. Now we see from Eq.(1) that

bx(2k+2)n+1 + cx(2k+2)n−kx(2k+2)n−(2k+1) = ax(2k+2)n−(2k+1),

or

x(2k+2)n−(2k+1) =
bx(2k+2)n+1

a− cx(2k+2)n+1x(2k+2)n−k
.

Now it follows from the boundedness of the solution that

lim
n→∞

x(2k+2)n−(2k+1) = lim
n→∞

bx(2k+2)n+1
a− cx(2k+2)n+1x(2k+2)n−k

<
bM

a− cM2
< 0,

where M ≥
r

a

c
which is a contradiction and this completes the proof of the theorem.
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Numerical Examples

For confirming the results of this section, we present some numerical examples which show the behavior of
solutions of Eq.(1). See Figures 1, 2 and 3 below.
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plot of x(n+1)= (ax(n−(2k+1))/(b+cx(n−k)*x(n−(2k+1)))

Figure 1: a = 3, b = 2, c = 5, k = 2, x−5 = 0.4, x−4 = 0.2, x−3 = 13, x−2 = 9, x−1 = 7, x0 = 5.
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plot of x(n+1)= (ax(n−(2k+1))/(b+cx(n−k)*x(n−(2k+1)))

Figure 2: a = 10, b = 6, c = 2, k = 3, x−7 = 4, x−6 = 7, x−5 = 2/9, x−4 = −6, x−3 = 0.5, x−2 = 2/7,
x−1 = 9, x0 = −2/6.
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Figure 3: a = 3, b = 7, c = 9, k = 2, x−5 = 4, x−4 = 1.7, x−3 = 3, x−2 = 1.9, x−1 = 9, x0 = 3.

3. THE SOLUTIONS FORM OF SOME SPECIAL CASES OF EQ.(1)
Our goal in this section is to find a specific form of the solutions of some special cases of Eq.(1) and give numerical
examples in each case when the constants a, b and c are integer numbers.

3.1. On the Difference Equation xn+1 =
xn−(2k+1)

−1 + xn−kxn−(2k+1)
In this section we obtain the solution of the following equation

xn+1 =
xn−(2k+1)

−1 + xn−kxn−(2k+1)
, n = 0, 1, ..., (11)

where the initial values are arbitrary non zero real numbers with x−k+ix−2k−1+i 6= 1 (for i = 0, 1, 2, ..., k).
Theorem 3.1. Let {xn}∞n=−2k−1 be a solution of Eq.(11). Then for n = 1, 2, ...

x(2k+2)n−2k−1 =
x−2k−1

(−1 + x−kx−2k−1)
n , x(2k+2)n−2k =

x−2k
(−1 + x−k+1x−2k)

n ,

x(2k+2)n−2k+1 =
x−2k+1

(−1 + x−k+2x−2k+1)
n , ...,

x(2k+2)n−k−1 =
x−k−1

(−1 + x0x−k−1)
n , x(2k+2)n−k = x−k (−1 + x−kx−2k−1)

n ,

x(2k+2)n−k+1 = x−k+1 (−1 + x−k+1x−2k)
n
, ...,

x(2k+2)n−1 = x−1 (−1 + x−1x−k−2)
n , x(2k+2)n = x0 (−1 + x0x−k−1)

n .

Proof: For n = 1 the result holds. Now suppose that n > 1 and that our assumption holds for n− 1. That is;

x(2k+2)n−4k−3 =
x−2k−1

(−1 + x−kx−2k−1)
n−1 , x(2k+2)n−4k−2 =

x−2k

(−1 + x−k+1x−2k)
n−1 ,

x(2k+2)n−4k−1 =
x−2k+1

(−1 + x−k+2x−2k+1)
n−1 , ...,

x(2k+2)n−3k−3 =
x−k−1

(−1 + x0x−k−1)
n−1 , x(2k+2)n−3k−2 = x−k (−1 + x−kx−2k−1)

n−1
,

x(2k+2)n−3k−1 = x−k+1 (−1 + x−k+1x−2k)
n−1 , ...,
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x(2k+2)n−2k−3 = x−1 (−1 + x−1x−k−2)
n−1 , x(2k+2)n−2k−2 = x0 (−1 + x0x−k−1)

n−1 .

Now, it follows from Eq.(11) that

x(2k+2)n−2k−1 =
x(2k+2)n−(4k+3)

−1 + x(2k+2)n−3k−2x(2k+2)n−(4k+3)

=

x−2k−1

(−1 + x−kx−2k−1)
n−1

−1+x−k(−1+x−kx−2k−1)n−1
x−2k−1

(−1 + x−kx−2k−1)
n − 1

=

x−2k−1

(−1 + x−kx−2k−1)
n−1

−1 + x−kx−2k−1
.

Hence, we have
x(2k+2)n−2k−1 =

x−2k−1
(−1 + x−kx−2k−1)

n .

Also, we see from Eq.(11) that

x(2k+2)n−k−1 =
x(2k+2)n−(3k+3)

−1 + x(2k+2)n−2k−2x(2k+2)n−(3k+3)

=

x−k−1

(−1 + x0x−k−1)
n−1

−1+x0(−1+x0x−k−1)n−1
x−k−1

(−1 + x0x−k−1)
n−1

=

x−k−1

(−1 + x0x−k−1)
n−1

1 + x0x−k−1
.

Thus
x(2k+2)n−k−1 =

x−k−1
(−1 + x0x−k−1)

n .

Similarly

x(2k+2)n−1 =
x(2k+2)n−(2k+3)

−1 + x(2k+2)n−k−2x(2k+2)n−(2k+3)
= x−1(−1+x−1x−k−2)n−1

−1+
x−k−2

(−1 + x−1x−k−2)
n x−1(−1+x−1x−k−2)n−1

= x−1(−1+x−1x−k−2)n−1

−1+
x−1x−k−2

(−1 + x−1x−k−2)

³
−1+x−1x−k−2
−1+x−1x−k−2

´
= x−1 (−1 + x−1x−k−2)

n−1 (−1 + x−1x−k−2) .

Then, we get
x(2k+2)n−1 = x−1 (−1 + x−1x−k−2)

n
.

Similarly, one can obtain the other relations. Thus, the proof is completed.

Note that the equilibrium points of Eq.(11) are given by the equation x =
x

−1 + x2
. Then we have x(x2−2) =

0. Thus Eq.(11) has the equilibrium points 0,
√
2,−
√
2.

Theorem 3.2. The following statements are true:

(a) If x−k+ix−2k−1+i 6= 2 (for i = 0, 1, 2, ..., k), then all the solutions of Eq.(11) are unbounded.
(b) Eq.(11) has a periodic solutions of period (2k + 2) iff x−k+ix−2k−1+i = 2 (for i = 0, 1, 2, ..., k) and will

be take the form {x−2k−1, x−2k, ..., x−1, x0, x−2k−1, x−2k, ..., x−1, x0, ...}.
Proof: (a) The proof in this case follows directly from the form of the solution as given in Theorem 3.1.

(b) First suppose that there exists a prime period (2k + 2) solution of Eq.(11) of the form

x−2k−1, x−2k, ..., x−1, x0, x−2k−1, x−2k, ..., x−1, x0, ... .
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Then we see from the form of solution of Eq.(11) that

x−2k−1 =
x−2k−1

(−1 + x−kx−2k−1)
n , x−2k =

x−2k
(−1 + x−k+1x−2k)

n ,

x−2k+1 =
x−2k+1

(−1 + x−k+2x−2k+1)
n , ...,

x−k−1 =
x−k−1

(−1 + x0x−k−1)
n , x−k = x−k (−1 + x−kx−2k−1)

n ,

x−k+1 = x−k+1 (−1 + x−k+1x−2k)
n
, ...,

x−1 = x−1 (−1 + x−1x−k−2)
n
, x0 = x0 (−1 + x0x−k−1)

n
,

Then

x−kx−2k−1 = x−k+1x−2k = x−k+2x−2k+1 = ... = −1 + x−kx−2k−1 =

x−kx−2k−1 = x−k+1x−2k = ... = x0x−k−1 = 2,

or x−k+ix−2k−1+i = 2. (for i = 0, 1, 2, ..., k).

Second suppose that

x−kx−2k−1 = x−k+1x−2k = x−k+2x−2k+1 = ... = −1 + x−kx−2k−1 =

x−kx−2k−1 = x−k+1x−2k = ... = x0x−k−1 = 2.

Then we see from Eq.(11) that

x(2k+2)n−2k−1 = x−2k−1, x(2k+2)n−2k = x−2k, x(2k+2)n−2k+1 = x−2k+1, ...,

x(2k+2)n−k−1 = x−k−1, x(2k+2)n−k = x−k, x(2k+2)n−k+1 = x−k+1, ...,

x(2k+2)n−1 = x−1, x(2k+2)n = x0.

Thus we have a period (2k + 2) solution and the proof is complete.

In the following we give some numerical examples to confirm the obtained results for Eq.(11). See Figures 4
and 5 below.

0 5 10 15 20 25 30 35 40
−3500
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−2500

−2000

−1500

−1000

−500

0

500

1000

n

x(
n)

plot of x(n+1)= (x(n−(2k+1))/(−1+x(n−k)*x(n−(2k+1)))

Figure 4: k = 2, x−5 = 2.4, x−4 = −6.2, x−3 = 4, x−2 = 0.9, x−1 = 0.7, x0 = 0.5.
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x(
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plot of x(n+1)= (x(n−(2k+1))/(−1+x(n−k)*x(n−(2k+1)))

Figure 5: k = 3, x−7 = 6, x−6 = −7, x−5 = 4, x−4 = 1/4, x−3 = 2/6, x−2 = −2/7, x−1 = 2/4,
x0 = 8.

3.2. On the Difference Equation xn+1 =
xn−(2k+1)

1− xn−kxn−(2k+1)

In this section we get the solution form of the difference equation

xn+1 =
xn−(2k+1)

1− xn−kxn−(2k+1)
, n = 0, 1, ..., (12)

where the initial values are arbitrary non zero real numbers.

Theorem 3.3. Let {xn}∞n=−2k−1 be a solution of Eq.(12). Then for n = 1, 2, ...

x(2k+2)n−2k−1 = x−2k−1

n−1Y
i=0

µ
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

¶
, x(2k+2)n−2k = x−2k

n−1Y
i=0

µ
1− 2ix−k+1x−2k

1− (2i+ 1)x−k+1x−2k

¶
, ...,

x(2k+2)n−k−1 = x−k−1

n−1Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

¶
, x(2k+2)n−k = x−k

n−1Y
i=0

µ
1− (2i+ 1)x−kx−2k−1
1− (2i+ 2)x−kx−2k−1

¶
, ...,

x(2k+2)n−1 = x−1

n−1Y
i=0

µ
1− (2i+ 1)x−1x−k−2
1− (2i+ 2)x−1x−k−2

¶
, x(2k+2)n = x0

n−1Y
i=0

µ
1− (2i+ 1)x0x−k−1
1− (2i+ 2)x0x−k−1

¶
.

Proof: For n = 1 the result holds. Now suppose that n > 1 and that our assumption holds for n− 1. That is;

x(2k+2)n−4k−3 = x−2k−1

n−2Y
i=0

µ
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

¶
, x(2k+2)n−4k−2 = x−2k

n−2Y
i=0

µ
1− 2ix−k+1x−2k

1− (2i+ 1)x−k+1x−2k

¶
, ...,

x(2k+2)n−3k−3 = x−k−1

n−2Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

¶
, x(2k+2)n−3k−2 = x−k

n−2Y
i=0

µ
1− (2i+ 1)x−kx−2k−1
1− (2i+ 2)x−kx−2k−1

¶
,

x(2k+2)n−3k−1 = x−k+1

n−2Y
i=0

µ
1− (2i+ 1)x−k+1x−2k
1− (2i+ 2)x−k+1x−2k

¶
, ..., x(2k+2)n−2k−3 = x−1

n−2Y
i=0

µ
1− (2i+ 1)x−1x−k−2
1− (2i+ 2)x−1x−k−2

¶
,

x(2k+2)n−2k−2 = x0

n−2Y
i=0

µ
1− (2i+ 1)x0x−k−1
1− (2i+ 2)x0x−k−1

¶
.
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Now, it follows from Eq.(12) that

x(2k+2)n−2k−1 =
x(2k+2)n−(4k+3)

1− x(2k+2)n−3k−2x(2k+2)n−(4k+3)

=

x−2k−1

n−2Y
i=0

#
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

$

1−x−k

n−2Y
i=0

⎛⎝ 1− (2i+ 1)x−kx−2k−1
1− (2i+ 2)x−kx−2k−1

⎞⎠x−2k−1
n−2Y
i=0

#
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

$

=

x−2k−1

n−2Y
i=0

#
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

$

1−
#

x−kx−2k−1
1− (2n− 2)x−kx−2k−1

$ µ
1− (2n− 2)x−kx−2k−1
1− (2n− 2)x−kx−2k−1

¶

= x−2k−1

n−2Y
i=0

µ
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

¶µ
1− (2n− 2)x−kx−2k−1
1− (2n− 1)x−kx−2k−1

¶
.

Hence, we have

x(2k+2)n−2k−1 = x−2k−1

n−1Y
i=0

µ
1− 2ix−kx−2k−1

1− (2i+ 1)x−kx−2k−1

¶
.

Similarly

x(2k+2)n−k−1 =
x(2k+2)n−(3k+3)

1− x(2k+2)n−2k−2x(2k+2)n−(3k+3)

=

x−k−1

n−2Y
i=0

#
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

$

1−x0

n−2Y
i=0

⎛⎝ 1− (2i+ 1)x0x−k−1
1− (2i+ 2)x0x−k−1

⎞⎠x−k−1
n−2Y
i=0

#
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

$

=

x−k−1

n−2Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

¶

1− x0x−k−1

n−2Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 2)x0x−k−1

¶ .

= x−k−1

n−2Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

¶µ
1− (2n− 2)x0x−k−1
1− (2n− 1)x0x−k−1

¶
.

Hence, we have

x(2k+2)n−k−1 = x−k−1

n−1Y
i=0

µ
1− 2ix0x−k−1

1− (2i+ 1)x0x−k−1

¶
.

Similarly, we can easily get the other relations. Thus, the proof is completed.

Theorem 3.4. Eq.(12) has the unique equilibrium point x = 0.

Proof: For the equilibrium points of Eq.(12), we can write x =
x

1− x2
. Then we have x3 = 0. Thus the

equilibrium point of Eq.(12) is x = 0.

The following figures show the behavior of the solutions of Eq.(12) with a fixed order and some numerical
values of the initial values.
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plot of x(n+1)= (x(n−(2k+1))/(1−x(n−k)*x(n−(2k+1)))

Figure 6: k = 4, x−9 = 8, x−8 = 11, x−7 = 6, x−6 = 7, x−5 = 4, x−4 = 0.2, x−3 = 1.1, x−2 = 0.6,
x−1 = 2, x0 = 4.
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Figure 7: k = 3, x−7 = 0.8, x−6 = 0.7, x−5 = 0.4, x−4 = 2, x−3 = 13, x−2 = 6, x−1 = 0.2,
x0 = 4.

Notice: The proofs of the theorems in the following section are similar to that are presented in the previous
sections and so they will be omitted.

3.3. On the Difference Equation xn+1 =
xn−(2k+1)

−1− xn−kxn−(2k+1)

Here we obtain the form of the solutions of the following equation

xn+1 =
xn−(2k+1)

−1− xn−kxn−(2k+1)
, n = 0, 1, ..., (13)

where the initial values are arbitrary non zero real numbers with x−k+ix−2k−1+i 6= −1 (for i = 0, 1, 2, ..., k).
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Theorem 3.5. Let {xn}∞n=−2k−1 be a solution of Eq.(13). Then for n = 1, 2, ...

x(2k+2)n−2k−1 =
(−1)n x−2k−1

(1 + x−kx−2k−1)
n , x(2k+2)n−2k =

(−1)n x−2k
(1 + x−k+1x−2k)

n ,

x(2k+2)n−2k+1 =
(−1)n x−2k+1

(1 + x−k+2x−2k+1)
n , ...,

x(2k+2)n−k−1 =
(−1)n x−k−1
(1 + x0x−k−1)

n , x(2k+2)n−k = (−1)n x−k (1 + x−kx−2k−1)
n
,

x(2k+2)n−k+1 = (−1)n x−k+1 (1 + x−k+1x−2k)
n
, ...,

x(2k+2)n−1 = (−1)n x−1 (1 + x−1x−k−2)
n
, x(2k+2)n = (−1)n x0 (1 + x0x−k−1)

n
.

Theorem 3.6. Eq.(13) has a unique equilibrium point which is zero.

Theorem 3.7. Let {xn}∞n=−2k−1 be a solution of Eq.(13). Then the following statements are true:
(1) If x−k+ix−2k−1+i 6= −2 (for i = 0, 1, 2, ..., k), Then {xn}∞n=−2k−1 is unbounded.
(2) Eq.(13) has a periodic solutions of period (2k+2) iff x−k+ix−2k−1+i = −2 (for i = 0, 1, 2, ..., k) and will

be take the form {x−2k−1, x−2k, ..., x−1, x0, x−2k−1, x−2k, ..., x−1, x0, ...}.

Acknowledgements

This Project was funded by the Deanship of Scientific Research (DSR) at King Abdulaziz University, Jeddah,
Saudi Arabia under grant no. G—214—130—38. The authors, therefore, acknowledge with thanks DSR for technical
and financial support. Last, but not least, sincere appreciations are dedicated to all our colleagues in the Faculty
of Science for their nice wishes.

REFERENCES
1. M. Akbar, N. Ali, The improved F-expansion method with Riccati equation and its applications in mathe-
matical physics, Cogent Mathematics, 4 (1) (2017), No. 1282577, 1-19.

2. F. Belhannache, N. Touafek and R. Abo-zeid, On a higher order rational difference equation, J. Appl. Math.
& Informatics, 34 (5-6) (2016), 369-382.

3. C. Cinar, On the positive solutions of the difference equation xn+1 =
xn−1

1+xnxn−1
, Appl. Math. Comp., 150

(2004), 21-24.
4. C. Cinar, On the difference equation xn+1 =

xn−1
−1+xnxn−1 , Appl. Math. Comp., 158 (2004), 813-816.

5. C. Cinar, R. Karatas and I. Yalcinkaya, On solutions of the difference equation xn+1 =
xn−3

−1+xnxn−1xn−2xn−3 ,
Mathematica Bohemica, 132 (3) (2007), 257-261.

6. Q. Din, Qualitative nature of a discrete predator-prey system, Contemporary Methods in Mathematical
Physics and Gravitation, 1 (1) (2015), 27-42.

7. N. Dobashi, E. Suzuki, S. Watanabe, Some polynomials defined by generating functions and differential
equations, Cogent Mathematics, 4 (1) (2017), No. 1278830, 1-14.

8. E. M. Elabbasy, H. El-Metwally and E. M. Elsayed, On the difference equation xn+1 = axn − bxn
cxn−dxn−1 ,

Adv. Differ. Equ., Volume 2006 (2006), Article ID 82579,1—10.
9. E. M. Elabbasy, H. El-Metwally and E. M. Elsayed, On the difference equations xn+1 =

αxn−k
β+γ

Tk
i=0 xn−i

, J.

Conc. Appl. Math., 5(2) (2007), 101-113.
10. M. M. El-Dessoky, and E. M. Elsayed, On the solutions and periodic nature of some systems of rational

difference equations, Journal of Computational Analysis and Applications, 18 (2) (2015), 206-218.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

668 Asim Asiri ET AL 656-670



11. H. El-Metwally and E. M. Elsayed, Form of solutions and periodicity for systems of difference equations,
Journal of Computational Analysis and Applications, 15 (5) (2013), 852-857.

12. H. El-Metwally and E. M. Elsayed, Qualitative Behavior of some Rational Difference Equations, Journal of
Computational Analysis and Applications, 20 (2) (2016), 226-236.

13. E. M. Elsayed, Solution and attractivity for a rational recursive sequence, Discrete Dynamics in Nature and
Society, 2011 (2011), Article ID 982309, 17 pages.

14. E. M. Elsayed, Solutions of Rational Difference System of Order Two, Mathematical and Computer Mod-
elling, 55 (2012), 378—384.

15. E. M. Elsayed, Behavior and expression of the solutions of some rational difference equations, Journal of
Computational Analysis and Applications, 15 (1) (2013), 73-81.

16. E. M. Elsayed, Solution for systems of difference equations of rational form of order two, Computational
and Applied Mathematics, 33 (3) (2014), 751-765.

17. E. M. Elsayed, On the solutions and periodic nature of some systems of difference equations, International
Journal of Biomathematics, 7 (6) (2014), 1450067, (26 pages).

18. E. M. Elsayed, Dynamics and Behavior of a Higher Order Rational Difference Equation, The Journal of
Nonlinear Science and Applications, 9 (4) (2016), 1463-1474.

19. E. M. Elsayed and A. M. Ahmed, Dynamics of a three-dimensional systems of rational difference equations,
Mathematical Methods in The Applied Sciences, 39 (5) (2016), 1026—1038.

20. E. M. Elsayed and A. Alghamdi, Dynamics and Global Stability of Higher Order Nonlinear Difference
Equation, Journal of Computational Analysis and Applications, 21 (3) (2016), 493-503.

21. E. M. Elsayed and H. El-Metwally, Stability and solutions for rational recursive sequence of order three,
Journal of Computational Analysis and Applications, 17 (2) (2014), 305-315.

22. E. M. Elsayed and H. El-Metwally, Global behavior and periodicity of some difference equations, Journal of
Computational Analysis and Applications, 19 (2) (2015), 298-309.

23. E. M. Elsayed and T. F. Ibrahim, Solutions and periodicity of a rational recursive sequences of order five,
Bulletin of the Malaysian Mathematical Sciences Society, 38 (1) (2015), 95-112.

24. E. M. Elsayed and T. F. Ibrahim, Periodicity and solutions for some systems of nonlinear rational difference
equations, Hacettepe Journal of Mathematics and Statistics, 44 (6) (2015), 1361—1390.

25. Y. Halim, Global character of systems of rational difference equations, Electronic Journal of Mathematical
Analysis and Applications, 3 (1) (2015), 204-214.

26. S. Hassan, E. Chatterjee, Dynamics of the equation in the complex plane, Cogent Mathematics, 2 (1) (2015),
No. 1122276, 1-12.

27. T. F. Ibrahim, Periodicity and global attractivity of difference equation of higher order, J. Comput. Anal.
Appl., 16 (2014), 552-564.

28. D. Jana and E. M. Elsayed, Interplay between strong Allee effect, harvesting and hydra effect of a single
population discrete - time system, International Journal of Biomathematics, 9 (1) (2016), 1650004, (25
pages).

29. R. Karatas and C. Cinar, On the solutions of the difference equation xn+1 =
axn−(2k+2)

−a+
T2k+2
i=0 xn−i

, Int. J. Contemp.

Math. Sciences, 2 (13) (2007), 1505-1509.
30. A. Khaliq, and E. M. Elsayed, The Dynamics and Solution of some Difference Equations, Journal of Non-

linear Sciences and Applications, 9 (3) (2016), 1052-1063.
31. A. Q. Khan, Q. Din, M. N. Qureshi, and T. F. Ibrahim, Global behavior of an anti-competitive system of

fourth-order rational difference equations, Computational Ecology and Software, 4 (1) (2014), 35-46.
32. M. R. S. Kulenovic and G. Ladas, Dynamics of Second Order Rational Difference Equations with Open

Problems and Conjectures, Chapman & Hall / CRC Press, 2001.
33. M. Phong, A note on a system of two nonlinear difference equations, Electronic Journal of Mathematical

Analysis and Applications, 3 (1) (2015), 170 -179.
34. M. N. Qureshi, and A. Q. Khan, Local stability of an open-access anchovy fishery model, Computational

Ecology and Software, 5 (1) (2015), 48-62.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

669 Asim Asiri ET AL 656-670



35. D. Simsek and F. Abdullayev, On the recursive sequence xn+1 =
xn−(4k+3)

1 +
Q2

t=0 xn−(k+1)t−k
, Journal of Mathe-

matical Sciences, 6 (222) (2017), 376—387.
36. D. Tollu, Y. Yazlik, and N. Taskara, The Solutions of Four Riccati Difference Equations Associated with

Fibonacci Numbers, Balkan journal of Mathematics, 2 (2014), 163-172.
37. N. Touafek, On a second order rational difference equation, Hacet. J. Math. Stat., 41 (2012), 867-874.
38. N. Touafek and E. M. Elsayed, On the periodicity of some systems of nonlinear difference equations, Bull.

Math. Soc. Sci. Math. Roumanie, Tome 55 (103) (2) (2012), 217–224.
39. N. Touafek and E. M. Elsayed, On the solutions of systems of rational difference equations, Math. Comput.

Mod., 55 (2012), 1987–1997.
40. N. Touafek and E. M. Elsayed, On a second order rational systems of difference equation, Hokkaido Math-

ematical Journal, 44 (1) (2015), 29—45.
41. N. Touafek, and N. Haddad, On a mixed max-type rational system of difference equations, Electronic Journal

of Mathematical Analysis and Applications, 3 (1) (2015), 164 - 169.
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Abstract. This paper studies the existence of extremal solutions for nonlinear fractional dif-
ferential coupled systems with p-Laplacian operator. The monotone iterative method combined
with lower and upper solutions is applied. As an application, an example is presented to illus-
trate the main result.
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1. Introduction

In recent years, fractional differential equations have been of great interest due to the inten-
sive development of the theory of fractional calculus itself and its applications. The study of
coupled systems involving fractional-order differential equation is also very significant as such
systems appear in a variety of problems of applied nature, especially in bioscience. For details
and examples the reader is referred to the papers [1− 4] and the reference therein.

In addition, much effort has been made towards the study of the existence of solutions for
fractional differential equations involving the p-Laplacian operator based on different fractional
derivatives[5−9]. In [10], Li and Lin considered a Hadamard fractional boundary value problem
with p-Laplacian operator as below:{

Dβ(ϕp(D
αx(t))) = f(t, x(t)), 0 < t < e,

x(1) = x′(1) = x′(e) = 0, Dαx(1) = Dαx(e) = 0

where 2 < α ≤ 3, 1 < β ≤ 2, ϕp(s) = |s|p−2s, p > 1, and f : [1, e] × [0,+∞) −→ [0,+∞)
is a positive continuous function. By using the Leray-Schauder type alternative and the Guo-

∗This work is supported by the Guiding Innovation Foundation of Northeast Petroleum University
(No.2016YDL-02) and Fostering Foundation of Northeast Petroleum University (No.2017PYYL-08).
†Corresponding author. E-mail adress:heying65332015@163.com;
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Krasnoselskii fixed point theorem, the existence and the uniqueness of the positive solutions
were established.

To best of our knowledge, only few papers considered the method of upper and lower solutions
for a coupled system of fractional p-Laplacian equation. Motivated by [11− 12], in this paper,
we use the monotone iterative technique, combined with the method of upper and lower solution
to study the coupled system of fractional differential equations with p-Laplacian operator, which
is given by 

Dβ(φp(D
αx(t))) = f(t, x(t), y(t), Dαx(t), Dαy(t)), t ∈ [0, 1],

Dβ(φp(D
αy(t))) = g(t, y(t), x(t), Dαy(t), Dαx(t)), t ∈ [0, 1],

Dαx(t)|t=0 = 0, t1−αx(t)|t=0 = r1,
Dαy(t)|t=0 = 0, t1−αy(t)|t=0 = r2,

(1.1)

where J = [0, 1], f, g ∈ C(J×R4, R), r1, r2 ∈ R and r1 ≤ r2, Dα, Dβ are the standard Riemann-
Liouville fractional derivatives, satisfying 0 < α, β < 1, 1 < α+ β < 2, φp(t) = |t|p−2t, p > 1, is
the p-Laplacian operator and (φp)

−1 = φq,
1
p + 1

q = 1.

The rest of this paper is organized as follows. In section 2, we give some necessary definitions
and lemmas. In section 3, the main result and proof are given. Finally, an example is presented
to illustrate the main result.

2. Preliminaries

In this section, we establish some preliminary results that will be used in the next section to
attain existence results for the nonlinear system (1.1)

Let C[0, 1] denote the Banach space of continuous functions from [0, 1] into R with the norm
‖u‖C = maxt∈[0,1]|u(t)|. Denote C1−α[0, 1] by

C1−α[0, 1] = {x ∈ C(0, 1] : t1−αx ∈ C[0, 1]}.

Then, C1−α[0, 1] is a Banach spaces with the norm ‖x‖1−α = ‖t1−αx(t)‖C . It is clear that
C[0, 1] := C0[0, 1] ⊂ C1−α[0, 1] with ‖x‖C1−α ≤ ‖x‖C for 0 < α ≤ 1 and C1−α[0, 1] ⊂ L[0, 1]
(note L[0, 1] is the space of Lebesgue integrable functions defined on [0, 1]). Denote Cα[0, 1] by

Cα[0, 1] = {x(t) ⊂ C[0, 1] : (Dαx)(t) ⊂ C[0, 1] and Dαx(t)|t = 0 = 0}

.

Lemma 2.1: Let 0 < β < 1, σ ∈ C[0, 1] ,M ≥ 0 and MΓ(1− β) < 1, then the problem{
Dβu(t) +Mu(t) = σ(t), 0 ≤ t ≤ 1,
u(0) = 0,

(2.1)

has a unique solution.

Proof. Equation (2.1) is equivalent to the following integral equation

u(t) =
1

Γ(β)

∫ t

0
(t− s)β−1(σ(s)−Mu(s))ds, ∀ t ∈ J

2
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Let

Au(t) =
1

Γ(β)

∫ t

0
(t− s)β−1(σ(s)−Mu(s))ds, ∀ t ∈ J

By M ≥ 0 and MΓ(1− β) < 1, for any u, v ∈ C[0, 1], we have

‖Au(t)−Av(t)‖C ≤ M

Γ(β)

∫ t

0
(t− s)β−1ds‖u− v‖C

≤ M

Γ(β)β
‖u− v‖C

<
1

Γ(β)
· 1

β
· 1

Γ(1− β)
‖u− v‖C

=
sin Πβ

Πβ
‖u− v‖C

< ‖u− v‖C
So

‖Au−Av‖C < ‖u− v‖C .
By the Banach fixed point theorem, the operator A has a unique fixed point. That is (2.1) has
a unique solution.

Lemma 2.2: Let 0 < α < 1, h ∈ C1−α[0, 1], then the problem{
Dαx(t) = h(t), t ∈ (0, 1],
t1−αx(t)|t=0 = r

(2.2)

has a unique solution

x(t) =
1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ rtα−1.

Proof. The conclusion is obvious, so we omit it.

Lemma 2.3: Assume that 0 < α, β < 1, x(t), y(t) ∈ Cα[0, 1], σ1, σ2 ∈ C[0, 1], M, N be
nonnegative constants, satisfying M ≥ N and (M+N)Γ(1−β) < 1, then the following fractional
differential system

Dβ(φp(D
αx(t))) = σ1(t)−Mφp(D

αx(t))−Nφp(Dαy(t)),
Dβ(φp(D

αy(t))) = σ2(t)−Mφp(D
αy(t))−Nφp(Dαx(t))

Dαx(t)|t=0 = 0, t1−αx(t)|t=0 = r1,
Dαy(t)|t=0 = 0, t1−αy(t)|t=0 = r2,

(2.3)

has a unique solution in Cα[0, 1]× Cα[0, 1].

Proof. Let

φp(D
αx(t)) =

u(t) + v(t)

2
and φp(D

αy(t)) =
u(t)− v(t)

2
, ∀ t ∈ [0, 1].

Using (2.3), we have that{
Dβu(t) = σ1(t) + σ2(t)− (M +N)u(t)
u(t)|t=0 = φp(D

αx(t))|t=0 + φp(D
αy(t))|t=0 = 0,

(2.4)

3
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and {
Dβv(t) = σ1(t)− σ2(t)− (M −N)v(t)
v(t)|t=0 = φp(D

αx(t))|t=0 − φp(Dαy(t))|t=0 = 0,
(2.5)

Since, M,N are nonnegative constants, and M ≥ N , we have

(M −N)Γ(1− β) ≤ (M +N)Γ(1− β) < 1. (2.6)

In view of x(t), y(t) ∈ Cα[0, 1], we have Dαx(t), Dαy(t) ∈ C[0, 1]. By (2.6) and Lemma 2.1, we
know that (2.4) and (2.5) have a unique solution. In consequence, φp(D

αx(t)) and φp(D
αy(t))

are also unique. That is

φp(D
αx(t)) = ω1(t) ∈ C[0, 1], φp(D

αy(t)) = ω2(t) ∈ C[0, 1],

then,
Dαx(t) = φq(ω1(t)), Dαy(t) = φq(ω2(t)),

In view of the initial condition t1−αx(t)|t=0 = r1, t
1−αy(t)|t=0 = r2, we obtain

Dαx(t) = φq(ω1(t)), t ∈ [0, 1]
Dαy(t) = φq(ω2(t)), t ∈ [0, 1]
t1−αx(t)|t=0 = r1,
t1−αy(t)|t=0 = r2,

(2.7)

Let

x(t) =
p(t) + q(t)

2
and y(t) =

p(t)− q(t)
2

.

Using (2.7), we have {
Dαp(t) = φq(ω1(t)) + φq(ω2(t)), t ∈ (0, 1]
t1−αp(t)|t=0 = r1 + r2,

(2.8)

and {
Dαq(t) = φq(ω1(t))− φq(ω2(t)), t ∈ (0, 1]
t1−αq(t)|t=0 = r1 − r2,

(2.9)

By Lemma 2.2, we know that both (2.8) and (2.9) have a unique solution in Cα[0, 1]. Hence, x
and y are unique too.

Lemma 2.4: Let 0 < β < 1, M be nonnegative constant and w ∈ C[0, 1] satisfies{
Dβw(t) +Mw(t) ≥ 0, 0 < t < 1,
w(0) ≥ 0,

then, w(t) ≥ 0, ∀ t ∈ [0, 1].

Proof. We assume that w(t) ≥ 0 is not true. Then there exist t∗, t∗ ∈ (0, 1] such that
w(t∗) = 0, w(t∗) < 0 and w(t) ≥ 0, ∀ t ∈ (0, t∗), w(t) < 0, ∀ t ∈ (t∗, t∗). Since M ≥ 0, we
have Dβw(t) ≥ 0, ∀ t ∈ (t∗, t∗). This together with Dβw(t) = d

dtI
1−βw(t) implies I1−βw(t) is

nondecreasing on (t∗, t∗).

4
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Hence, for any t ∈ (t∗, t∗), we get

I1−βw(t)− I1−βw(t∗) ≥ 0.

On the other hand

I1−βw(t)− I1−βw(t∗) =
1

Γ(1− β)

∫ t

0
(t− s)−βw(s)ds− 1

Γ(1− β)

∫ t∗

0
(t∗ − s)−βw(s)ds

=
1

Γ(1− β)

∫ t∗

0
[(t− s)−β − (t∗ − s)−β]w(s)ds+

1

Γ(1− β)

∫ t

t∗
(t− s)−βw(s)ds

< 0, ∀ t ∈ (t∗, t∗),

which is a contradiction. Thus the conclusion of Lemma 2.4 holds.

Lemma 2.5: If x(t) ∈ C1−α[0, 1] satisfies{
Dαx(t) ≥ 0, t ∈ (0, 1],
t1−αx(t)|t=0 ≥ 0,

(2.10)

then x(t) ≥ 0, for t ∈ (0, 1].

Proof. By Lemma 2.2, we know that problem (2.10) has a unique solution

x(t) =
1

Γ(α)

∫ t

0
(t− s)α−1h(s)ds+ rtα−1

Let h(t) ≥ 0 and r ≥ 0, then we obtain (2.10) and the conclusion of lemma 2.5.

Lemma 2.6: Let M,N be nonnegative constants, and M ≥ N . If u, v ∈ C[0, 1] satisfy the
inequalities 

Dβu(t) ≥ −Mu(t) +Nv(t), t ∈ [0, 1]
Dβv(t) ≥ −Mv(t) +Nu(t), t ∈ [0, 1]
u(t)|t=0 ≥ 0,
v(t)|t=0 ≥ 0

(2.11)

then u(t) ≥ 0, v(t) ≥ 0, ∀ t ∈ [0, 1].

Proof. Let p(t) = u(t) + v(t), ∀ t ∈ [0, 1]. Then by (2.11), we have{
Dβp(t) ≥ −(M −N)p(t), t ∈ [0, 1]
p(t)|t=0 ≥ 0

(2.12)

Thus, by (2.12) and Lemma 2.4, we have that

p(t) ≥ 0, ∀ t ∈ [0, 1] i.e. u(t) + v(t) ≥ 0, ∀ t ∈ [0, 1]. (2.13)

Next, we show that u(t) ≥ 0, v(t) ≥ 0, ∀ t ∈ [0, 1].
Using (2.11) and (2.13), we find that{

Dβu(t) ≥ −(M +N)u(t), t ∈ [0, 1]
u(t)|t=0 ≥ 0

(2.14)

5

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

675 Ying He 671-680



which, in view of (2.14) and Lemma 2.4, yield u(t) ≥ 0, ∀ t ∈ [0, 1]. In a similar manner, it can
be shown that v(t) ≥ 0, ∀ t ∈ [0, 1].

3. Main Results

In this section, we prove the existence of extremal solutions of nonlinear system (1.1). For
convenience, we list the following conditions:
(H1): There exist x0, y0 ∈ Cα[0, 1] and x0(t) ≤ y0(t) such that

Dβ(φp(D
αx0(t))) ≤ f(t, x0(t), y0(t), Dαx0(t), Dαy0(t)), t ∈ [0, 1],

Dαx0(t)|t=0 = 0, t1−αx(t)|t=0 ≤ r1,
Dβ(φp(D

αy0(t))) ≥ g(t, y0(t), x0(t), Dαy0(t), Dαx0(t)), t ∈ [0, 1],
Dαy0(t)|t=0 = 0, t1−αy0(t)|t=0 ≥ r2,

(H2): There exist nonnegative constant M, N satisfying M ≥ N and (M + N)Γ(1 − β) < 1,
such that

f(t, x(t), y(t), Dαx(t), Dαy(t))− f(t, x(t), y(t), Dαx(t), Dαy(t))

≤M [φp(D
αx(t))− φp(Dαx(t))] +N [φp(D

αy(t))− φp(Dαy(t))]

g(t, x(t), y(t), Dαx(t), Dαy(t))− g(t, x(t), y(t), Dαx(t), Dαy(t))

≤M [φp(D
αx(t))− φp(Dαx(t))] +N [φp(D

αy(t))− φp(Dαy(t))]

where x0(t) ≤ x ≤ x ≤ y0(t), x0(t) ≤ y ≤ y ≤ y0(t), and

f(t, x(t), y(t), Dαx(t), Dαy(t))− g(t, y(t), x(t), Dαy(t), Dαx(t))

≤M [φp(D
αy(t))− φp(Dαx(t))] +N [φp(D

αx(t))− φp(Dαy(t))]

with x0(t) ≤ x ≤ y ≤ y0(t).

Theorem 3.1:Suppose that conditions (H1) and (H2) hold. Then there is (x∗, y∗) ∈ [x0, y0]×
[x0, y0] an extremal solution of the nonlinear problem (1.1). Moreover there exist monotone
iterative sequences {xn}, {yn} ⊂ Cα such that xn → x∗, yn → y∗(n→∞) uniformly on t ∈ (0, 1],
and

x0 ≤ x1 ≤ · · · ≤ xn ≤ · · · ≤ x∗ ≤ y∗ ≤ · · · ≤ yn ≤ · · · ≤ y1 ≤ y0,

moreover, we have

Dαx0 ≤ Dαx1 ≤ · · · ≤ Dαxn ≤ · · · ≤ Dαx∗ ≤ Dαy∗ ≤ · · · ≤ Dαyn ≤ · · · ≤ Dαy1 ≤ Dαy0.

where
[x0, y0] = {x ∈ Cα[0, 1] : x0(t) ≤ x(t) ≤ y0(t), t ∈ [0, 1]}

Proof. For any xn−1, yn−1 ∈ Cα[0, 1], n ≥ 1, we define{
σ1
n(t) = f(t, xn−1(t), yn−1(t), Dαxn−1(t), Dαyn−1(t)) +Mφp(D

αxn−1(t)) +Nφp(D
αyn−1(t)),

σ2
n(t) = g(t, yn−1(t), xn−1(t), Dαyn−1(t), Dαxn−1(t)) +Mφp(D

αyn−1(t)) +Nφp(D
αxn−1(t)),

6

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

676 Ying He 671-680



and consider (2.3) as follows
Dβ(φp(D

αxn(t))) = σ1
n(t)−Mφp(D

αxn(t))−Nφp(Dαyn(t)) t ∈ (0, 1],
Dβ(φp(D

αyn(t))) = σ2
n(t)−Mφp(D

αyn(t))−Nφp(Dαxn(t)) t ∈ (0, 1], ,
Dαxn(t)|t=0 = 0, t1−αxn(t)|t=0 = r1,
Dαyn(t)|t=0 = 0, t1−αyn(t)|t=0 = r2.

(3.1)

In view of Lemma 2.3, the problem (3.1) has a unique solution in Cα[0, 1]× Cα[0, 1].

Now, we show that {xn(t)}, {yn(t)} satisfy the relation

xn−1 ≤ xn ≤ yn ≤ yn−1, and Dαxn−1 ≤ Dαxn ≤ Dαyn ≤ Dαyn−1, n = 1, 2, . . . (3.2)

Let u(t) = φp(D
αx1(t))− φp(Dαx0(t)), v(t) = φp(D

αy0(t))− φp(Dαy1(t)).
Thus, by condition (3.1) and (H1), we have

Dβu(t) ≥ −Mu(t) +Nv(t),
Dβv(t) ≥ −Mv(t) +Nu(t),
u(t)|t=0 = φp(D

αx1(t))|t=0 − φp(Dαx0(t))|t=0 = 0,
v(t)|t=0 = φp(D

αy0(t))|t=0 − φp(Dαy1(t))|t=0 = 0.

Thus, in view of Lemma 2.6, we have that φp(D
αx1(t)) ≥ φp(D

αx0(t)), φp(D
αy0(t)) ≥

φp(D
αy1(t)), ∀ t ∈ [0, 1]. Since Φp(x) is nondecreasing, we have Dαx1(t) ≥ Dαx0(t), Dαy0(t) ≥

Dαy1(t), ∀ t ∈ [0, 1].

Let ε(t) = x1(t)− x0(t), θ(t) = y0(t)− y1(t). It follows from (3.1) and (H1), we have{
Dαε(t) ≥ 0, t ∈ [0, 1],
t1−αε(t)|t=0 ≥ 0,

(3.3)

and {
Dαθ(t) ≥ 0, t ∈ [0, 1],
t1−αθ(t)|t=0 ≥ 0,

(3.4)

By Lemma 2.5, we have x1(t) ≥ x0(t), y0(t) ≥ y1(t), ∀ t ∈ [0, 1].

Now we put w(t) = φp(D
αy1(t))− φp(Dαx1(t)). Applying (3.1) and (H1), we obtain

Dβw(t) = Dβ(φp(D
αy1(t)))−Dβ(φp(D

αx1(t)))

= g(t, y0(t), x0(t), Dαy0(t), Dαx0(t)) +Mφp(D
αy0(t)) +Nφp(D

αx0(t))−Mφp(D
αy1(t))

−Nφp(Dαx1(t))− f(t, x0(t), y0(t), Dαx0(t), Dαy0(t))−Mφp(D
αx0(t))−Nφp(Dαy0(t))

+Mφp(D
αx1(t)) +Nφp(D

αy1(t))

≥ −M [φp(D
αy0(t))− φp(Dαx0(t))]−N [φp(D

αx0(t))− φp(Dαy0(t))] +Mφp(D
αy0(t))

+Nφp(D
αx0(t))−Mφp(D

αy1(t))−Nφp(Dαx1(t))−Mφp(D
αx0(t))−Nφp(Dαy0(t))

+Mφp(D
αx1(t)) +Nφp(D

αy1(t))

= −(M −N)w(t).

Also, w(t)|t=0 = φp(D
αy1(t))|t=0 − φp(D

αx1(t))|t=0 = 0. In view of Lemma 2.4, we have
that w(t) ≥ 0, ∀ t ∈ J . Thus we have the relation φp(D

αx1(t)) ≤ φp(D
αy1(t)). That is

7
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Dαx1(t) ≤ Dαy1(t), since Φp(x) is nondecreasing. Therefore Dαx0(t) ≤ Dαx1(t) ≤ Dαy1(t) ≤
Dαy0(t), ∀ t ∈ J holds.

Let δ(t) = y1(t)− x1(t). It follows from (3.1) that{
Dαδ(t) = Dαy1(t)−Dαx1(t) ≥ 0,
t1−αδ(t)|t=0 = t1−αy1(t)|t=0 − t1−αx1(t)|t=0 = r2 − r1 ≥ 0.

By Lemma 2.5, we obtain y1(t) ≥ x1(t), ∀ t ∈ (0, 1]. Hence, we have the relation x0(t) ≤
x1(t) ≤ y1(t) ≤ y0(t).

Now we assume that

x
k−1
≤ x

k
≤ y

k
≤ y

k−1
, and Dαx

k−1
≤ Dαx

k
≤ Dαy

k
≤ Dαy

k−1
, for some k ≥ 1,

we will prove that (3.2) is also true for k + 1. Set

u(t) = φp(D
αx

k+1
(t))−φp(Dαx

k
(t)), v(t) = φp(D

αy
k
(t))−φp(Dαy

k+1
(t)), w(t) = φp(D

αy
k+1

(t))−

φp(D
αx

k+1
(t)), ε(t) = x

k+1
(t)−x

k
(t), θ(t) = y

k
(t)−y

k+1
(t), δ(t) = y

k+1
(t)−x

k+1
(t)

By (H2) and (3.1), we have that
Dβu(t) ≥ −Mu(t) +Nv(t),
Dβv(t) ≥ −Mv(t) +Nu(t),
u(t)|t=0 = 0,
v(t)|t=0 = 0,{
Dαε(t) ≥ 0,
t1−αε(t)|t=0 ≥ 0,

{
Dαθ(t) ≥ 0,
t1−αθ(t)|t=0 ≥ 0,

and {
Dβw(t) ≥ −(M −N)w(t),
w(t)|t=0 = 0,{
Dαδ(t) ≥ 0,
t1−αδ(t)|t=0 ≥ 0.

In view of Lemma 2.4, 2.5 and 2.6, we obtain

x
k
≤ x

k+1
≤ y

k+1
≤ y

k
and Dαx

k
≤ Dαx

k+1
≤ Dαy

k+1
≤ Dαy

k
, ∀ t ∈ [0, 1]

.

From the above, by induction, it is not difficult to prove that

x0 ≤ x1 ≤ · · · ≤ xn ≤ · · · ≤ yn ≤ · · · ≤ y1 ≤ y0.

and
Dαx0 ≤ Dαx1 ≤ · · · ≤ Dαxn ≤ · · · ≤ Dαyn ≤ · · · ≤ Dαy1 ≤ Dαy0.

8
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Applying the standard arguments, it is easy to show {xn} and {yn} are uniformly bounded
and equi-continuous in [x0, y0]. By Arzela-Ascoli theorem, we have

lim
n→∞

xn(t) = x∗(t), lim
n→∞

yn(t) = x∗(t), ∀ t ∈ [0, 1]

and
lim
n→∞

Dαxn(t) = Dαx∗(t), lim
n→∞

Dαyn(t) = Dαx∗(t), ∀ t ∈ [0, 1]

and the limit function x∗ and y∗ satisfy (1.1). Moreover, x∗, y∗ ∈ [x0, y0]. Taking the limits
n→∞ in (3.1), we find that (x∗, y∗) is a solution of problem (1.1) in [x0, y0]× [x0, y0].

Finally, we show that (x∗, y∗) is an extremal solution of the system (1.1). Assume that
(x, y) ∈ [x0, y0]× [x0, y0] is any solution for the problem (1.1), that is

Dβ(φp(D
αx(t))) = f(t, x(t), y(t), Dαx(t), Dαy(t)), t ∈ [0, 1],

Dαx(t)|t=0 = 0, t1−αx(t)|t=0 = r1,
Dβ(φp(D

αy(t))) = g(t, y(t), x(t), Dαy(t), Dαx(t)), t ∈ [0, 1],
Dαy(t)|t=0 = 0, t1−αy(t)|t=0 = r2,

(3.5)

Applying (3.1), (3.5), (H2), Lemma 2.5 and 2.6, we have

xn ≤ x, y ≤ yn, Dαxn ≤ Dαx, Dαy ≤ Dαyn, n = 1, 2, . . . (3.6)

Taking the limit n→∞ in (3.6), we have x∗ ≤ x, y ≤ y∗. The proof is complete.

Example: Consider the following problem

D
2
3 (φ4(D

1
2x(t))) = 1

6Γ(1− 2
3

)
x

1
3 (t)[D

1
2x(t)]

1
3 − y3(t)

[
D

1
2 y(t)− 2Γ( 7

4
)

Γ( 5
4

)
t
1
4

]3
, t ∈ (0, 1],

D
2
3 (φ4(D

1
2 y(t))) = 1

6Γ(1− 2
3

)
y

1
3 (t)[D

1
2 y(t)]

1
3 − x3(t)

[
D

1
2x(t)− 2Γ( 7

4
)

Γ( 5
4

)
t
1
4

]3
, t ∈ (0, 1],

D
1
2x(t)|t=0 = 0, t1−

1
2x(t)|t=0 = 0,

D
1
2 y(t)|t=0 = 0, t1−

1
2 y(t)|t=0 = 0,

(3.7)

where α = 1
2 , β = 2

3 , p = 4 and
f(t, x(t), y(t), D

1
2x(t), D

1
2 y(t)) = 1

6Γ(1− 2
3

)
x

1
3 [D

1
2x]

1
3 − y3

[
D

1
2 y − 2Γ( 7

4
)

Γ( 5
4

)
t
1
4

]3

g(t, y(t), x(t), D
1
2 y(t), D

1
2x(t)) = 1

6Γ(1− 2
3

)
y

1
3 [D

1
2 y]

1
3 − x3

[
D

1
2x− 2Γ( 7

4
)

Γ( 5
4

)
t
1
4

]3

Take x0(t) = 1
2 t

3
2 , y(t) = 2t

3
4 , then D

1
2x0(t) = 1

2Γ(5
2)t, D

1
2 y0(t) =

2Γ( 7
4

)

Γ( 5
4

)
t
1
4 . It is not difficult to

show that (H1) holds.

Since the function 3
√
x+ x3 is monotone increasing for x ∈ R, we obtain

f(t, x(t), y(t), D
1
2x(t), D

1
2 y(t))− f(t, x(t), y(t), D

1
2x(t), D

1
2 y(t))

=
1

6Γ(1− 2
3)

(x(t))
1
3 [D

1
2x(t)]

1
3 − (y(t))3

[
D

1
2 y(t)−

2Γ(7
4)

Γ(5
4)
t
1
4

]3
− 1

6Γ(1− 2
3)
x

1
3 (t)[D

1
2x(t)]

1
3

+ y3(t)
[
D

1
2 y(t)−

2Γ(7
4)

Γ(5
4)
t
1
4

]3
,
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≤ 1

6Γ(1− 2
3)

3
√

2[(D
1
2x(t))

1
3 − (D

1
2x(t))

1
3 ]

≤ 1

6Γ(1− 2
3)

3
√

2[(D
1
2x(t))3 − (D

1
2x(t))3]

=
1

6Γ(1− 2
3)

3
√

2[Φ4(D
1
2x(t))− Φ4(D

1
2x(t))]

where x0(t) ≤ x(t) ≤ x(t) ≤ y0(t), and x0(t) ≤ y(t) ≤ y(t) ≤ y0(t).

Note M =
3√2

6Γ(1− 2
3

)
, N = 0 and

(M +N)Γ(1− 2

3
) =

3
√

2

6
< 1,

thus the condition (H2) holds. Therefore, there exist monotone iterative sequence {xn} and
{yn}, which converge uniformly to solutions of fractional problem (3.7) in [x0, y0] by Theorem
3.1.
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Abstract

In this paper, the authors investigate the growth and zeros of the solutions and the coef-
ficients of higher order linear differential equations with entire coefficients of [p, q]− φ order,
where p, q are positive integers and satisfy p ≥ q ≥ 1. The theorems that we obtain extend
and improve many previous results.
Key words: linear differential equations; entire functions; [p, q]− φ order;
AMS Subject Classification(2010): 30D35, 34M10

1. Introduction and Results

In this paper, we shall assume that readers are familiar with the fundamental results and
the standard notations of the Nevanlinna’s theory of meromorphic functions and the theory
of complex linear differential equations (e.g. [9,14]). The theory of complex linear differential
equations has been developed since 1960s. Many authors have investigated the complex linear
differential equations

f (k)(z) +Ak−1(z)f
(k−1)(z) + · · ·+A0(z)f(z) = 0 (1.1)

and
f (k)(z) +Ak−1(z)f

(k−1)(z) + · · ·+A0(z)f(z) = F (z) (1.2)

and achieved many valuable results when the coefficients A0(z), · · · , Ak−1(z), F (z)(k ≥ 2) in
(1.1) and (1.2) are entire functions of finite order or finite iterate order (e.g. [1-2, 4-7, 13, 14]).
In 2010, J. Tu and his co-authors investigated the complex oscillation properties of solutions of
(1.1) and (1.2) when the coefficients in (1.1) or (1.2) are entire functions of [p, q]−order (see [21]).
In the following, we introduce some notations about [p, q]−order, where p, q are positive integers

∗Corresponding author E-mail adress:tujin2008@sina.com
†This project is supported by the National Natural Science Foundation of China (Grant No.41472130, 11561031),

the Natural Science Foundation of Jiangxi Province in China (Grant No.20161BAB201020, 20132BAB211002) and
the Foundation of Education Bureau of Jiangxi Province in China (GJJ151331,GJJ14272).
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2 G. S. Liu, J. Tu, H. Zhang

and satisfy p ≥ q ≥ 1. For r ∈ (0,+∞), we define exp1 r = er and expi+1 r = exp(expi r), i ∈ N
and for all sufficiently large r, we define log1 r = log r and logi+1 r = log(logi r), i ∈ N. Especially,
we have exp0 r = r = log0 r and exp−1 r = log1 r. Secondly, we denote the linear measure and

the logarithmic measure of a set E ⊂ (1,+∞) by mE =
∫
E dt and mlE =

∫
E

dt
t .

Definition 1.1. ([12,15,16]) If f(z) is a meromorphic function, the [p, q]-order of f(z) is defined

by

σ[p,q](f) = lim
r→∞

logp T (r, f)

logq r
, (1.3)

especially if f(z) is an entire function, the [p, q]-order of f(z) is defined by

σ[p,q](f) = lim
r→∞

logp T (r, f)

logq r
= lim

r→∞

logp+1M(r, f)

logq r
. (1.4)

Definition 1.2. ([15,16]) The [p, q]-exponent of convergence of the (distinct) zero-sequence of

f(z) are respectively defined by

λ[p,q](f) = lim
r→∞

logp n(r,
1
f )

logq r
= lim

r→∞

logpN(r, 1f )

logq r
, (1.5)

λ[p,q](f) = lim
r→∞

logp n(r,
1
f )

logq r
= lim

r→∞

logpN(r, 1f )

logq r
. (1.6)

In recent years, many authors investigated the equations (1.1) and (1.2) with entire coefficients
or meromorphic coefficients of [p, q]−order (e.g. [3, 11, 15, 16]) and obtain the following results.

Theorem A. ([15]) Let Aj(z) (j = 0, 1, · · · , k − 1) be entire functions satisfying max{σ[p,q](Aj)|
j ̸= 0} < σ[p,q](A0) < ∞. Then every nontrivial solution f(z) of (1.1) satisfies σ[p+1,q](f) =
σ[p,q](A0).

Theorem B. ([15]) Let F (z) ̸≡ 0, Aj(z) (j = 0, 1, · · · , k − 1) be entire functions satisfying
max{σ[p,q](Aj), σ[p+1,q] (F )|j = 1, · · · , k − 1} < σ[p,q](A0). Then every solution f(z) of (1.2)
satisfies

λ[p+1,q](f) = λ[p+1,q](f) = σ[p+1,q](f) = σ[p,q](A0),

with at most one exceptional solution f0 satisfying σ[p+1,q](f0) < σ[p,q](A0).

Theorem C. ([15]) Let F (z) ̸≡ 0, Aj(z)(j = 0, · · · , k − 1) be entire functions, and let f(z)
be a solution of (1.2) satisfying max{σ[p,q](Aj), σ[p,q](F )|j = 0, 1, · · · , k − 1} < σ[p,q](f). Then

λ[p,q](f) = λ[p,q](f) = σ[p,q](f).

On the basic of Definitions 1.1 and 1.2, some researchers introduce the notations of [p, q]−φ(r)
order of entire functions or analytic functions in [17, 18, 19], where p, q are positive integers and
satisfy p ≥ q ≥ 1.
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Growth and Zeros of Solutions of Linear Differential Equations with Entire Coefficients of [p, q]− φ(r) Order 3

Definition 1.3.([17,18]) Let φ : [0,+∞) → (0,+∞) be a non-decreasing unbounded continu-
ous function, the [p, q] − φ(r) order and [p, q] − φ(r) lower order of an entire function f(z) are
respectively defined by

σ[p,q](f, φ) = lim
r→∞

logp T (r, f)

logq φ(r)
; µ[p,q](f, φ) = lim

r→∞

logp T (r, f)

logq φ(r)
. (1.7)

Similar with Definition 1.3, we can also define [p, q] − φ(r) exponent of convergence of (dis-
tinct) zero-sequence of an entire function f(z).

Definition 1.4. ([17]) The [p, q] − φ(r) exponent of convergence of (distinct) zero-sequence of

an entire function f(z) are respectively defined by

λ[p,q](f, φ) = lim
r→∞

logp n(r,
1
f )

logq φ(r)
; λ[p,q](f, φ) = lim

r→∞

logp n(r,
1
f )

logq φ(r)
. (1.8)

Remark 1.5. If φ(r) = r, the Definitions 1.1-1.2 are special cases of Definitions 1.3-1.4.

In order to get similar results with Theorems A−C by replacing [p, q]−order with [p, q]−φ(r)
order, we suppose that φ(r) has the following properties without special instructions:

Proposition 1.6. Suppose that φ(r) : [0,+∞) → (0,+∞) is a non-decreasing unbounded

continuous function and satisfies (i) lim
r→∞

logp+1 r

logq φ(r)
= 0, (ii) lim

r→∞
logq φ(αr)

logq φ(r)
= 1 for some α > 1.

Proposition 1.7. ([17]) If φ(r) satisfies the above two conditions (i)− (ii) in Proposition 1.6:
(i) then for any entire function f(z), we have

σ[p,q](f, φ) = lim
r→∞

logp T (r, f)

logq φ(r)
= lim

r→∞

logp+1M(r, f)

logq φ(r)
;

µ[p,q](f, φ) = lim
r→∞

logp T (r, f)

logq φ(r)
= lim

r→∞

logp+1M(r, f)

logq φ(r)
.

(ii) then for any meromorphic function f(z), we have

λ[p,q](f, φ) = lim
r→∞

logp n(r,
1
f )

logq φ(r)
= lim

r→∞

logpN(r, 1f )

logq φ(r)
;

λ[p,q](f, φ) = lim
r→∞

logp n(r,
1
f )

logq φ(r)
= lim

r→∞

logpN(r, 1f )

logq φ(r)
.

In this paper, we investigate the growth and zeros of solutions of (1.1) and (1.2) with entire
coefficients of [p, q]− φ(r) order and obtain the following results.
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4 G. S. Liu, J. Tu, H. Zhang

Theorem 1.8. Let Aj(z) (j = 0, 1, · · · , k−1) be entire functions satisfying max{σ[p,q](Aj , φ)|j =
1, 2, · · · , k−1} < σ[p,q](A0, φ) <∞. Then every solution f(z) ̸≡ 0 of (1.1) satisfies σ[p+1,q](f, φ) =
σ[p,q](A0, φ).

Theorem 1.9. Let F (z) ̸≡ 0, Aj(z)(j = 0, · · · , k − 1) be entire functions, and let f(z) be a
solution of (1.2) satisfying max{σ[p,q](Aj , φ), σ[p,q](F,φ)|j = 0, 1, · · · , k − 1} < σ[p,q](f, φ). Then

λ[p,q](f, φ) = λ[p,q](f, φ) = σ[p,q](f, φ).

Theorem 1.10. Let F (z) ̸≡ 0, Aj(z) (j = 0, 1, · · · , k − 1) be entire functions satisfying
max{σ[p,q](Aj , φ), σ[p+1,q](F,φ)|j = 1, · · · , k − 1} < σ[p,q](A0, φ). Then every solution f(z) of
(1.2) satisfies

λ[p+1,q](f, φ) = λ[p+1,q](f, φ) = σ[p+1,q](f, φ) = σ[p,q](A0, φ),

with at most one exceptional solution f0 satisfying σ[p+1,q](f0, φ) < σ[p,q](A0, φ).

Remark 1.11. The above Theorems 1.8-1.10 generalize and extend Theorems A-C and some
previous results.

2. Preliminary Lemmas

Lemma 2.1. ([10, 14]) Let f(z) be a transcendental entire function, and let z be a point with
|z| = r at which |f(z)| = M(r, f). Then for all |z| = r outside a set E1 of r of finite logarithmic
measure, we have

f (j)(z)

f(z)
=

(
vf (r)

z

)j

(1 + o(1)) (j ∈ N),

where vf (r) is the central index of f(z), E1 ⊂ (1,+∞) is a set of r of finite logarithmic measure
or finite linear measure in this paper, not necessarily the same at each occurrence.

Lemma 2.2. ([7, 14]) Let g : [0,+∞) −→ R and h : [0,+∞) −→ R be monotone increasing
functions such that g(r) ≤ h(r) outside of an exceptional set E1 ⊂ [1,+∞) of finite logarithmic
measure or finite linear measure. Then for any d > 1, there exists r0 > 0 such that g(r) ≤ h(dr)
for all r > r0.

Lemma 2.3.([17]) Let f(z) be an entire function satisfying σ[p,q](f, φ) = σ1 and µ[p,q](f, φ) = µ1.
Then

lim
r→∞

logp vf (r)

logq φ(r)
= σ1, lim

r→∞

logp vf (r)

logq φ(r)
= µ1.

Lemma 2.4. Let f(z) be an entire function of [p, q] − φ(r) order satisfying σ[p,q](f, φ) = σ2,

where φ(r) only satisfies lim
r→∞

logq φ(αr)

logq φ(r)
= 1 for some α > 1. Then there exists a set E2 ⊂ (1,+∞)

having infinite logarithmic measure such that for all r ∈ E2, we have

lim
r→∞

logp T (r, f)

logq φ(r)
= σ2 (r ∈ E2).
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Growth and Zeros of Solutions of Linear Differential Equations with Entire Coefficients of [p, q]− φ(r) Order 5

Proof. By Definition 1.3, there exists an increasing sequence {rn}∞n=1 tending to ∞ satisfying
(1 + 1

n)rn < rn+1 and

lim
n→∞

logp T (rn, f)

logq φ(rn)
= σ[p,q](f, φ) = σ2,

there exists an n1(∈ N) such that for n ≥ n1 and for any r ∈ E2 = ∪∞
n=n1

[rn, (1 +
1
n)rn], we have

logp T (rn, f)

logq φ((1 +
1
n)rn)

≤
logp T (r, f)

logq φ(r)
. (2.1)

By (2.1), for all r ∈ E2, we have

lim
n→∞

logp T (rn, f)

logq φ(rn)
· lim
n→∞

logq φ(rn)

logq φ((1 +
1
n)rn)

≤ lim
r→∞

logp T (r, f)

logq φ(r)
. (2.2)

By (2.12) and lim
r→∞

logq φ(αr)

logq φ(r)
= 1 (α > 1), for all r ∈ E2, we have

lim
r→∞

logp T (r, f)

logq φ(r)
≥ σ2. (2.3)

On the other hand, by Definition 1.3, for all r ∈ E2, we have

lim
r→∞

logp T (r, f)

logq φ(r)
≤ σ2. (2.4)

By (2.3) and (2.4), for any r ∈ E2, we have

lim
r→∞

logp T (r, f)

logq φ(r)
= σ2.

where mlE2 =
∑∞

n=n1

∫ (1+ 1
n
)rn

rn
dt
t =

∑∞
n=n1

log(1 + 1
n) = ∞.

By Lemma 2.4, it is easy to obtain the following Lemma 2.5.

Lemma 2.5. Let f1(z), f2(z) be entire functions of [p, q] − φ(r) order satisfying σ[p,q](f1, φ) >
σ[p,q](f2). Then there exists a set E3 ⊂ (1,+∞) having infinite logarithmic measure such that for
all r ∈ E3, we have

lim
r→∞

T (r, f2)

T (r, f1)
= 0 (r ∈ E3).

Lemma 2.6. ([8]) Let f(z) be a transcendental meromorphic function, and let β > 1 be a given
constant, for any given ε > 0, there exist a set E1 ⊂ (1,+∞) that has finite logarithmic measure
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and a constant B > 0 that depends only on β and (i, j) (i, j are integers with 0 ≤ i < j) such
that for all |z| = r /∈ [0, 1] ∪ E1, we have∣∣∣∣∣f (j)(z)f (i)(z)

∣∣∣∣∣ ≤ B

[
T (βr, f)

r
(logβ r) log T (βr, f)

]j−i

.

3. Proofs of Theorems 1.8 - 1.10

Proof of Theorem 1.8. We divide the proof into two parts.
(i) Set σ[p,q](A0, φ) = σ3, first, we prove that every solution of (1.1) satisfies σ[p+1,q](f, φ) ≤ σ3.

It is easy to know that equation (1.1) has no polynomial solutions under the assumptions. If f(z)
is a transcendental solution of (1.1), by (1.1), we get∣∣∣∣∣f (k)(z)f(z)

∣∣∣∣∣ ≤ |Ak−1|

∣∣∣∣∣f (k−1)(z)

f(z)

∣∣∣∣∣+ · · ·+ |As|

∣∣∣∣∣f (s)(z)f(z)

∣∣∣∣∣+ · · ·+ |A0|. (3.1)

Since max{σ[p,q](Aj , φ)|j = 0, 1, · · · , k − 1} ≤ σ3, for any given ε > 0 and for sufficiently large r,
we have

|Aj(z)| ≤ expp+1{(σ3 + ε) logq φ(r)} (j = 0, 1, · · · , k − 1). (3.2)

By Lemma 2.1, there exists a set E1 ⊂ (1,+∞) having finite logarithmic measure such that for
all z satisfying |z| = r ̸∈ [0, 1] ∪ E1 and |f(z)| =M(r, f), we have

f (j)(z)

f(z)
=

(
vf (r)

z

)j

(1 + o(1)) (j = 1, · · · , k − 1). (3.3)

By (3.1)-(3.3), for all z satisfying |z| = r ̸∈ [0, 1] ∪ E1 and |f(z)| =M(r, f), we get(
vf (r)

r

)k

(1 + o(1)) ≤ k expp+1{(σ3 + ε) logq φ(r)}
(
vf (r)

r

)k−1

(1 + o(1)), (3.4)

by (3.4) and Lemma 2.2, there exists some α1 (1 < α1 < α) and r ≥ r0, we have

vf (r) ≤ kα1r expp+1{(σ3 + ε) logq φ(α1r)}. (3.5)

By Lemma 2.3 and the Proposition 1.6, we have σ[p+1,q](f, φ) ≤ σ3.

(ii) On the other hand, if f ̸≡ 0, (1.1) can be written

−A0 =
f (k)(z)

f(z)
+ · · ·+Aj

f (j)(z)

f(z)
+ · · ·+A1

f ′(z)

f(z)
. (3.6)

By (3.6), we get

m(r,A0) ≤
k−1∑
i=1

m(r,Aj) +
k∑

j=1

m

(
r,
f (k)

f

)
+ log k. (3.7)
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Since max{σ[p,q](Aj , φ)|j = 1, 2, · · · , k − 1} < σ3 and by Lemma 2.5, there exists a set E2 ⊂
(1,+∞) with infinite logarithmic measure such that for all z satisfying |z| = r ∈ E2, we have

lim
r→∞

logpm(r,A0)

logq φ(r)
= σ3,

m(r,Aj)

m(r,A0)
−→ 0 (r ∈ E2, j = 1, · · · , k − 1). (3.8)

By the lemma of logarithmic derivative, we have

m

(
r,
f (j)

f

)
= O{log rT (r, f)} (r /∈ E1). (3.9)

By (3.7)-(3.9), for all sufficiently large r ∈ E2 \ E1, we have

1

2
m(r,A0) ≤ O{log rT (r, f)}.

Hence by Proposition 1.6, we have σ[p+1,q](f, φ) ≥ σ3. Therefore, every solution f(z) ̸≡ 0 of (1.1)
satisfies σ[p+1,q](f, φ) = σ[p,q](A0, φ).

Proof of Theorem 1.9. Proof. If f(z) ̸≡ 0, by (1.2), we get

1

f
=

1

F

(
f (k)

f
+Ak−1

f (k−1)

f
+ · · ·+A0

)
, (3.10)

it is easy to see that if f(z) has a zero at z0 of order α (α > k), and A0, · · · , Ak−1 are analytic at
z0, then F must have a zero at z0 of order α− k, hence

n

(
r,

1

f

)
≤ kn

(
r,

1

f

)
+ n

(
r,

1

F

)
, (3.11)

and

N

(
r,

1

f

)
≤ kN

(
r,

1

f

)
+N

(
r,

1

F

)
. (3.12)

By the lemma of logarithmic derivative and (3.10), we have

m

(
r,

1

f

)
≤ m

(
r,

1

F

)
+

k−1∑
j=0

m(r,Aj) +O (log T (r, f) + log r) (r ̸∈ E1). (3.13)

By (3.12), (3.13), we get

T (r, f) ≤ kN

(
r,

1

f

)
+ T (r, F ) +

k−1∑
j=0

T (r,Aj) +O {log (rT (r, f))} (r ̸∈ E1). (3.14)
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Since max{σ[p,q](F,φ), σ[p,q](Aj , φ)|j = 0, 1, · · · , k − 1} < σ[p,q](f, φ), by Lemma 2.5, there exists
a set E3 ⊂ (1,+∞) having infinite logarithmic measure such that

max

{
T (r, F )

T (r, f)
,
T (r,Aj)

T (r, f)

}
−→ 0 (r ∈ E3, j = 0, · · · , k − 1). (3.15)

Since for all sufficiently large r, we have

log T (r, f) = o{T (r, f)}. (3.16)

By (3.14)-(3.16), for all |z| = r ∈ E3\E1, we have

(1− o(1))T (r, f) ≤ O

{
N

(
r,

1

f

)}
+O{log r}. (3.17)

By Definition 1.4 and Proposition 1.7 and (3.17), we get

σ[p,q](f, φ) ≤ λ[p,q](f, φ). (3.18)

Since σ[p,q](f, φ) ≥ λ[p,q](f, φ) ≥ λ[p,q](f, φ), and by (3.18), we have

λ[p,q](f, φ) = λ[p,q](f, φ) = σ[p,q](f, φ).

Proof of Theorem 1.10. We assume that f is a solution of (1.2). By the elementary theory of
differential equations, all the solutions of (1.2) are entire functions and have the form

f = f∗ + C1f1 + C2f2 + · · ·+ Ckfk,

where C1, · · · , Ck are complex constants, {f1, · · · , fk} is a solution base of (1.1), f∗ is a solution
of (1.2) and has the form

f∗ = D1f1 +D2f2 + · · ·+Dkfk, (3.19)

where D1, · · · , Dk are certain entire functions satisfying

D
′
j = F ·Gj(f1, · · · , fk) ·W (f1, · · · , fk)−1 (j = 1, · · · , k), (3.20)

where Gj(f1, · · · , fk) are differential polynomials in f1, · · · , fk and their derivatives with con-
stant coefficients, and W (f1, · · · , fk) is the Wronskian of f1, · · · , fk. By Theorem 1.8, we have
σ[p+1,q](fj , φ) = σ[p,q](A0, φ)(j = 1, 2, · · · , k) , then by (3.19) and (3.20), we get

σ[p+1,q](f, φ) ≤ max{σ[p+1,q](fj , φ), σ[p+1,q](F,φ)|j = 1, · · · , k} ≤ σ[p,q](A0, φ).

We affirm that (1.2) can only possess at most one exceptional solution f0 satisfying σ[p+1,q](f0, φ) <
σ[p,q](A0, φ). In fact, if f∗ is another solution satisfying σ[p+1,q](f∗, φ) < σ[p,q](A0, φ), then
σ[p+1,q](f0 − f∗, φ) < σ[p,q](A0, φ). But f0 − f∗ is a solution of (1.1), this contradicts Theorem
1.8. Then σ[p+1,q](f, φ) = σ[p,q](A0, φ) holds for all solutions of (1.2) with at most one exceptional
solution f0 satisfying σ[p+1,q](f0, φ) < σ[p,q](A0, φ). By Theorem 1.9, we get that

λ[p+1,q](f, φ) = λ[p+1,q](f, φ) = σ[p+1,q](f, φ)

holds for all solutions satisfying σ[p+1,q](f, φ) = σ[p,q](A0, φ) with at most one exceptional solution
f0 satisfying σ[p+1,q](f0, φ) < σ[p,q](A0, φ).
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Abstract

The authors introduce the concept of the generalized λφm-MT-preinvex functions and
discover a new k-fractional integral identity concerning twice differentiable preinvex mappings
defined on (φ,m)-invex set. By using this identity, we establish the right-sided new Hermite-
Hadamard type inequalities for the generalized λφm-MT-preinvex mappings via k-fractional
integrals. The new k-fractional integral inequalities are also applied to some special means.
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Riemann-Liouville fractional integrals.

1 Introduction

Let f : I ⊆ R → R be a convex mapping on the interval I of real numbers and u, v ∈ I with
u < v. Then the following well-know Hermite-Hadamard inequality holds

f

(
u+ v

2

)
≤ 1

v − u

∫ v

u

f(x)dx ≤ f(u) + f(v)

2
. (1.1)

This inequality is one of the famous results for convex functions.
Many researchers generalized and extended the inequalities (1.1) involving a variety of con-

vex functions one can see [8, 9, 12, 15, 20–22, 40, 41] and the references mentioned in these
papers.

1
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In 2013, Sarikaya et al. [32] considered the following Hermite-Hadamard type inequalities
via Riemann-Liouville fractional integrals.

Theorem 1.1 Let f : [u, v] → R be a positive function along with 0 ≤ u < v and let f ∈
L1[u, v]. Suppose f is a convex function on [u, v], then the subsequent inequalities for fractional
integrals hold:

f
(u+ v

2

)
≤ Γ(α+ 1)

2(v − u)α
[
Jαu+f(v) + Jαv−f(u)

]
≤ f(u) + f(v)

2
, (1.2)

where the symbols Jαu+f and Jαv−f denote respectively the left-sided and right-sided Riemann-
Liouville fractional integrals of the order α ∈ R+ defined by

Jαu+f(x) =
1

Γ(α)

∫ x

u

(x− t)α−1f(t)dt, u < x

and

Jαv−f(x) =
1

Γ(α)

∫ v

x

(t− x)α−1f(t)dt, x < v.

Here, Γ(α) is the gamma function and its definition is Γ(α) =
∫∞
0
e−µµα−1dµ.

Due to the wide applications of Riemann-Liouville fractional Hermite-Hadamard type in-
equalities in mathematical analysis, many researchers extended Hermite-Hadamard inequality
for different classes of convex functions. For example, see for convex mappings [7, 10, 16, 17, 29],
for m-convex mappings [37] and (s,m)-convex mappings [3], for h-preinvex mappings[13], for
harmonically convex mappings [18], for preinvex mappings [25, 31] and the references mentioned
in these papers.

Also in [4], Anastassiou presented a complete theory with respect to fractional differentiation
inequalities.

In 2012, Mubeen and Habibullah [24] introduced a new fractional integral that generalizes
the Riemann-Liouville fractional integrals.

Definition 1.1 ([24]) Let f ∈ L1[a, b], then k-Riemann-Liouville fractional integrals kJ
µ
a+f(x)

and kJ
µ
b−f(x) of order µ > 0 are defined by

kJ
µ
a+f(x) =

1

kΓk(µ)

∫ x

a

(x− t)
µ
k−1f(t)dt, (0 ≤ a < x < b)

and

kJ
µ
b−f(x) =

1

kΓk(µ)

∫ b

x

(t− x)
µ
k−1f(t)dt, (0 ≤ a < x < b),

respectively, where k > 0 and Γk(µ) is the k-gamma function given as Γk(µ) =
∫∞
0
tµ−1e−

tk

k dt.
Note that Γk(µ+ k) = µΓk(µ) and kJ

0
a+f(x) = kJ

0
b−f(x) = f(x).

The notion of k-Riemann-Liouville fractional integral is an significant extension of Riemann-
Liouville fractional integrals. It is stressed that for k 6= 1 the properties of k-Riemann-Liouville
fractional integrals are quite dissimilar from those of general Riemann-Liouville fractional in-
tegrals. For this, the k-Riemann-Liouville fractional integrals have aroused the interest of
many researchers. Properties and integral inequalities concerning this operator can refer to
[1, 2, 6, 33, 34, 38] and the references mentioned in these papers.

Let us evoke some basic definitions as follows.

2
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Definition 1.2 ([5]) A set K ⊆ Rn is said to be invex set respecting the mapping η : K×K →
Rn if x+ tη(y, x) ∈ K for any x, y ∈ K and t ∈ [0, 1].

Definition 1.3 ([39]) A function f defined on the invex set K ⊆ Rn is said to be preinvex with
respect to η, if

f
(
x+ tη(y, x)

)
≤ (1− t)f(x) + tf(y), ∀ x, y ∈ K, t ∈ [0, 1].

Definition 1.4 ([27]) Let x ∈ K ⊆ Rn and let φ : K → R be a continuous function. Then the
set K is said to be φ-convex at x respecting φ, if

x+ λeiφ(y − x) ∈ K, ∀ x, y ∈ K,λ ∈ [0, 1].

Definition 1.5 ([26]) A set K ⊆ Rn is called φ-invex at x with respect to φ(·), if there a
continuous function φ(·) : K → R and a bifunction η(·, ·) : K ×K → Rn, such that

x+ teiφη(y, x) ∈ K, ∀ x, y ∈ K, t ∈ [0, 1].

Definition 1.6 ([11]) A set K ⊆ Rn is said to be m-invex with respect to the mapping η :
K ×K × (0, 1]→ Rn for some fixed m ∈ (0, 1], if mx+ tη(y, x,m) ∈ K holds for each x, y ∈ K
and any t ∈ [0, 1].

Definition 1.7 ([27]) The function f on the φ-convex set K is said to be φ-convex with respect
to φ, if

f
(
x+ λeiφ(y − x)

)
≤ (1− λ)f(x) + λf(y), ∀ x, y ∈ K,λ ∈ [0, 1]. (1.3)

Definition 1.8 ([42]) The function f defined on the φ-invex set K ⊆ Rn is said to be φ-MT-
preinvex, if it is nonnegative and for ∀ x, y ∈ K and t ∈ (0, 1) satisfies the following inequality

f
(
x+ teiφη(y, x)

)
≤
√

1− t
2
√
t
f(x) +

√
t

2
√

1− t
f(y). (1.4)

Definition 1.9 ([28]) A function: I ⊆ R→ R is said to be m-MT-convex, if f is positive and
for ∀ x, y∈I, and t ∈ (0, 1), with m ∈ [0, 1], satisfies the following inequality

f
(
tx+m(1− t)y

)
≤

√
t

2
√

1− t
f(x) +

m
√

1− t
2
√
t

f(y). (1.5)

Definition 1.10 ([14]) A function f: I ⊆ R → R is said to be λ-MT-convex function, if f is
positve and ∀ x, y∈I, λ ∈ (0, 12 ] and t ∈ (0, 1), satisfies the following inequality

f
(
tx+ (1− t)y

)
≤

√
t

2
√

1− t
f(x) +

(1− λ)
√

1− t
2λ
√
t

f(y). (1.6)

Clearly, when choosing m = 1 and λ = 1
2 in Definition 1.9 and Definition 1.10, respectively,

the function f reduces to MT-convex function in [35]. For some significant integral inequalities
in association with MT-convex functions, one can see [19, 23, 30, 36] and the references therein.

The main purpose of this paper is to introduce the class of generalized λφm-MT-preinvex
functions on (φ,m)-invex and to prove a k-fractional integral identity. By using this identity, we
establish the right-sided new Hadamard-type inequalities for the generalized λφm-MT-preinvex
functions via k-Riemann-Liouville fractional integrals. These inequalities can be viewed as
generalization of recent results that appeared in Refs. [30] and [42].

3
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2 New definitions and a lemma

As one can see, the definitions of the φ-invex and m-invex have similar configurations. This
observation leads us to generalized these concepts. Firstly, the so-called ‘(φ,m)-invex’ may be
introduced as follows.

Definition 2.1 A set Kφm ⊆ Rn is said to be (φ,m)-invex with respect to a continuous function
φ(·) : Kφm → R and the mapping η : Kφm ×Kφm × (0, 1] → Rn, for some fixed m ∈ (0, 1], if
mx+ teiφη(y, x,m) ∈ Kφm holds for any x, y ∈ Kφm and t ∈ (0, 1).

Let us note that:
- if φ = 0, then we get the definition of an m-invex set,
- if the mapping η(y, x,m) with m = 1 reduces to η(y, x), then we obtain the definition of a
φ-invex set,
- if φ = 0 and η(y, x,m) = y −mx with m = 1, then we obtain the definition of a convex set.

Now we define the concept of generalized λφm-MT-preinvex functions.

Definition 2.2 Let Kφm ⊆ R is a (φ,m)-invex set with respect to η and φ. A function f :
Kφm → R0 is said to be generalized λφm-MT-preinvex, according to η and φ, and ∀ x, y ∈ Kφm,
t ∈ (0, 1) and λ ∈ (0, 12 ], along with some fixed m ∈ (0, 1] satisfies the coming inequality

f
(
mx+ teiφη(y, x,m)

)
≤ m(1− λ)

√
1− t

2λ
√
t

f(x) +

√
t

2
√

1− t
f(y). (2.1)

Let us note that:
- if the mapping η(y, x,m) with m = 1 degenerates into η(y, x), then we obtain the definition
of λφ-MT-preinvex function,
- if the mapping η(y, x,m) with m = 1 degenerates into η(y, x) and λ = 1

2 , then we obtain the
definition of φ-MT-preinvex function,
- if φ = 0, the mapping η(y, x,m) = y − mx, and λ = 1

2 , then we obtain the definition of
m-MT-convex function,
- if φ = 0 and the mapping η(y, x,m) = y −mx with m = 1, then we obtain the definition of
λ-MT-convex function,
- if φ = 0, the mapping η(y, x,m) = y − mx with m = 1, and λ = 1

2 , then we obtain the
definition of MT-convex function.

Before presenting our main results, we prove the following lemma.

Lemma 2.1 Let Kφm ⊆ R be a (φ,m)-invex subset respecting φ(·) and η : Kφm×Kφm×(0, 1]→
R, a, b ∈ Kφm with η(b, a,m) > 0 and some fixed m ∈ (0, 1]. Suppose that f : Kφm → R is
a twice differentiable mapping such that f ′′ ∈ L[ma,ma+ eiφη(b, a,m)], we have the following
identity via k-fractional integral with k, α > 0 holds:

Rf (α, k;φ, η,m, a, b) =

(
eiφη(b, a,m)

)2
2

∫ 1

0

1− tαk+1 − (1− t)αk+1

α
k + 1

f ′′
(
ma+ teiφη(b, a,m)

)
dt,

(2.2)

where

Rf (α, k;φ, η,m, a, b) :=
f(ma) + f

(
ma+ eiφη(b, a,m)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a,m)

)α
k

×
[
kJ

α
ma+f

(
ma+ eiφη(b, a,m)

)
+ kJ

α
(ma+eiφη(b,a,m))−f(ma)

]
.
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Proof. Set

I∗ =

(
eiφη(b, a,m)

)2
2

∫ 1

0

1− tαk+1 − (1− t)αk+1

α
k + 1

f ′′
(
ma+ teiφη(b, a,m)

)
dt.

Since a, b ∈ Kφm and Kφm is a (φ,m)-invex subset respecting φ and η, for ∀ t ∈ (0, 1), we have
ma+ teiφη(b, a,m) ∈ Kφm. Integrating by part gives, we have

I∗ =

(
eiφη(b, a,m)

)2
2

[
1− tαk+1 − (1− t)αk+1

(αk + 1)eiφη(b, a,m)
f ′
(
ma+ teiφη(b, a,m)

)∣∣∣1
0

−
∫ 1

0

−(αk + 1)t
α
k + (αk + 1)(1− t)αk

(αk + 1)eiφη(b, a,m)
f ′
(
ma+ teiφη(b, a,m)

)
dt

]
=

(
eiφη(b, a,m)

)2
2

[
t
α
k − (1− t)αk(
eiφη(b, a,m)

)2 f(ma+ teiφη(b, a,m)
)∣∣∣1

0

−
∫ 1

0

α
k t

α
k−1 + α

k (1− t)αk−1(
eiφη(b, a,m)

)2 f
(
ma+ teiφη(b, a,m)

)
dt

]

=
f(ma) + f

(
ma+ teiφη(b, a,m)

)
2

− α

2k

[ ∫ 1

0

(
t
α
k−1 + (1− t)αk−1

)
f
(
ma+ teiφη(b, a,m)

)
dt

]
.

Using the reduction formula Γk(α+ k) = αΓk(α) (α > 0), we have

α

2k

∫ 1

0

t
α
k−1f

(
ma+ teiφη(b, a,m)

)
dt =

Γk(α+ k)

2k
(
eiφη(b, a,m)

)α
k
kJ

α
(ma+eiφη(b,a,m))−f(ma)

and

α

2k

∫ 1

0

(1− t)αk−1f
(
ma+ teiφη(b, a,m)

)
dt =

Γk(α+ k)

2k
(
eiφη(b, a,m)

)α
k
kJ

α
ma+f

(
ma+ eiφη(b, a,m)

)
.

Thus, we obtain conclusion (2.2).

Remark 2.1 If we put k = 1 in Lemma 2.1, then we have:
(a) for the mapping η(b, a,m) with m = 1 reduces to η(b, a), we obtain Lemma 3.1 in [14],
(b) for α = 1 = m with the mapping η(b, a,m) reduces to η(b, a), we obtain Lemma 2.3 in [42],
(c) for φ = 0, α = 1 = m with the mapping η(b, a,m) = b−ma, we obtain Lemma 1.3 in [37].

3 Main results

Using Lemma 2.1, we now state the following theorem.

Theorem 3.1 Let Aφm ⊆ R0 be an open (φ,m)-invex subset respecting φ(·) and η : Aφm ×
Aφm × (0, 1] → R0, a, b ∈ Aφm with η(b, a,m) > 0, λ ∈ (0, 12 ] and some fixed m ∈ (0, 1]. If
f : Aφm → R is a twice differentiable mapping such that f ′′ ∈ L[ma,ma + eiφη(b, a,m)] and
|f ′′|q for q ≥ 1 is generalized λφm-MT -preinvex on Aφm and x ∈ [ma,ma+ eiφη(b, a,m)], then
we have the following inequality for k-fractional integrals with k, α > 0∣∣∣Rf (α, k;φ, η,m, a, b)

∣∣∣
≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

[
π

4
−
√
πΓ
(
q(αk + 1) + 1

2

)
2Γ
(
q(αk + 1) + 1

) ] 1
q
{
m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q} 1

q

.

(3.1)
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Proof. Using Lemma 2.1 and the power-mean integral inequality, we obtain∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣

≤
(
eiφη(b, a,m)

)2
2

∫ 1

0

∣∣∣∣1− tαk+1 − (1− t)αk+1

α
k + 1

∣∣∣∣∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣dt

≤
(
eiφη(b, a,m)

)2
2(αk + 1)

(∫ 1

0

1dt

)1− 1
q

×

{∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)q∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt} 1

q

≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

{∫ 1

0

(
1− tq(αk+1) − (1− t)q(αk+1)

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt} 1

q

.

To prove the third inequality above, we use the following inequality(
1− (1− t)αk+1 − tαk+1

)q
≤ 1− (1− t)q(αk+1) − tq(αk+1), (3.2)

for any t ∈ (0, 1), which follows from

(A−B)q ≤ Aq −Bq,

for any A > B ≥ 0 and q ≥ 1.
Since |f ′′|q is generalized λφm-MT -preinvex on Aφm, it follows that∫ 1

0

(
1− tq(αk+1) − (1− t)q(αk+1)

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt

≤
∫ 1

0

(
1− tq(αk+1) − (1− t)q(αk+1)

){m(1− λ)
√

1− t
2λ
√
t

|f ′′(a)|q +

√
t

2
√

1− t
|f ′′(b)|q

}
dt

=
m(1− λ)

λ

{
π

4
− 1

2
β

(
q
(α
k

+ 1
)

+
1

2
,

3

2

)
− 1

2
β

(
1

2
, q
(α
k

+ 1
)

+
3

2

)}∣∣f ′′(a)
∣∣q

+

{
π

4
− 1

2
β

(
q
(α
k

+ 1
)

+
3

2
,

1

2

)
− 1

2
β

(
3

2
, q
(α
k

+ 1
)

+
1

2

)}∣∣f ′′(b)∣∣q
=

[
π

4
−
√
πΓ
(
q(αk + 1) + 1

2

)
2Γ
(
q(αk + 1) + 1

) ]{m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q}.

Here, we utilize the following fact that∫ 1

0

√
1− t
2
√
t

dt =

∫ 1

0

√
t

2
√

1− t
dt =

1

2
β
(1

2
,

3

2

)
=
π

4
,

∫ 1

0

tq(
α
k+1)+ 1

2 (1− t)− 1
2 dt = β

(
q
(α
k

+ 1
)

+
3

2
,

1

2

)
and ∫ 1

0

(1− t)q(αk+1)− 1
2 t

1
2 dt = β

(
3

2
, q
(α
k

+ 1
)

+
1

2

)
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where the beta function

β(x, y) =

∫ 1

0

tx−1(1− t)y−1dt =
Γ(x)Γ(y)

Γ(x+ y)
, ∀ x, y > 0.

Hence, the proof is completed.

We now discuss some special cases of Theorem 3.1.

Corollary 3.1 In Theorem 3.1, if q = 1, then we have∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣ ≤ k

(
eiφη(b, a,m)

)2
2(α+ k)

[
π

4
−
√
πΓ
(
α
k + 3

2

)
2Γ
(
α
k + 2

) ]{m(1− λ)

λ

∣∣f ′′(a)|+
∣∣f ′′(b)∣∣}.

Corollary 3.2 In Theorem 3.1, if we take λ = 1
2 , q = 1 and the mapping η(b, a,m) with m = 1

degenerates into η(b, a), then we have the following inequality for φ-MT-preinvex functions∣∣∣∣∣f(a) + f
(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
k
(
eiφη(b, a)

)2
2(α+ k)

[
π

4
−
√
πΓ
(
α
k + 3

2

)
2Γ
(
α
k + 2

) ]{∣∣f ′′(a)|+
∣∣f ′′(b)∣∣}.

Remark 3.1 In Corollary 3.2, if we put φ = 0 and η(b, a) = b−a, then we have the succeeding
inequality for MT-preinvex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣
≤ k(b− a)2

2(α+ k)

[
π

4
−
√
πΓ
(
α
k + 3

2

)
2Γ
(
α
k + 2

) ]{∣∣f ′′(a)|+
∣∣f ′′(b)∣∣}.

Especially if we take k = 1 and α = 1, we have∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ π(b− a)2

64

{∣∣f ′′(a)
∣∣+
∣∣f ′′(b)∣∣}.

Corollary 3.3 In Theorem 3.1, if |f ′′(x)| ≤ M , λ = 1
2 and η(b, a,m) with m = 1 degenerates

into η(b, a), then we have the forthcoming inequality for φ-MT-preinvex functions∣∣∣∣∣f(a) + f
(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
kM

(
eiφη(b, a)

)2
2(α+ k)

[
π

2
−
√
πΓ
(
q(αk + 1) + 1

2

)
Γ
(
q(αk + 1) + 1

) ] 1
q

.

Especially if we take α = 1, q = 1 and k = 1, we get∣∣∣f(a) + f(a+ eiφη(b, a))

2
− 1

eiφη(b, a)

∫ a+eiφη(b,a)

a

f(x)dx
∣∣∣ ≤ Mπ

(
eiφη(b, a)

)2
32

, (3.3)

which is the result given in [42],Theorem 2.5. Obviously, if we choose φ = 0 and η(b, a) = b− a
in (3.3), then we obtain the result given in [30],Theorem 2.1.
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Now, we are ready to prove our second theorem.

Theorem 3.2 Suppose that all the assumptions of Theorem 3.1 are satisfied, then we have the
following inequality∣∣∣Rf (α, k;φ, η,m, a, b)

∣∣∣
≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

( α

α+ 2k

)1− 1
q

[
π

4
−
√
πΓ(αk + 3

2 )

2Γ
(
α
k + 2

) ] 1
q
[
m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q] 1

q

.

(3.4)

Proof. Using Lemma 2.1 and the Hölder’s integral inequality for q ≥ 1, we get∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣

≤
(
eiφη(b, a,m)

)2
2

∫ 1

0

∣∣∣∣1− tαk+1 − (1− t)αk+1

α
k + 1

∣∣∣∣∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣dt

≤
(
eiφη(b, a,m)

)2
2(αk + 1)

{∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)
dt

}1− 1
q

×

{∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt} 1

q

=
k
(
eiφη(b, a,m)

)2
2(α+ k)

(
α

α+ 2k

)1− 1
q
{∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt} 1

q

.

By the generalized λφm-MT -preinvexity of |f ′′|q on Aφm for q ≥ 1, we have∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt

≤
∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)(m(1− λ)
√

1− t
2λ
√
t

|f ′′(a)|q +

√
t

2
√

1− t
|f ′′(b)|q

)
dt

=
m(1− λ)

λ

[
π

4
− 1

2
β
(α
k

+
3

2
,

3

2

)
− 1

2
β
(1

2
,
α

k
+

5

2

)]∣∣f ′′(a)
∣∣q

+

[
π

4
− 1

2
β
(α
k

+
5

2
,

1

2

)
− 1

2
β
(3

2
,
α

k
+

3

2

)]∣∣f ′′(b)∣∣q
=

[
π

4
−
√
πΓ(αk + 3

2 )

2Γ
(
α
k + 2

) ][m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q].

Hence, the proof is completed.
Let us discuss some special cases of Theorem 3.2.

Corollary 3.4 In Theorem 3.2, if the mapping η(b, a,m) with m = 1 degenerates into η(b, a),
then we obtain the following inequality for λφ-MT-preinvex functions∣∣∣∣∣f(a) + f

(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
k
(
eiφη(b, a)

)2
2(α+ k)

(
α

α+ 2k

)1− 1
q

[
π

4
−
√
πΓ(αk + 3

2 )

2Γ
(
α
k + 2

) ] 1
q
[

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q] 1

q

.
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Corollary 3.5 In Theorem 3.2, if φ = 0, λ = 1
2 and η(b, a,m) = b−ma with m = 1, then we

have the following inequality for MT-convex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣
≤ k(b− a)2

2(α+ k)

( α

α+ 2k

)1− 1
q

[
π

4
−
√
πΓ(αk + 3

2 )

2Γ
(
α
k + 2

) ] 1
q
[∣∣f ′′(a)|q +

∣∣f ′′(b)∣∣q] 1
q

.

Corollary 3.6 In Theorem 3.2, if |f ′′(x)| ≤ M , λ = 1
2 and η(b, a,m) with m = 1 degenerates

into η(b, a), then we have the following inequality for φ-MT-preinvex functions∣∣∣∣∣f(a) + f
(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
kM

(
eiφη(b, a)

)2
2(α+ k)

( α

α+ 2k

)1− 1
q

[
π

2
−
√
πΓ(αk + 3

2 )

Γ
(
α
k + 2

) ] 1
q

.

Especially if we take α = 1 = k, we get∣∣∣∣∣f(a) + f(a+ eiφη(b, a))

2
− 1

eiφη(b, a))

∫ a+eiφη(b,a)

a

f(x)dx

∣∣∣∣∣ ≤ M(eiφη(b, a))2

2

(
1

6

)1− 1
q
(
π

16

) 1
q

,

(3.5)

which is the result given in [42],Theorem 2.15. Clearly, if we put φ = 0 and η(b, a) = b− a in
(3.5), we obtain the result given in [30], Theorem 2.4.

A different approach leads to the following results.

Theorem 3.3 Let Aφm ⊆ R0 be an open (φ,m)-invex subset respecting φ(·) and η : Aφm ×
Aφm×(0, 1]→ R0, a, b ∈ Aφm with η(b, a,m) > 0, and let f : Aφm → R be a twice differentiable
mapping such that f ′′ ∈ L[ma,ma+ eiφη(b, a,m)]. If |f ′′|q is generalized λφm-MT -preinvex on
Aφm, λ ∈ (0, 12 ], m ∈ (0, 1], q = p

p−1 , q 6= p > 1 and x ∈ [ma,ma+ eiφη(b, a,m)], then we have
the following inequality for k-fractional integrals with k, α > 0

∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣ ≤ k

(
eiφη(b, a,m)

)2
2(α+ k)

(
p(α+ k)− k
p(α+ k) + k

) 1
p

[
π

4

(
m(1− λ)

λ

∣∣f ′′(a)
∣∣q +

∣∣f ′′(b)∣∣q)] 1
q

.

(3.6)

Proof. Using Lemma 2.1 and Hölder’s integral inequality leads to∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣

≤
(
eiφη(b, a,m)

)2
2

∫ 1

0

∣∣∣∣1− tαk+1 − (1− t)αk+1

α
k + 1

∣∣∣∣∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣dt

≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

{∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)p
dt

} 1
p
{∫ 1

0

∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt} 1

q

9
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≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

{∫ 1

0

(
1− tp(αk+1) − (1− t)p(αk+1)

)
dt

} 1
p

×

{∫ 1

0

(
m(1− λ)

√
1− t

2λ
√
t

|f ′′(a)|q +

√
t

2
√

1− t
|f ′′(b)|q

)
dt

} 1
q

=
k
(
eiφη(b, a,m)

)2
2(α+ k)

(
p(α+ k)− k
p(α+ k) + k

) 1
p

[
π

4

(
m(1− λ)

λ

∣∣f ′′(a)
∣∣q +

∣∣f ′′(b)∣∣q)] 1
q

.

To prove the third inequality above, we use the same inequality (3.2) as Theorem 3.1, the
generalized λφm-MT -preinvexity of |f ′′|q on Aφm for q > 1, and the following fact∫ 1

0

(
1− (1− t)p(αk+1) − tp(αk+1)

)
dt =

p(α+ k)− k
p(α+ k) + k

.

This ends the proof of Theorem 3.3.

Let us point out some special cases of Theorem 3.3.

Corollary 3.7 In Theorem 3.3, if the mapping η(b, a,m) with m = 1 degenerates into η(b, a)
and λ = 1

2 , then we have the following inequality for φ-MT-preinvex functions∣∣∣∣∣f(a) + f
(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
k
(
eiφη(b, a)

)2
2(α+ k)

(
p(α+ k)− k
p(α+ k) + k

) 1
p

[
π

4

(
|f ′′(a)|q + |f ′′(b)|q

)] 1
q

.

Corollary 3.8 In Theorem 3.3, if we put φ = 0 and η(b, a,m) = b−ma with m = 1, then we
have the following inequality for λ-MT-convex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣
≤ k(b− a)2

2(α+ k)

(
p(α+ k)− k
p(α+ k) + k

) 1
p

[
π

4

(
(1− λ)

λ

∣∣f ′′(a)
∣∣q +

∣∣f ′′(b)∣∣q)] 1
q

.

Especially if we take k = 1 and λ = 1
2 , we have∣∣∣∣∣f(a) + f(b)

2
− Γ(α+ 1)

2(b− a)α

[
Jαa+f(b) + Jαb−f(a)

]∣∣∣∣∣
≤ (b− a)2

2(α+ 1)

(
p(α+ 1)− 1

p(α+ 1) + 1

) 1
p
[
π

4

(∣∣f ′′(a)
∣∣q +

∣∣f ′′(b)∣∣q)] 1
q

.

Corollary 3.9 In Theorem 3.3, if |f ′′(x)| ≤ M , φ = 0, λ = 1
2 and the mapping η(b, a,m) =

b−ma with m = 1 , then we have the following inequality for MT-convex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣ ≤ kM(b− a)2

2(α+ k)

(
π

2

) 1
q
(
p(α+ k)− k
p(α+ k) + k

) 1
p

.
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Especially if we take k = 1 and α = 1, then we get∣∣∣∣f(a) + f(b)

2
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣ ≤ M(b− a)2

4

(
π

2

) 1
q
(

2p− 1

2p+ 1

) 1
p

.

Finally, we are in a position to present the following result.

Theorem 3.4 Suppose that the assumptions of Theorem 3.3 are satisfied, then we have the
following inequality∣∣∣Rf (α, k;φ, η,m, a, b)

∣∣∣
≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

[
(q − p)α− pk + k

(q − p)α+ 2qk − pk − k

] q−1
q

×

[
π

4
−
√
πΓ
(
p(αk + 1) + 1

2

)
2Γ
(
p(αk + 1) + 1

) ] 1
q
[
m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q] 1

q

.

(3.7)

Proof. Using Lemma 2.1 and Hölder’s inequality, we have∣∣∣Rf (α, k;φ, η,m, a, b)
∣∣∣

≤
(
eiφη(b, a,m)

)2
2

∫ 1

0

∣∣∣∣1− tαk+1 − (1− t)αk+1

α
k + 1

∣∣∣∣∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣dt

≤
(
eiφη(b, a,m)

)2
2(αk + 1)

[∫ 1

0

(
1− tαk+1 − (1− t)αk+1

) q−p
q−1

dt

] q−1
q

×

[∫ 1

0

(
1− tαk+1 − (1− t)αk+1

)p∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt] 1

q

≤
k
(
eiφη(b, a,m)

)2
2(α+ k)

[ ∫ 1

0

(
1− t

(α
k

+1)(q−p)
q−1 − (1− t)

(α
k

+1)(q−p)
q−1

)
dt

] q−1
q

×
[ ∫ 1

0

(
1− tp(αk+1) − (1− t)p(αk+1)

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt] 1

q

.

(3.8)

By the generalize λφm-MT -preinvexity of |f ′′|q on Aφm for q > 1, we have

∫ 1

0

(
1− tp(αk+1) − (1− t)p(αk+1)

)∣∣∣f ′′(ma+ teiφη(b, a,m)
)∣∣∣qdt

≤
∫ 1

0

(
1− tp(αk+1) − (1− t)p(αk+1)

)(m(1− λ)
√

1− t
2λ
√
t

|f ′′(a)|q +

√
t

2
√

1− t
|f ′′(b)|q

)
dt

=
m(1− λ)

λ

[
π

4
− 1

2
β

(
p
(α
k

+ 1
)

+
1

2
,

3

2

)
− 1

2
β

(
1

2
, p
(α
k

+ 1
)

+
3

2

)]∣∣f ′′(a)
∣∣q

+

[
π

4
− 1

2
β

(
p
(α
k

+ 1
)

+
3

2
,

1

2

)
− 1

2
β

(
3

2
, p
(α
k

+ 1
)

+
1

2

)]∣∣f ′′(b)∣∣q
=

[
π

4
−
√
πΓ
(
p(αk + 1) + 1

2

)
2Γ
(
p(αk + 1) + 1

) ][m(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q].

(3.9)
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Also ∫ 1

0

(
1− t

(α
k

+1)(q−p)
q−1 − (1− t)

(α
k

+1)(q−p)
q−1

)
dt =

(q − p)α− pk + k

(q − p)α+ 2qk − pk − k
. (3.10)

Utilizing (3.9) and (3.10) in (3.8), we deduce the inequality (3.7). This completes the proof of
Theorem 3.4 as well.

We next discuss some special cases of Theorem 3.4.

Corollary 3.10 In Theorem 3.4, if the mapping η(b, a,m) with m = 1 degenerates into η(b, a),
then we obtain the following inequality for λφ-MT-preinvex functions∣∣∣∣∣f(a) + f

(
a+ eiφη(b, a)

)
2

− Γk(α+ k)

2k
(
eiφη(b, a)

)α
k

[
kJ

α
a+f

(
a+ eiφη(b, a)

)
+ kJ

α
(a+eiφη(b,a))−f(a)

]∣∣∣∣∣
≤
k
(
eiφη(b, a)

)2
2(α+ k)

[
(q − p)α− pk + k

(q − p)α+ 2qk − pk − k

] q−1
q

×

[
π

4
−
√
πΓ
(
p(αk + 1) + 1

2

)
2Γ
(
p(αk + 1) + 1

) ] 1
q
[

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q] 1

q

.

Corollary 3.11 In Theorem 3.4, if we put φ = 0 and η(b, a,m) = b−ma with m = 1, then we
obtain the following inequality for λ-MT-convex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣
≤ k(b− a)2

2(α+ k)

[
(q − p)α− pk + k

(q − p)α+ 2qk − pk − k

] q−1
q

×

[
π

4
−
√
πΓ
(
p(αk + 1) + 1

2

)
2Γ
(
p(αk + 1) + 1

) ] 1
q
[

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q] 1

q

.

Especially if we take k = 1 and λ = 1
2 , then we have the following inequality for MT-convex

functions∣∣∣∣∣f(a) + f(b)

2
− Γ(α+ 1)

2(b− a)α

[
Jαa+f(b) + Jαb−f(a)

]∣∣∣∣∣
≤ (b− a)2

2(α+ 1)

[
(q − p)α− p+ 1

(q − p)α+ 2q − p− 1

] q−1
q

[
π

4
−
√
πΓ
(
p(α+ 1) + 1

2

)
2Γ
(
p(α+ 1) + 1

) ] 1
q
[∣∣f ′′(a)|q +

∣∣f ′′(b)∣∣q] 1
q

.

Corollary 3.12 In Theorem 3.4, if |f ′′(x)| ≤ M , φ = 0, λ = 1
2 and the mapping η(b, a,m) =

b−ma with m = 1 , then we have the following inequality for MT-convex functions∣∣∣∣∣f(a) + f(b)

2
− Γk(α+ k)

2k(b− a)
α
k

[
kJ

α
a+f(b) + kJ

α
b−f(a)

]∣∣∣∣∣
≤ kM(b− a)2

2(α+ k)

[
(q − p)α− pk + k

(q − p)α+ 2qk − pk − k

] q−1
q
[
π

2
−
√
πΓ
(
p(αk + 1) + 1

2

)
Γ
(
p(αk + 1) + 1

) ] 1
q

.
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4 Applications to special means

We begin this section by considering some particular means for two positive real numbers a, b
and for this purpose we recall the following well-known means:

Arithmetic mean: A := A(a, b) = a+b
2 ,

Geometric mean: G := G(a, b) =
√
ab,

Harmonic mean: H := H(a, b) = 2ab
a+b ,

Power mean: Pr := Pr(a, b) =
(
ar+br

2

) 1
r

, r ≥ 1,

Identric mean: = I(a, b) =

 1
e

(
bb

aa

) 1
b−a

, a 6= b,

a, a = b,

Logarthmic mean: L(a, b) =

{
b−a

ln b−ln a , a 6= b,

a, a = b,

and

Generalized mean: Lp := Lp(a, b) =


[
bp+1−ap+1

(p+1)(b−a)

] 1
p

, p 6= 0,−1, and a 6= b,

L(a, b), p = −1 and a 6= b,
I(a, b), p = 0 and a 6= b,
a, a = b.

Clearly, Lp is monotonic nondecreasing over p ∈ R, with L−1 := L and L0 := I. In partic-
ular, we have H ≤ G ≤ L ≤ I ≤ A.

Let 0 < a < b, λ ∈ (0, 12 ] and let M := M(a, b) : [a+ η(b, a)]× [a, a+ η(b, a)]→ R+, which
is one of the above mentioned means, one can obtain various inequalities for these means.

Now, if η(b, a,m) with m=1 degenerates into η(b, a) and η(b, a) := M(b, a), for φ = 0 in
(3.1), (3.4), (3.6) and (3.7), we have the following interesting inequalities concerning the above
means

∣∣∣Rf (α, k; 0, η, 1, a, b)
∣∣∣ ≤ kM2

2(α+ k)

[
π

4
−
√
πΓ
(
q(αk + 1) + 1

2

)
2Γ
(
q(αk + 1) + 1

) ] 1
q
{

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q} 1

q

,

(4.1)

∣∣∣Rf (α, k; 0, η, 1, a, b)
∣∣∣ ≤ kM2

2(α+ k)

( α

α+ 2k

)1− 1
q

[
π

4
−
√
πΓ(αk + 3

2 )

2Γ
(
α
k + 2

) ] 1
q
{

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q} 1

q

,

(4.2)

∣∣∣Rf (α, k; 0, η, 1, a, b)
∣∣∣ ≤ kM2

2(α+ k)

(
p(α+ k)− k
p(α+ k) + k

) 1
p

{
π

4

(
(1− λ)

λ

∣∣f ′′(a)
∣∣q +

∣∣f ′′(b)∣∣q)} 1
q

(4.3)
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and∣∣∣Rf (α, k; 0, η, 1, a, b)
∣∣∣ ≤ kM2

2(α+ k)

{
(q − p)α− pk + k

(q − p)α+ 2qk − pk − k

} q−1
q

×

[
π

4
−
√
πΓ
(
p(αk + 1) + 1

2

)
2Γ
(
p(αk + 1) + 1

) ] 1
q
{

(1− λ)

λ

∣∣f ′′(a)|q +
∣∣f ′′(b)∣∣q} 1

q

,

(4.4)

where ∣∣∣Rf (α, k; 0, η, 1, a, b)
∣∣∣ =

f(a) + f
(
a+M(a, b)

)
2

− Γk(α+ k)

2kM
α
k (a, b)

×
[
kJ

α
a+f

(
a+M(b, a)

)
+ kJ

α
(a+M(b,a))−f(a)

]
.

Letting M = A, G, H, Pr, I, L, Lp in (4.1), (4.2), (4.3) and (4.4), we also get the required
inequalities, and the more details are left to the reader to explore.
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Some generalizations of operator inequalities for positive linear
map

Chaojun Yang and Fangyan Lu∗

Abstract:

We generalize some inequalities for positive unital linear map as follows: Let A, B be
positive operators on a Hilbert space with 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤ M . Then for
every positive unital linear map Φ, µ ∈ [0, 1] and p > 0,

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αpΦp(A]µB)

and

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αp(Φ(A)]µΦ(B))p

where r = min {µ, 1− µ}, h′ = M ′

m′ and α = max

{
(M+m)2

4MmK(
√
h′,2)R

, (M+m)2

4
2
pMmK(

√
h′,2)R

}
. Fur-

thermore, we give a squaring reversed Karcher mean inequality involving positive linear map.

1. Introduction

Through this paper, let m,m′,M,M ′ be scalars. Other capital letters denote general elements of
the C∗-algebra B(H) of all bounded linear operators on a complex separable Hilbert space (H, 〈·, ·〉).
The Kantorovich constant is defined by K(h, 2) = (h+1)2

4h for h > 0. We write A ≥ 0(A > 0) to
mean the self-adjoint operator A is positive( strictly positive). The partial order A ≤ B is defined
as B −A ≥ 0.

For each µ ∈ [0, 1], the weighted arithmetic mean ∇µ and weight geometric mean ]µ for strictly
positive operator A and B are defined below:

A∇µB = (1− µ)A+ µB and A]µB = A
1
2 (A

−1
2 BA

−1
2 )µA

1
2 .

When µ = 1
2 we write A∇B and A]B for brevity, respectively.

A linear map Φ : B(H) → B(H) is called positive (strictly positive) if Φ(A) ≥ 0 (Φ(A) > 0)
whenever A ≥ 0 (A > 0), and Φ is said to be unital if Φ(I) = I.

The arithmetic-geometric mean for positive operator A and B states
A+B
2 ≥ A]B.

In [8], Lin give a reversed arithmetic-geometric mean inequality involving a positive linear map

Φ(A+B2 ) ≤ (M+m)2

4Mm Φ(A]B) (1)

where 0 < m ≤ A,B ≤M and Φ is a positive unital linear map.

∗ Corresponding author.
2010 Mathematics Subject Classification. Primary 47A63 ; Secondary 47B20
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It is well known that tα is operator monotone function on [0,∞) if and only if α ∈ [0, 1]. Since t2

is not an operator monotone function, we can not obtain A2 ≥ B2 directly by A ≥ B ≥ 0. However
Lin [8] gave a p-th powering(0 < p ≤ 2) of inequality (1), namely the inequality

Φp(A+B2 ) ≤
(

(M+m)2

4
2
pMm

)p
Φp(A]B) (2)

and

Φp(A+B2 ) ≤
(

(M+m)2

4
2
pMm

)p
(Φ(A)]Φ(B))p (3)

where 0 < m ≤ A,B ≤M and Φ is a positive unital linear map.
In [6], the authors extend (2) and (3) to p > 2, which states

Φp(A+B2 ) ≤
(

(M+m)2

4
2
pMm

)p
Φp(A]B) (4)

and

Φp(A+B2 ) ≤
(

(M+m)2

4
2
pMm

)p
(Φ(A)]Φ(B))p (5)

where 0 < m ≤ A,B ≤M and Φ is a positive unital linear map.
Recently the author in [4] gives inequalities that generalize the inequalities (2) to (5) and state

as follows

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αpΦp(A]µB) (6)

and

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αp(Φ(A)]µΦ(B))p (7)

where 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤ M , Φ be a positive unital linear map on B(H), µ ∈ [0, 1],

p > 0, r = min {µ, 1− µ} and α = max

{
(M+m)2

4Mm , (M+m)2

4
2
pMm

}
.

The ω−weighted Karcher mean Λ(ω;A1, . . . , An)(orΛ(ω;A)) of A1, · · · , An > 0 is defined to be
the unique positive definite solution of equation

n∑
i=1

ωilog(X−
1
2AiX

− 1
2 ) = 0,

where ω = (w1 , . . . ,wn) is a probability vector. Next we cite some basic properties of the Karcher
mean as follows, for more details about Karcher mean, see[7].

Proposition 1.1. [7] The Karcher mean satisfies the following properties:

(i) (consistency with scalars) Λ(ω;A) = Aω1
1 · · ·Aωn

n if the Ai is commute.

(ii) (self duality) Λ(ω;A−11 , · · · , A−1n )−1 = Λ(ω;A1, · · · , An).

(iii) (AGH weighted mean inequalities) (
∑n

i=1 ωiA
−1
i )−1 ≤ Λ(ω;A1, · · · , An) ≤

∑n
i=1 ωiAi.

(iv) Φ(Λ(ω;A)) ≤ Λ(ω; Φ(A)) for any positive unital linear map Φ.

(v) (monotonicity) If Bi ≤ Ai for all 1 ≤ i ≤ n, then Λ(ω;B) ≤ Λ(ω;A).

As mentioned in the abstract, we shall give refinements of inequalities (6) and (7), along with
presenting a reversed Karcher mean inequality related to (iv) in Proposition 1.1 and a squaring
version thereafter.

2. Main Results
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Lemma 2.1.( Choi inequality.) [5] Let Φ be a unital positive linear map, then
(i) when A > 0 and −1 ≤ p ≤ 0, then Φ(A)p ≤ Φ(Ap), in particular,Φ(A)−1 ≤ Φ(A−1);
(ii) when A ≥ 0 and 0 ≤ p ≤ 1, then Φ(A)p ≥ Φ(Ap);
(iii) when A ≥ 0 and 1 ≤ p ≤ 2, then Φ(A)p ≤ Φ(Ap).

Lemma 2.2. [1] Let Φ be a unital positive linear map and A,B be positive operators. Then for
α ∈ [0, 1]

Φ(A]αB) ≤ Φ(A)]αΦ(B).

Lemma 2.3. [3] Let A,B ≥ 0. Then the following norm inequality holds:

‖AB‖≤ 1
4‖A+B‖2.

Lemma 2.4. [2] Let A,B ≥ 0. Then for 1 ≤ r < +∞,

‖Ar +Br‖≤ ‖(A+B)r‖.

Lemma 2.5. [5] (L-H inequality) If 0 ≤ α ≤ 1, A,B ≥ 0 and A ≥ B, then Aα ≥ Bα .

Lemma 2.6. [9] For two operators A,B ≥ 0 and 1 < h ≤ A−
1
2BA−

1
2 ≤ h′ or 0 < h′ ≤ A−

1
2BA−

1
2 ≤

h < 1, we have

A∇µB − 2r(A∇B −A]B) ≥ K(
√
h, 2)RA]µB

for all µ ∈ [0, 1], where r = min {µ, 1− µ} and R = min {2r, 1− 2r}.

Lemma 2.7. Let 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤M , then

A−1∇µB−1 − 2r(A−1∇B−1 −A−1]B−1) ≥ K(
√
h′, 2)RA−1]µB

−1

for all µ ∈ [0, 1], where r = min {µ, 1− µ}, h′ = M ′

m′ and R = min {2r, 1− 2r}.

Proof. Since 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤ M , we have 0 < m
M ≤ (A−1)−

1
2 (B−1)(A−1)−

1
2 ≤

m′
M ′ < 1. Thus by Lemma 2.6 we have

A−1∇µB−1 − 2r(A−1∇B−1 −A−1]B−1) ≥ K(
√
h′, 2)RA−1]µB

−1

where K(
√
h′, 2) = K(

√
1
h′ , 2).

Theorem 2.8. Let 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤M , Φ be a positive unital linear map on B(H),
µ ∈ [0, 1] and p > 0, we have

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αpΦp(A]µB) (8)

and

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ αp(Φ(A)]µΦ(B))p (9)
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where r = min {µ, 1− µ}, h′ = M ′

m′ and α = max

{
(M+m)2

4MmK(
√
h′,2)R

, (M+m)2

4
2
pMmK(

√
h′,2)R

}
.

Proof. By < m ≤ A ≤ m′ < M ′ ≤ B ≤M we have

A+MmA−1 ≤M +m and B +MmB−1 ≤M +m.

Thus we have

(1− µ)A+ (1− µ)MmA−1 ≤ (1− µ)(M +m) and µB + µMmB−1 ≤ µ(M +m). (10)

By (10) we obtain

A∇µB +MmA−1∇µB−1 ≤M +m. (11)

By Lemma 2.7 we have

A−1∇µB−1 − 2r(A−1∇B−1 −A−1]B−1) ≥ K(
√
h′, 2)RA−1]µB

−1 (12)

Compute

||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))K(
√
h′, 2)RMmΦ−1(A]µB)||

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMmΦ−1(A]µB)||2

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RΦ((A]µB)−1)||2

= 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RΦ(A−1]µB

−1)||2

= 1
4 ||Φ(A∇µB) +MmΦ(2r(A−1∇B−1 −A−1]B−1) +K(

√
h′, 2)R(A−1]µB

−1))||2

≤ 1
4 ||Φ(A∇µB) +MmΦ(A−1∇µB−1)||2,

≤ 1
4(M +m)2

where the first inequality is derived by Lemma 2.3, the second one is derived by Lemma 2.1, the
third one is derived by (12) and the last one is derived by (11).

Therefore

||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))Φ−1(A]µB)|| ≤ (M+m)2

4MmK(
√
h′,2)R

.

Hence

Φ2(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ ( (M+m)2

4MmK(
√
h′,2)R

)2Φ2(A]µB).

If 0 < p ≤ 2, then 0 < p
2 ≤ 1. Therefore by the L-H inequality we get

Φp(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) ≤ ( (M+m)2

4MmK(
√
h′,2)R

)pΦp(A]µB).

Now we obtain inequality (8) for 0 < p ≤ 2.

Next we prove (9) for 0 < p ≤ 2. Through
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||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))K(
√
h′, 2)RMm(Φ(A)]µΦ(B))−1||

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMm(Φ(A)]µΦ(B))−1||2

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RΦ(A]µB)−1||2

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RΦ(A−1]µB

−1)||2

= 1
4 ||Φ(A∇µB) +MmΦ(2r(A−1∇B−1 −A−1]B−1) +K(

√
h′, 2)R(A−1]µB

−1))||2

≤ 1
4 ||Φ(A∇µB) +MmΦ(A−1∇µB−1)||2,

≤ 1
4(M +m)2

where the second inequality is obtained by Lemma 2.2. Hence we get inequality (9) for 0 < p ≤ 2.

Next, put p > 2. We can obtain

(K(
√
h′, 2)RMm)

p
2 ||Φ

p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))Φ−

p
2 (A]µB)||

= ||Φ
p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))(K(

√
h′, 2)RMm)

p
2 Φ−

p
2 (A]µB)||

≤ 1
4 ||Φ

p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) + (K(

√
h′, 2)RMm)

p
2 Φ−

p
2 (A]µB)||2

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMmΦ−1(A]µB)||p

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMmΦ(A−1]µB

−1)||p

= 1
4 ||Φ(A∇µB) +MmΦ(2r(A−1∇B−1 −A−1]B−1) +K(

√
h′, 2)R(A−1]µB

−1))||p

≤ 1
4 ||Φ(A∇µB) +MmΦ(A−1∇µB−1)||p,

≤ 1
4(M +m)p

where the second inequality is obtained by Lemma 2.4.

Therefore, we get inequality (8) for p > 2. Likewise, we have

(K(
√
h′, 2)RMm)

p
2 ||Φ

p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))(Φ(A)]µΦ(B))−

p
2 ||

= ||Φ
p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))(K(

√
h′, 2)RMm)

p
2 (Φ(A)]µΦ(B))−

p
2 ||

≤ 1
4 ||Φ

p
2 (A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) + (K(

√
h′, 2)RMm)

p
2 (Φ(A)]µΦ(B))−

p
2 ||2

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMm(Φ(A)]µΦ(B))−1||p

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMmΦ(A]µB)−1||p

≤ 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RMmΦ((A]µB)−1)||p

= 1
4 ||Φ(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1)) +K(

√
h′, 2)RΦ(A−1]µB

−1)||p

= 1
4 ||Φ(A∇µB) +MmΦ(2r(A−1∇B−1 −A−1]B−1) +K(

√
h′, 2)R(A−1]µB

−1))||p

≤ 1
4 ||Φ(A∇µB) +MmΦ(A−1∇µB−1)||p,

≤ 1
4(M +m)p.

Remark 2.9. Since (M+m)2

4MmK(
√
h′,2)R

≤ (M+m)2

4Mm and (M+m)2

4
2
pMmK(

√
h′,2)R

≤ (M+m)2

4
2
pMm

, so under a stronger

condition as Theorem 2.8, we see (8) and (9) are refinements of (6) and (7), respectively.

Corollary 2.10. Let 0 < m ≤ A ≤ m′ < M ′ ≤ B ≤M , µ ∈ [0, 1] and p > 0, we have
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(A∇µB + 2rMm(A−1∇B−1 −A−1]B−1))p ≤ αp(A]µB)p

where r = min {µ, 1− µ}, h′ = M ′

m′ and α = max

{
(M+m)2

4MmK(
√
h′,2)R

, (M+m)2

4
2
pMmK(

√
h′,2)R

}
.

Proof. Put Φ(A) = A for all A ∈B(H) in Theorem 2.3, we then get the desired result.

Theorem 2.11. Let Φ be a strictly unital positive linear map, 0 < m ≤ Ai ≤ M for i = 1, · · ·n,
ω = (ω1, · · · , ωn) be a probability vector, t ∈ [−1, 0). Then we have

Λ(ω; Φ(A)) ≤ (m+M)2

4mM Φ(Λ(ω;A)). (13)

Proof. By Proposition 1.1 and 0 < m ≤ Ai ≤M we have
n∑
i=1

ωiAi +Mm(
n∑
i=1

ωiA
−1
i ) ≤M +m.

First we show

(
n∑
i=1

ωiAi)
2 ≤ ( (m+M)2

4mM )2(
n∑
i=1

ωiA
−1
i )−2.

This inequality equals to

‖
n∑
i=1

ωiAi

n∑
i=1

ωiA
−1
i ‖≤

(M +m)2

4Mm
.

Note that

‖(
n∑
i=1

ωiAi)Mm(
n∑
i=1

ωiA
−1
i )‖

≤ 1
4‖

n∑
i=1

ωiAi +Mm(
n∑
i=1

ωiA
−1
i )‖2

≤ 1
4(M +m)2.

Use Lemma 2.5 we get
n∑
i=1

ωiAi ≤ (m+M)2

4mM (
n∑
i=1

ωiA
−1
i )−1. (14)

Thus by Proposition 1.1 and (14) we get

Λ(ω; Φ(A)) ≤
n∑
i=1

ωiΦ(Ai) = Φ(
n∑
i=1

ωiAi) ≤
(m+M)2

4mM
Φ((

n∑
i=1

ωiA
−1
i )−1) ≤ (m+M)2

4mM
Φ(Λ(ω;A)).

Remark 2.12. Since Φ(Λ(ω;A)) ≤ Λ(ω; Φ(A)) for any positive unital linear map, we get a reversed
version of this inequality by Theorem 2.11.

Next we give a squaring version of inequality (13).

Theorem 2.13. Suppose all the assumptions of Theorem 2.11 be satisfied. Then

(Λ(ω; Φ(A)))2 ≤ ψΦ2(Λ(ω;A))
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where ψ =


K(M

m
,2)2(M+m)2

4Mm for m ≤ t0
K(M

m
,2)(M+m)−M

m for m ≥ t0
, t0 = 2Mm

K(M
m
,2)(M+m)

and K(Mm , 2) = (M+m)2

4Mm .

Proof. According to the assumption one can see that

m ≤ Φ(Λ(ω;A)) ≤M (15)

and

m ≤ Λ(ω; Φ(A)) ≤M (16)

inequality (15) implies

Φ2(Λ(ω;A)) ≤ (M +m)Φ(Λ(ω;A))−Mm,

and inequality (16) give us

Λ2(ω; Φ(A)) ≤ (M +m)Λ(ω; Φ(A))−Mm.

Hence
Φ−1(Λ(ω;A))Λ2(ω; Φ(A))Φ−1(Λ(ω;A))

≤ Φ−1(Λ(ω;A))((M +m)Λ(ω; Φ(A))−Mm)Φ−1(Λ(ω;A))

≤ (K(Mm , 2)(M +m)Φ(Λ(ω;A))−Mm)Φ−2(Λ(ω;A))

(17)

where the second inequality is derived by Theorem 2.11.

Consider the real function f(t) on (0,∞) defined as

f(t) =
K(M

m
,2)(M+m)t−Mm

t2
.

As a matter of fact, the inequality (17) implies that

Φ−1(Λ(ω;A))Λ2(ω; Φ(A))Φ−1(Λ(ω;A)) ≤ max
m≤t≤M

f(t).

Notice that

f(m) ≥ f(M)

and

f ′(t) =
2Mm−K(M

m
,2)(M+m)t

t3
.

The function has an maximum point on

t0 = 2Mm
K(M

m
,2)(M+m)

with the maximum value

f(t0) =
K(M

m
,2)2(M+m)2

4Mm .

Whence

max
m≤t≤M

f(t) =

{
f(t0) for m ≤ t0
f(m) for m ≥ t0.
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Notice that

f(m) =
K(M

m
,2)(M+m)−M

m .

This completes the proof.
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Abstract: In this paper, the notions of locally and globally small Riemann sums modifications with respect to

a fuzzy-number-valued functions in En are introduced and studied. The basic properties and characterizations are

presented. In particular, it is proved that a fuzzy-number-valued functions in En is Henstock (H) integrable on [a, b]

if and only if it has (LSRS), and also it is proved that a fuzzy-number-valued functions in En is Henstock (H)

integrable on [a, b] if and only if it has (GSRS).
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Globally small Riemann sums (GSRS).

1 Introduction

Since the concept of fuzzy sets was firstly introduced by Zadeh in 1965 [12], it has been studied extensively from

many different aspects of the theory and applications, such as fuzzy topology, fuzzy analysis, fuzzy decision making

and fuzzy logic, information science and so on.

The locally and globally small Riemann sums have been introduced by many authors from different points of

views including [2, 3, 5, 6, 8, 9]. In 1986, Schurle characterized the Lebesgue integral in (LSRS) (locally small

Riemann sums) property [8]. The (LSRS) property has been used to characterized the Perron (P ) integral on [a, b]

[9]. By considering the equivalency between the (P ) integral and the Henstock-Kurzweil (HK) integral, the (LSRS)

property has been used to characterized the (HK) integral on [a, b] [6].

The (LSRS) property brought a research to have global characterization on the Riemann sums of an (HK)

integrable function on [a, b]. This research has been done by considering the following fact: Every (HK) integrable

function on [a, b] is measurable, however, there is no guarantee the boundedness of the function. A measurable

function f is (HK) integrable on [a, b] depends on it behaves on the set of x in which |f(x)| is large, i.e. |f(x)| ≥ N
for some N . This fact has been characterized in (GSRS) (globally small Riemann sums) property [6]. The (GSRS)

property involves one characteristic of the primitive of an (HK) integrable function. That is the primitive of the

(HK) integral on [a, b] is ACG∗ (generalized strongly absolutely continuous) on [a, b]. This is not a simple concept. In

2015, Indrati [5] introduced a countably Lipschitz condition of a function which is simpler than the ACG∗, and proved

that the (HK) integrable function or it,s primitive could be characterized in countably Lipschitz condition. Also,

by considering the characterization of the (HK) integral in the (GSRS) property, it showed that the relationship

between (GSRS) property and countably Lipschitz condition of an (HK) integrable function on [a, b].

In 2018, Hamid et al. [2] investigated locally and globally small Riemann sums for fuzzy-number-valued functions

and proved two main theorems: (1) A fuzzy-number-valued functions f̃(x) is Henstock integrable on [a, b] if and only

if f̃(x) has (LSRS). (2) A fuzzy-number-valued functions f̃(x) is Henstock integrable on [a, b] if and only if f̃(x) has

(GSRS).

∗Corresponding author. Tel.: +8613218977118. E-mail address: muawya.ebrahim@gmail.com, mowia-84@hotmail.com

(M.E. Hamid).
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In this paper, we generalize locally and globally small Riemann sums from fuzzy-valued functions to n-dimensional

fuzzy-numbers by means of support function. The notions of locally small Riemann sums for n-dimensional fuzzy-

number-valued functions are presented and discussed. Finally, we provide a characterizations of globally small

Riemann sums in n-dimensional fuzzy-number-valued functions.

The rest of this paper is organized as follows, in Section 2 we shall review the relevant concepts and properties

of fuzzy-number-valued functions in En and the definition of Henstock integrals for fuzzy-number-valued functions

in En. Section 3 is devoted to discussing the support function characterizations of locally small Riemann sums and

Henstock integral for fuzzy-number-valued functions in En. In section 4 we shall investigate the support function

characterizations of globally small Riemann sums and Henstock integral for fuzzy-number-valued functions in En.

The last section provides the Conclusions.

2 Preliminaries

In this paper the close interval [a, b] denotes a compact interval on R. The set of intervals-point
{

([a1, b1], ξ1),

([a2, b2], ξ2), · · · , ([ak, bk], ξk)
}

is called a division of [a, b] that is ξ1, ξ2, · · · , ξk ∈ [a, b], intervals [a1, b1], [a2, b2], · · · , [ak, bk]

are non-intersect and
k⋃
i=1

[ai, bi] = [a, b].Marking the division of [a, b] as P =
{

([a1, b1], ξ1), ([a2, b2], ξ2), · · · , ([ak, bk], ξk)
}
,

shortening as P =
{

[u, v]; ξ
}

[7].

Definition 2.1 [4, 6] Let δ : [a, b]→ R+ be a positive real-valued function. P = {[xi−1, xi]; ξi} is said to be a δ-fine

division, if the following conditions are satisfied:

(1) a = x0 < x1 < x2 < ... < xn = b;

(2) ξi ∈ [xi−1, xi] ⊂ (ξi − δ(ξi), ξi + δ(ξi))(i = 1, 2, · · · , n).

For brevity, we write P = {[u, v]; ξ}, where [u, v] denotes a typical interval in P and ξ is the associated point of

[u, v].

Definition 2.2 [11] En is said to be a fuzzy number space if En = {u : Rn → [0, 1] : u satisfies (1)-(4) below}:
(1) u is normal, i.e., there exists a x0 ∈ Rn such that u(x0) = 1;

(2) u is a convex fuzzy set, i.e., u(rx+ (1− r)y) > min(u(x), u(y)), x, y ∈ Rn, r ∈ [0, 1];

(3) u is upper semi-continuous;

(4) [u]0 = {x ∈ Rn : u(x) > 0} is compact, for 0 < r ≤ 1, denote [u]r = {x : x ∈ Rn and u(x) > r}, [u]0 =⋃
r∈(0,1][u]r.

Form (1)-(4), it follows that for any u ∈ En and r ∈ [0, 1] the r−level set [u]r is a compact convex set. For any

u, v ∈ En

D(u, v) = sup
r∈[0,1]

d([u]r, [v]r), (2.1)

where d is Hausdorff metric. It is well known that (En, d) is an metric space [11]. The norm of fuzzy number u ∈ En

is defined by

‖u‖ = D(u, 0̃) = sup
α∈[u]0

|α|, (2.2)

where the ‖ · ‖ is norm on En, 0̃ is fuzzy number on En and 0̃ = χ{0}.

Definition 2.3 [11] For A ∈ Pk(Rn), x ∈ Sn−1, define the support function of A as σ(x,A) = sup
y∈A
〈y, x〉, whereSn−1

is the unit sphere of Rn, i.e., Sn−1 = {x ∈ Rn : ‖x‖ = 1}, 〈·, ·〉 is the inner product in Rn.

Definition 2.4 [10] A fuzzy-number-valued function f̃ : [a, b] → En is said to be Henstock integrable to Ã ∈ En if

for every ε > 0, there is a function δ(t) > 0 such that for any δ-fine division P = {[u, v]; ξ} of [a, b], we have

D
(∑

f̃(ξ)(v − u), Ã
)
< ε, (2.3)

where the sum
∑

is understood to be over P and we write (FH)
b∫
a

f̃(t)dt = Ã , and f̃(t) ∈ FH[a, b].
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Lemma 2.1 [11] If u, v ∈ En, k ∈ R, for any r ∈ [0, 1], we have

[u+ v]r = [u]r + [v]r, [ku]r = k[u]r. (2.4)

Lemma 2.2 [11] Suppose u ∈ En, then

(1) u∗(r, x+ y) ≤ u∗(r, x) + u∗(r, y),

(2) if u, v ∈ En, r ∈ [0, 1], then

d([u]r, [v]r) = sup
x∈Sn−1

|u∗(r, x)− v∗(r, x)|, (2.5)

(3) (u+ v)∗(r, x) = u∗(r, x) + v∗(r, x),

(4) (ku)∗(r, x) = ku∗(r, x), k ≥ 0.

Lemma 2.3 [1, 11] Given u, v ∈ En the distance D : En×En → [0,+∞) between u and v is defined by the equation

D(u, v) = sup
r∈[0,1]

d([u]r, [v]r), then

(1) (En, D) is a complete metric space,

(2) D(u+ w, v + w) = D(u, v),

(3) D(u+ v, w + e) 6 D(u,w) +D(v, e),

(4) D(ku, kv) = |k|D(u, v), k ∈ R,

(5) D(u+ v, 0̃) 6 D(u, 0̃) +D(v, 0̃),

(6) D(u+ v, w) 6 D(u,w) +D(v, 0̃).

Where u, v, w, e, 0̃ ∈ En, 0̃ = X({0}).

Lemma 2.4 [1] If f̃ : [a, b]→ En, then the following statements are equivalent:

(1) f̃ is (FH) integrable.

(2) f∗(ξ)(r, x) is (RH) integrable for any r ∈ [0, 1] uniformly, i.e., for every ε > 0 there is a δ(ξ) > 0 which is

independent of r ∈ [0, 1], such that for any δ-fine division P = {[u, v]; ξ} and r ∈ [0, 1] we have

|
∑

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε. (2.6)

3 Support function characterizations of locally small Riemann

sums and Henstock integral for fuzzy-number-valued functions

in En

In this section, we define the locally small Riemann sums for fuzzy-number-valued functions in n-dimensional and

investigate their properties. We star with the following definition.

Definition 3.1 A fuzzy-number-valued function f̃ : [a, b] → En is said to be have locally small Riemann sums or

(LSRS) if for every ε > 0 there is a δ(ξ) > 0 such that for every t ∈ [a, b], we have

||
∑

f̃(ξ)(v − u)||En < ε, (3.1)

whenever P = {[u, v]; ξ} is a δ-fine division of an interval C ⊂ (t− δ(t), t+ δ(t)), t ∈ C and Σ sums over P . (Where

C = [y, z]).

The following Theorem 3.1 shows that f̃ has (LSRS) is equal to the type of it,s support functions.

Theorem 3.1 Let f̃ : [a, b]→ En be a fuzzy-number-valued function, the support-function-wise f∗(ξ)(r, x) of f̃ has

locally small Riemann sums or (LSRS) if and only if for every ε > 0, there is a δ(ξ) > 0 such that for every t ∈ [a, b],

we have

|
∑

f∗(ξ)(r, x)(v − u)| < ε, (3.2)

uniformly for any r ∈ [0, 1] and x ∈ Sn−1, whenever P = {[u, v]; ξ} is a δ-fine division of an interval C ⊂ (t− δ(t), t+

δ(t)), t ∈ C and Σ sums over P.
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Proof Let 0̃ ∈ En denote the (FH) integral of f̃ on [a, b]. Given ε > 0 there is a δ(ξ) > 0 such that for any δ-fine

division P = {[u, v]; ξ} of [a, b], we have

D(
∑

f̃(ξ)(v − u), 0̃) < ε. (3.3)

That is

sup
r∈[0,1]

d([
∑

f̃(ξ)(v − u)]r, ˜[0]
r
) < ε. (3.4)

By Lemma 2.2 we have

sup
r∈[0,1]

sup
x∈Sn−1

|(
∑

f̃(ξ)(v − u))∗(r, x)− σ(x, 0)| < ε. (3.5)

Furthermore, by σ(x,A) = sup
y∈A
〈y, x〉, we have

sup
r∈[0,1]

sup
x∈Sn−1

|
∑

f∗(ξ)(r, x)(v − u)− σ(x, 0)| < ε. (3.6)

Hence, for any r ∈ [0, 1], x ∈ Sn−1 and for any δ-fine division P we have

|
∑

f∗(ξ)(r, x)(v − u)| < ε. (3.7)

Where σ(x, 0) = 0.

This completes the proof. �

Lemma 3.1 (Henstock Lemma). Let f̃ : [a, b] → En be a fuzzy-number-valued function and Henstock integrable

to Ã. Then, the support-function-wise f∗(ξ)(r, x) of f̃ on [a, b] is Henstock integrable to A∗(r, x) uniformly for any

r ∈ [0, 1], x ∈ Sn−1 and Ã ∈ En , i.e., for every ε > 0 there is a positive function δ(ξ) > 0, for δ-fine division

P = {[u, v]; ξ} of [a, b] and for any x ∈ Sn−1, we have

|
∑

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε. (3.8)

Furthermore, for any sum of parts
∑
1

from
∑

we have

|
∑
1

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε. (3.9)

Proof Let Ã ∈ En denote the (FH) integral of f̃ on [a, b]. Given ε > 0 there is a δ(ξ) > 0 such that for any δ-fine

division P = {[u, v]; ξ} of [a, b], we have

D(
∑

f̃(ξ)(v − u), Ã) < ε. (3.10)

That is

sup
r∈[0,1]

d([
∑

f̃(ξ)(v − u)]r, ˜[A]
r
) < ε. (3.11)

By Lemma 2.2 we have

sup
r∈[0,1]

sup
x∈Sn−1

|(
∑

f̃(ξ)(v − u))∗(r, x)−A∗(r, x)| < ε. (3.12)

Furthermore, by A∗(r, x) = sup
y∈[A]r

〈y, x〉, we have

sup
r∈[0,1]

sup
x∈Sn−1

|
∑

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε. (3.13)

Hence, for any r ∈ [0, 1], x ∈ Sn−1 and for any δ-fine division P we have

|
∑

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε.

For proof

|
∑
1

f∗(ξ)(r, x)(v − u)−A∗(r, x)| < ε, (3.14)

the proof is similar to the Theorem 3.7 in [6].

This completes the proof. �

Hamid et al. [2] showed that if a fuzzy-number-valued functions f̃(x) is Henstock integrable on [a, b] then f̃(x)

has LSRS. In next Theorem, we prove the above result to n-dimensional fuzzy-number-valued functions, which is

an extension of the above result of Muawya et al. [2].
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Theorem 3.2 Let f̃ : [a, b] → En be a fuzzy-number-valued function. If f̃ is Henstock integrable to F̃ ([a, b]), then

f̃ has LSRS.

Proof Since f̃ is Henstock integrable to F̃ ([a, b]), by Theorem 3.1 the support-function-wise f∗(ξ)(r, x) of f̃ on [a, b]

is Henstock integrable to F ∗([a, b])(r, x) uniformly for any r ∈ [0, 1], x ∈ Sn−1, i.e., for every ε > 0 there is a positive

function δ(ξ) > 0, for δ-fine division P = {[u, v]; ξ} of [a, b] and for any x ∈ Sn−1, we have

|
∑

f∗(ξ)(r, x)(v − u)− F ∗([a, b])(r, x)| < ε

2
. (3.15)

For each t ∈ [a, b], there is a closed interval C = [y, z] ⊂ (t− δ(t), t+ δ(t)) such that

|F ∗([y, z])(r, x)| < ε

2
. (3.16)

According to Henstock lemma, for each t ∈ [a, b] and δ-fine division P = {[u, v]; ξ} of C ⊂ (t− δ(t), t+ δ(t)), we

have

|
∑

f∗(ξ)(r, x)(v − u)| ≤ |
∑

f∗(ξ)(r, x)(v − u)− F ∗([a, b])(r, x)|+ |F ∗([y, z])(r, x)|

< ε.

Applies Theorem 3.1 again f̃ has LSRS.

This completes the proof. �

Lemma 3.2 Let f̃ : [a, b]→ En be a fuzzy-number-valued function. If f̃ is (FH) integrable with the F̃ as primitive

then for each number ε > 0 there is a positive function δ(ξ) > 0, such that for any [u, v] ⊂ [a, b] with v − u < δ(ξ),

we have

‖F̃ ([u, v])‖En = ‖(FH)

∫
[u,v]

f̃dx‖En < ε. (3.17)

Proof The continuity follows from Lemma 3.1 and the following inequality:

‖F̃ (t)− F̃ (ξ)‖En ≤ ‖F̃ (t)− F̃ (ξ)− f̃(ξ)(t− ξ)‖En + ‖f̃(ξ)(t− ξ)‖En

< ε.

We only need set δ(ξ) < ε

2(‖f̃(ξ)‖En+1)
.

This completes the proof. �

Theorem 3.3 Let a fuzzy-number-valued function f̃ : [a, b]→ En has LSRS, then f̃ is (FH) integrable on [a, b].

Proof Given any ε > 0 and P = {([a, b], ξ)} = {([a1, b1], ξ1), ([a2, b2], ξ2), · · · , ([an, bn], ξn)} is a δ-fine partition of

[a, b]. For each i(i = 1, 2, · · · , n) there is a positive function δi with Pi = {([ui, vi], ξi)} is a δi-fine partition of [ai, bi].

Since f̃ has LSRS on [ai, bi], then we have

‖
∑
Pi

f̃(ξ)(v − u)‖En <
ε

2n
. (3.18)

Taken η = max{δ(ξ), ξ ∈ [a, b]}, according to the Lemma 3.2 we have

‖F̃ ([ai, bi])‖En = ‖(FH)

∫
[ai,bi]

f̃dx‖En <
ε

2n
. (3.19)

Therefore, for any δi-fine partition Pi = {([ui, vi], ξi)} of [ai, bi], we have

D(
∑
Pi

f̃(ξ)(v − u), F̃ ([ai, bi])) ≤ ‖
∑
Pi

f̃(ξ)(v − u)‖En + ‖F̃ ([ai, bi])‖En

<
ε

2n
+

ε

2n
=
ε

n
,

for each i.

Subsequently taken δ∗(ξ) = min{δ(ξ), δi(ξ)}, then P =
n⋃
i=1

Pi denote δ∗-fine partition of [a, b].

Therefore we have

D(
∑
P

f̃(ξ)(v − u), F̃ ([a, b])) =

n∑
i=1

D(
∑
Pi

f̃(ξ)(v − u), F̃ ([ai, bi]))

< n · ε
n

= ε.

Then f̃ is FH integral on [a, b].

This completes the proof. �
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4 Support function characterizations of globally small Riemann

sums and Henstock integral for fuzzy-number-valued functions

in En

The main purpose in this part is to introduce the concept of globally small Riemann sums for fuzzy-number-valued

functions in n-dimensional and discuss their properties. We begin with the following definition.

Definition 4.1 A fuzzy-number-valued function f̃ : [a, b] → En is said to be have globally small Riemann sums or

(GSRS) if for every ε > 0 there exists a positive integer N such that for every n > N there is a δn(ξ) > 0 and for

every δn-fine division P = {[u, v]; ξ} of [a, b], we have

‖
∑

‖f̃(ξ)‖En>n

f̃(ξ)(v − u)‖En < ε, (4.1)

where the
∑

is taken over P and for which ‖f̃(ξ)‖En >n.

The following Theorem 4.1 shows that f̃ has (GSRS) is equal to the type of it,s support functions.

Theorem 4.1 Let f̃ : [a, b]→ En be a fuzzy-number-valued function, the support-function-wise f∗(ξ)(r, x) of f̃ has

globally small Riemann sums or (GSRS) if and only if for every ε > 0, there exists a positive integer N such that

for every n > N there is a δn(ξ) > 0 and for every δn-fine division P = {[u, v]; ξ} of [a, b], we have∣∣ ∑
|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)
∣∣ < ε, (4.2)

uniformly for any r ∈ [0, 1] and x ∈ Sn−1, where the
∑

is taken over P and for which |f∗(ξ)(r, x)| > n.

Proof First, we can prove the following statements are equivalent:

(1) ‖f̃(ξ)‖En > n.

(2) |f∗(ξ)(r, x)| > n.

In fact

‖f̃(ξ)‖En > n = sup
r∈[0,1]

d([f̃(ξ)]r, [0̃]r)

= sup
r∈[0,1]

sup
x∈Sn−1

|f∗(ξ)(r, x)|.

Second, let 0̃ ∈ En denote the (FH) integral of f̃ on [a, b]. Given ε > 0 there exists a positive integer N such

that for every n > N there is a δn(ξ) > 0 and for every δn-fine division P = {[u, v]; ξ} of [a, b], we have

D(
∑

‖f̃(ξ)‖En>n

f̃(ξ)(v − u), 0̃) < ε. (4.3)

That is

sup
r∈[0,1]

d([
∑

‖f̃r(ξ)‖En>n

f̃(ξ)(v − u)]r, [0̃]r) < ε. (4.4)

By Lemma 2.2 we have

sup
r∈[0,1]

sup
x∈Sn−1

|(
∑

|f∗(ξ)(r,x)|>n

f(ξ)(v − u))∗(r, x)− σ(x, 0)| < ε. (4.5)

Furthermore, by σ(x,A) = sup
y∈A
〈y, x〉, we have

sup
r∈[0,1]

sup
x∈Sn−1

|
∑

|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u))− σ(x, 0)| < ε. (4.6)

Hence, for any r ∈ [0, 1], x ∈ Sn−1 and for any δ-fine division P we have

|
∑

|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)| < ε. (4.7)
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Where σ(x, 0) = 0.

This completes the proof. �

Hamid et al. [2] investigated that a fuzzy-number-valued functions f̃(x) is Henstock integrable on [a, b] if and

only if f̃(x) has GSRS. In next Theorem 4.3, we extend this result to n-dimensional fuzzy-number-valued functions.

To prove this result, we need to prove the following Theorem.

Theorem 4.2 Let f̃ : [a, b]→ En be a fuzzy-number-valued function. If f̃ has GSRS then f̃ is Henstock integrable

on [a, b].

Proof Because f̃ has GSRS, then by Theorem 4.1 for every ε > 0, there exists a positive integer N such that for

every n > N there is a δn(ξ) > 0 and for every δn-fine division P = {[u, v]; ξ} of [a, b], we have

|
∑

|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)| < ε. (4.8)

uniformly for any r ∈ [0, 1] and x ∈ Sn−1, where the
∑

is taken over P and for which |f∗(ξ)(r, x)| > n.

For each two δ-fine divisions P1 = {[u1, v1]; ξ1}, P2 = {[u2, v2]; ξ2} of [a, b], we have

|
∑

f∗(ξ1)(r, x)(v1 − u1)−
∑

f∗(ξ2)(r, x)(v2 − u2)|

≤ |
∑

f∗(ξ1)(r, x)(v1 − u1)|+ |
∑

f∗(ξ2)(r, x)(v2 − u2)|

≤ |
∑

|f∗(ξ1)(r,x)|>n

f∗(ξ1)(r, x)(v1 − u1)|+ |
∑

|f∗(ξ1)(r,x)|≤n

f∗(ξ1)(r, x)(v1 − u1)|

+ |
∑

|f∗(ξ2)(r,x)|>n

f∗(ξ2)(r, x)(v2 − u2)|+ |
∑

|f∗(ξ2)(r,x)|≤n

f∗(ξ2)(r, x)(v2 − u2)|

< 4ε.

According to the properties of Cauchy, f̃ is Henstock integrable on [a, b].

This completes the proof. �

Theorem 4.3 Given a fuzzy-number-valued function f̃ : [a, b] → En, for each r ∈ [0, 1] and x ∈ Sn−1 defined the

support function f∗n(ξ)(r, x) of f̃n by the formula:

f∗n(ξ)(r, x) =

f∗(ξ)(r, x), ξ ∈ [a, b] if |f∗(ξ)(r, x)| ≤ n,

0, others.

A fuzzy-number-valued function f̃ is Henstock integrable if and only if f̃ has GSRS and F̃n([a, b])→ F̃ ([a, b]) as

n→∞. (Where F̃ ([a, b]) and F̃n([a, b]) the integral of f̃ and f̃n respectively).

Proof First we shall prove the necessity. Because a fuzzy-number-valued function f̃ is Henstock integrable on [a, b]

uniformly for any r ∈ [0, 1] and x ∈ Sn−1, i.e., for every ε > 0 there is a positive function δ∗, for δ∗-fine division

P = {[u, v]; ξ} of [a, b], we have

|
∑

f∗(ξ)(r, x)(v − u)− F ∗([a, b])(r, x)| < ε

3
. (4.9)

For each n ∈ N, there is a positive function δn, for δn-fine division P = {[u, v]; ξ} of [a, b], we have

|
∑

f∗n(ξ)(r, x)(v − u)− F ∗n([a, b])(r, x)| < ε

3
, (4.10)

for each r ∈ [0, 1] and x ∈ Sn−1.

Because {F ∗n([a, b])(r, x)} converge to F ∗([a, b])(r, x) of [a, b] then there is a positive number N so if n ≥ N we

have

|F ∗n([a, b])(r, x)− F ∗([a, b])(r, x)| < ε

3
. (4.11)

For n ≥ N, defined a positive function δ on [a, b] by the formula:

δ(ξ) = min{δ∗(ξ), δn(ξ)}. (4.12)
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Therefor, for each δ-fine division P = {[u, v]; ξ} of [a, b], we have

|
∑

|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)|

= |
∑

f∗(ξ)(r, x)(v − u)−
∑

f∗n(ξ)(r, x)(v − u)|

≤ |
∑

f∗(ξ)(r, x)(v − u)− F ∗([a, b])(r, x)|+ |F ∗n([a, b])(r, x)− F ∗([a, b])(r, x)|

+ |F ∗([a, b])(r, x)−
∑

f∗n(ξ)(r, x)(v − u)|

<
ε

3
+
ε

3
+
ε

3
= ε.

Then f̃ has GSRS.

Second we shall prove the sufficiency. Because f̃ has GSRS, then by Theorem 4.1 for every ε > 0, there exists

a positive integer N such that for every n > N there is a δn(ξ) > 0 and for every δn-fine division P = {[u, v]; ξ} of

[a, b], we have ∣∣ ∑
|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)
∣∣ < ε, (4.13)

uniformly for any r ∈ [0, 1] and x ∈ Sn−1, where the
∑

is taken over P and for which |f∗(ξ)(r, x)| > n.

Note that f̃n, is Henstock integrable on [a, b] for all n. Choose N so that whenever n,m > N we have

|F ∗n([a, b])(r, x)− F ∗m([a, b])(r, x)| < ε. (4.14)

Then for n,m > N and a suitably chosen δ-fine division P = {[u, v]; ξ}, we have

|F ∗n([a, b])(r, x)− F ∗m([a, b])(r, x)|

≤ |F ∗n([a, b])(r, x)−
∑

|f∗(ξ)(r,x)|≤n

f∗(ξ)(r, x)(v − u)|+ |
∑

|f∗(ξ)(r,x)|>n

f∗(ξ)(r, x)(v − u)|

+ |
∑

|f∗(ξ)(r,x)|≤m

f∗(ξ)(r, x)(v − u)− F ∗m([a, b])(r, x)|+ |
∑

|f∗(ξ)(r,x)|>m

f∗(ξ)(r, x)(v − u)|

< 4ε.

That is, {F ∗n([a, b])(r, x)} converge to F ∗([a, b])(r, x), as n → ∞. Again, for suitably chosen N and δ(ξ) and for

every δ-fine division P = {[u, v]; ξ}, we have

|
∑

f∗(ξ)(r, x)(v − u)− F ∗([a, b])(r, x)|

≤ |
∑

f∗(ξ)(r, x)(v − u)− F ∗N ([a, b])(r, x)|+ |F ∗N ([a, b])(r, x)− F ∗([a, b])(r, x)|

≤ |
∑

|f∗(ξ)(r,x)|≤N

f∗(ξ)(r, x)(v − u)− F ∗N ([a, b])(r, x)|+ |
∑

|f∗(ξ)(r,x)|>N

f∗(ξ)(r, x)(v − u)|

+ |F ∗N ([a, b])(r, x)− F ∗([a, b])(r, x)|

< 3ε.

That is, f̃ is Henstock integrable on [a, b].

This completes the proof. �

5 conclusions

This paper introduces, first of all, the generalization of locally and globally small Riemann sums from fuzzy-valued

functions to n-dimensional fuzzy-numbers by means of support function. In addition, the concept of locally small

Riemann sums for n-dimensional fuzzy-number-valued functions is presented and discussed. Finally, an important

result of this paper is a characterizations of globally small Riemann sums for n-dimensional fuzzy-number-valued

functions.
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Abstract

By applying Krasnoselskii’s and O’Regan’s fixed point theorems, in this paper, we study the
existence of solutions for a coupled system consisting from Langevin fractional differential equa-
tions of Riemann-Liouville type subject to the generalized nonlocal integral boundary conditions.
Examples illustrating our results are also presented.

Key words and phrases: Fractional differential equations, Krasnoselskii’s fixed point theorem,
O’Regan’s fixed point theorem, generalized fractional integral.
AMS (MOS) Subject Classifications: 26A33; 34A08.

1 Introduction

In this paper we concentrate on the study of existence of solutions for a coupled system of Langevin
fractional differential equations of Riemann-Liouville type subject to the generalized nonlocal integral
boundary conditions of the form

Dp1 (Dp2 + λ1)x(t) = f(t, x(t), y(t)), 0 < t < T,
Dq1 (Dq2 + λ2) y(t) = g(t, x(t), y(t)), 0 < t < T,

x(0) = 0, x(η) =
n∑

i=1

αi
µiIγix(ξi),

y(0) = 0, y(κ) =
m∑

j=1

βj
δj Iφj y(ζj),

(1)

where Dχ is the Riemann-Liouville fractional derivative of order χ ∈ {p1, p2, q1, q2}, µiIγi , δj Iφj are the
Katugampola fractional integrals of orders γi, φj > 0, respectively, ξi, ζj ∈ (0, T ) and αi, βj ∈ R for

∗Corresponding author
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all i = 1, 2, . . . , n, j = 1, 2, . . . ,m, f, g : [0, T ] × R2 → R are continuous functions and λ1, λ2 are given
constants.

Fractional differential equations arise in many engineering and scientific disciplines as the mathe-
matical modeling of systems and processes in the fields of physics, chemistry, control theory, biology,
economics, etc. A comprehensive study of fractional calculus and its applications is introduced in several
books (see [1]-[3]). Initial and boundary value problems of nonlinear fractional differential equations and
inclusions have been addressed by several researchers. For some recent results on fractional differential
equations we refer in a series of papers ([4]-[12]).

In fractional calculus, the fractional derivatives are defined via fractional integrals. There are several
known forms of the fractional integrals which have been studied extensively for their applications. Two
of the most known fractional integrals are the Riemann-Liouville and the Hadamard fractional integral.
A new fractional integral, called generalized Riemann-Liouville fractional integral, which generalizes the
Riemann-Liouville and the Hadamard integrals into a single form, was introduced in [13]. The corre-
sponding fractional derivatives were introduced in [14]. This integral is now known as ”Katugampola
fractional integral” see for example [15, pp 15, 123]. For some recent work with this new operator, for
example, see [16]-[17] and the references cited therein.

The Langevin equation (first formulated by Langevin in 1908) is found to be an effective tool to
describe the evolution of physical phenomena in fluctuating environments [18]. For some new develop-
ments on the fractional Langevin equation in physics, see, for example, [19]-[23]. For recent results on
Langevin equations with different kinds of boundary conditions we refer to [24]-[28] and the references
therein.

Recently in [16], we have studied the existence and the uniqueness of solutions of a class of boundary
value problems for fractional Langevin equations of Riemann-Liouville type with generalized nonlocal
integral boundary conditions. Here we extend the results of [16], to a coupled system of Langevin
fractional differential equations of Riemann-Liouville type subject to the generalized nonlocal integral
boundary conditions. Usually in the literature the Banach’s contraction mapping principle is used to
prove he existence and the uniqueness of solutions, and he existence of solutions is proved via Leray-
Schauder alternative. Here we apply Krasnoselskii’s and O’Regan’s fixed point theorems. To the best
of our knowledge this is the first paper using Krasnoselskii’s and O’Regan’s fixed point theorems to
prove the existence of solutions for coupled systems.

The paper is organized as follows: In Section 2 we will present some useful preliminaries and some
auxiliary lemmas. In Section 3, we establish the main existence results by using Krasnoselskii’s and
O’Regan’s fixed point theorems. Examples illustrating our results are presented in the final Section 4.

2 Preliminaries

In this section, we introduce some notations and definitions of fractional calculus [1, 2] and present
preliminary results needed in our proofs later.

Definition 2.1 [2] The Riemann-Liouville fractional integral of order p > 0 of a continuous function
f : (0,∞) → R is defined by

Jpf(t) =
1

Γ(p)

∫ t

0

(t − s)p−1f(s)ds,

provided the right-hand side is point-wise defined on (0,∞), where Γ is the gamma function defined by
Γ(p) =

∫ ∞
0

e−ssp−1ds.

Definition 2.2 [2] The Riemann-Liouville fractional derivative of order p > 0 of a continuous function
f : (0,∞) → R is defined by

Dpf(t) =
1

Γ(n − p)

(
d

dt

)n ∫ t

0

(t − s)n−p−1f(s)ds, n − 1 ≤ p < n,

where n = [p]+1, [p] denotes the integer part of a real number p, provided the right-hand side is point-wise
defined on (0,∞).
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Lemma 2.3 [2] Let p > 0 and x ∈ C(0, T )∩L(0, T ). Then the fractional differential equation Dpx(t) =
0 has a unique solution x(t) =

∑n
i=1 cit

p−i, and the following formula holds: JpDpx(t) = x(t) +∑n
i=1 cit

p−i, where ci ∈ R, i = 1, 2, . . . , n, and n − 1 ≤ p < n.

Lemma 2.4 ([2], page 71) Let α > 0, β > 0 and a ≥ 0. Then the following properties hold:

Jα(x − a)β−1(t) =
Γ(β)

Γ(β + α)
(t − a)β+α−1

Definition 2.5 [14] The generalized (Katugampola) fractional integral of order q > 0 and ρ > 0, of a
function f, for all 0 < t < ∞, is defined as

ρIqf(t) =
ρ1−q

Γ(q)

∫ t

0

sρ−1f(s)
(tρ − sρ)1−q

ds,

provided the right-hand side is point-wise defined on (0,∞).

Lemma 2.6 [16] Let constants ρ, q > 0 and p > 0. Then the following formula holds

ρIqtp =
Γ

(
p+ρ

ρ

)
Γ

(
p+ρq+ρ

ρ

) tp+ρq

ρq
. (2)

For convenience to prove our results, we set constants

Ω1 =
Γ(p1)

Γ(p1 + p2)
ηp1+p2−1, (3)

Ω2 =
n∑

i=1

αiΓ(p1)
Γ(p1 + p2)

Γ
(

p1+p2+µi−1
µi

)
Γ

(
p1+p2+µiγi+µi−1

µi

) ξp1+p2+µiγi−1
i

µγi

i

, (4)

Ω = Ω2 − Ω1 6= 0, (5)

and

Ψ1 =
Γ(q1)

Γ(q1 + q2)
κq1+q2−1, (6)

Ψ2 =
m∑

j=1

βjΓ(q1)
Γ(q1 + q2)

Γ
(

q1+q2+δj−1
δj

)
Γ

(
q1+q2+δjφj+δj−1

δj

) ζ
q1+q2+δjφj−1
j

δ
φj

j

, (7)

Ψ = Ψ2 − Ψ1 6= 0. (8)

Lemma 2.7 Let Ω,Ψ 6= 0, 0 < p1, p2, q1, q2 ≤ 1, µi, γi > 0, δj , φj > 0, η, κ, ξi, ζj ∈ (0, T ), αi, βj ∈ R
for all i = 1, 2, . . . , n, j = 1, 2, . . . ,m and h, g ∈ C([0, T ], R). Then the problem

Dp1(Dp2 + λ1)x(t) = h(t), 0 < t < T, (9)
Dq1(Dq2 + λ2)y(t) = g(t), 0 < t < T, (10)

x(0) = 0, x(η) =
n∑

i=1

αi
µiIγix(ξi), (11)

y(0) = 0, y(κ) =
m∑

j=1

βj
δj Iφj y(ζj), (12)

has a unique solution given by

x(t) =
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp1+p2h(η) − λ1 Jp2x(η)
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−
n∑

i=1

αi
µiIγi

(
Jp1+p2h(s) − λ1 Jp2x(s)

)
(ξi)

]
+ Jp1+p2h(t) − λ1 Jp2x(t),

and

y(t) =
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq1+q2g(κ) − λ2 Jq2y(κ)

−
m∑

j=1

βj
δj Iφj

(
Jq1+q2g(s) − λ2 Jq2y(s)

)
(ζj)

]
+ Jq1+q2g(t) − λ2 Jq2y(t).

Proof. Applying Lemma 2.3 to the equations (9) and (10), we obtain

(Dp2 + λ1)x(t) = Jp1h(t) + c1t
p1−1, and (Dq2 + λ2)y(t) = Jq1g(t) + d1t

q1−1,

which give

x(t) = Jp1+p2h(t) − λ1J
p2x(t) + c1

Γ(p1)
Γ(p1 + p2)

tp1+p2−1 + c2t
p2−1,

y(t) = Jq1+q2g(t) − λ2J
q2y(t) + d1

Γ(q1)
Γ(q1 + q2)

tq1+q2−1 + d2t
q2−1,

for c1, c2, d1, d2 ∈ R. It is easy to see that the conditions x(0) = 0, y(0) = 0 imply that c2 = 0, d2 = 0.
Thus

x(t) = Jp1+p2h(t) − λ1J
p2x(t) + c1

Γ(p1)
Γ(p1 + p2)

tp1+p2−1, (13)

y(t) = Jq1+q2g(t) − λ2J
q2y(t) + d1

Γ(q1)
Γ(q1 + q2)

tq1+q2−1. (14)

Taking the generalized fractional integral of order µi > 0, γi > 0, to (13) and φj > 0, δj > 0 to (14) ,
we have

µiIγix(t) = µiIγi
(
Jp1+p2h(s) − λ1J

p2x(s)
)
(t) + c1

Γ(p1)
Γ(p1 + p2)

Γ(p1+p2+µi−1
µi

)

Γ(p1+p2+µiγi+µi−1
µi

)
tp1+p2+µiγi−1

µγi

i

, (15)

and

δj Iφj y(t) = δj Iφj
(
Jq1+q2g(s) − λ2J

q2y(s)
)
(t) + d1

Γ(q1)
Γ(q1 + q2)

Γ( q1+q2+δj−1
δj

)

Γ( q1+q2+δjφj+δj−1
δj

)

tq1+q2+δjφj−1

δ
φj

j

. (16)

Using the second condition of (11), (12) to (15), (16) respectively, we get

Jp1+p2h(η) − λ1J
p2x(η) + c1Ω1 =

n∑
i=1

αi
µiIγi

(
Jp1+p2h(s) − λ1J

p2x(s)
)
(ξi) + c1Ω2,

and

Jq1+q2g(κ) − λ2J
p2y(κ) + d1Ψ1

=
m∑

j=1

βj
δj Iφj

(
Jq1+q2g(s) − λ2J

q2y(s)
)
(ζj) + d1Ψ2.

Solving the above equations for finding constants c1, d1, we obtain

c1 =
1
Ω

[
Jp1+p2h(η) − λ1J

p2x(η) −
n∑

i=1

αi
µiIγi

(
Jp1+p2h(s) − λ1J

p2x(s)
)
(ξi)

]
,

and

d1 =
1
Ψ

Jq1+q2g(κ) − λ2J
q2y(κ) −

m∑
j=1

βj
δj Iφj

(
Jq1+q2g(s) − λ2J

q2y(s)
)
(ζj)

 .

Substituting the constants c1, d1 into (13), (14), we obtain (13) and (13). The proof is completed. ¤
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3 Main results

Let C = C([0, T ], R) denotes the Banach space of all continuous functions from [0, T ] to R. Let us
introduce the space X = {x(t)|x(t) ∈ C([0, T ])} endowed with the norm ‖x‖ = sup{|x(t)|, t ∈ [0, T ]}.
Obviously (X, ‖ · ‖) is a Banach space. Also let Y = {y(t)|y(t) ∈ C([0, T ])} be endowed with the norm
‖y‖ = sup{|y(t)|, t ∈ [0, T ]}. Obviously the product space (X×Y, ‖(x, y)‖) is a Banach space with norm
‖(x, y)‖ = ‖x‖ + ‖y‖.

Throughout this paper, for convenience, we use the following expressions

Jzh(s, x(s), y(s))(τ) =
1

Γ(z)

∫ τ

0

(τ − s)z−1f(s, x(s), y(s))ds,

and

ρIzh(s, x(s), y(s))(τ) =
ρ1−z

Γ(z)

∫ τ

0

sρ−1f(s, x(s), y(s))
(τρ − sρ)1−z

ds,

where ρ, z > 0 and τ ∈ [0, T ].

In view of Lemma 2.7, we define an operator F : X × Y → X × Y by

F(x, y)(t) =
(

P(x, y)(t)
Q(x, y)(t)

)
, (17)

where

P(x, y)(t) =
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp1+p2f(s, x(s), y(s))(η) − λ1 Jp2x(s)(η)

−
n∑

i=1

αi
µiIγi

(
Jp1+p2f(s, x(s), y(s))(τ) − λ1 Jp2x(s)(τ)

)
(ξi)

]
+Jp1+p2f(s, x(s), y(s))(t) − λ1 Jp2x(s)(t),

(18)

and

Q(x, y)(t) =
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq1+q2g(s, x(s), y(s))(κ) − λ2 Jq2y(s)(κ)

−
m∑

j=1

βj
δj Iφj

(
Jq1+q2g(s, x(s), y(s))(s) − λ2 Jq2x(s)

)
(ζj)

]
+Jq1+q2g(t) − λ2 Jq2y(t).

(19)

To simplify the notations, we use in the following constants

Φ(a) =
T a+p2

Γ(1 + a + p2)
+

Γ(p1)
Γ(p1 + p2)

T p1+p2−1

|Ω|

(
ηa+p2

Γ(1 + a + p2)

+
n∑

i=1

|αi|
[

1
Γ(1 + a + p2)

ξa+p2+µiγi

i

µγi

i

Γ
(

a+p2+µi

µi

)
Γ

(
a+p2+µiγi+µi

µi

)])
, (20)

and

Λ(b) =
T b+q2

Γ(1 + b + q2)
+

Γ(q1)
Γ(q1 + q2)

T q1+q2−1

|Ψ|

(
κb+q2

Γ(1 + b + q2)

+
m∑

j=1

|βj |
[

1
Γ(1 + b + q2)

ζ
b+q2+δjφj

j

δ
φj

j

Γ
(

b+q2+δj

δj

)
Γ

(
b+q2+δjφj+δj

δj

)])
, (21)

where a ∈ {p1, 0} and b ∈ {q1, 0}.
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3.1 Existence result via Krasnoselskii’s fixed point theorem

The next result is based on the following fixed point theorem.

Lemma 3.1 (Krasnoselskii’s fixed point theorem) [29]. Let M be a closed, bounded, convex and
nonempty subset of a Banach space X. Let A,B be the operators such that (a) Ax + By ∈ M whenever
x, y ∈ M ; (b) A is compact and continuous; (c) B is a contraction mapping. Then there exists z ∈ M
such that z = Az + Bz.

Theorem 3.2 Suppose that the folloeing conditions hold:

(H1) |f(t, u, v)| ≤ ψ(t), ∀(t, u, v) ∈ [0, T ] × R2, and ψ ∈ C([0, T ], R+);

(H2) |g(t, u, v)| ≤ ω(t), ∀(t, u, v) ∈ [0, T ] × R2, and ω ∈ C([0, T ], R+);

If
Υ = max{|λ1|Φ(0), |λ2|Λ(0)} < 1, (22)

where Φ(0) and Λ(0) are defined by (20) and (21) with a = b = 0, respectively. Then the problem (1)
has at least one solution on [0, T ].

Proof. To prove our result, we set supt∈[0,T ] |ψ(t)| = ‖ψ‖, supt∈[0,T ] |ω(t)| = ‖ω‖ and choose

R ≥ ‖ψ‖Φ(p1) + ‖ω‖Λ(q1)
1 − Υ

, (23)

where Φ(p1) and Λ(q1) are defined by (20) and (21) with a = p1 and b = q1, respectively. Let
BR = {(x, y) ∈ X × Y : ‖(x, y)‖ ≤ R}. We define four operators by

P1(x, y)(t) = Jp1+p2f(s, x(s), y(s))(t) +
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp1+p2f(s, x(s), y(s))(η)

−
n∑

i=1

αi
µiIγi

(
Jp1+p2f(s, x(s), y(s))(τ)

)
(ξi)

]
,

P2(x)(t) = −λ1 Jp2x(s)(t) − λ1
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp2x(s)(η)

−
n∑

i=1

αi
µiIγi

(
Jp2x(s)(τ)

)
(ξi)

]
,

and

Q1(x, y)(t) = Jq1+q2g(s, x(s), y(s))(t) +
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq1+q2g(s, x(s), y(s))(κ)

−
m∑

j=1

βj
δj Iφj (Jq1+q2g(s, x(s), y(s))(s))(ζj)

]
,

and

Q2(y)(t) = −λ2 Jq2y(s)(t) − λ2
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq2y(s)(κ)

−
m∑

j=1

βj
δj Iφj (Jq2x(s)(τ))(ζj)

]
,
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and

F1(x, y)(t) =
(

P1(x, y)(t)
Q1(x, y)(t)

)
, F2(x, y)(t) =

(
P2(x)(t)
Q2(y)(t)

)
. (24)

Observe that P = P1 + P2, Q = Q1 + Q2 and F = F1 + F2. For any (x1, y1), (x2, y2) ∈ BR we have

|P1(x1, y1)(t) + P2(x2)(t)|

=

∣∣∣∣∣Jp1+p2f(s, x1(s), y1(s))(t) +
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp1+p2f(s, x1(s), y1(s))(η)

−
n∑

i=1

αi
µiIγi

(
Jp1+p2f(s, x1(s), y1(s))(τ)

)
(ξi)

]
− λ1 Jp2x2(s)(t)

−λ1
Γ(p1)

Γ(p1 + p2)
tp1+p2−1

Ω

[
Jp2x2(s)(η) −

n∑
i=1

αi
µiIγi

(
Jp2x2(s)(τ)

)
(ξi)

]∣∣∣∣∣
≤ ‖ψ‖

(
Jp1+p2(T ) +

Γ(p1)
Γ(p1 + p2)

T p1+p2−1

|Ω|

[
Jp1+p2(η) +

n∑
i=1

|αi| µiIγi

(
Jp1+p2(τ)

)
(ξi)

])

+|λ1|‖x2‖

(
Jp2(T ) +

Γ(p1)
Γ(p1 + p2)

T p1+p2−1

|Ω|

[
Jp2(η) +

n∑
i=1

|αi| µiIγi(Jp2(τ))(ξi)

])
≤ ‖ψ‖Φ(p1) + |λ1|‖x2‖Φ(0).

In a similar way, we get

|Q1(x1, y1)(t) + Q2(y2)(t)|

=

∣∣∣∣∣Jq1+q2g(s, x1(s), y1(s))(t) +
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq1+q2g(s, x1(s), y1(s))(κ)

−
m∑

j=1

βj
δj Iφj (Jq1+q2g(s, x1(s), y1(s))(s))(ζj)

]
− λ2 Jq2y2(s)(t)

−λ2
Γ(q1)

Γ(q1 + q2)
tq1+q2−1

Ψ

[
Jq2y2(s)(κ) −

m∑
j=1

βj
δj Iφj (Jq2y2(s)(τ))(ζj)

]∣∣∣∣∣
≤ ‖ω‖

(
Jq1+q2(T ) +

Γ(q1)
Γ(q1 + q2)

T q1+q2−1

|Ψ|

[
Jq1+q2(κ) +

m∑
j=1

|βj | δj Iφj (Jq1+q2(τ))(ζj)

])

+|λ2|‖y2‖

(
Jq2(T ) +

Γ(q1)
Γ(q1 + q2)

T q1+q2−1

|Ψ|

[
Jq2(κ) +

m∑
j=1

|βj | δj Iφj (Jq2(τ))(ζj)

])
≤ ‖ω‖Λ(q1) + |λ2|‖y2‖Λ(0),

which imply that ‖F1(x, y) + F2(x, y)‖ ≤ R. This shows that F1(x, y) + F2(x, y) ∈ BR.
For (x1, y1), (x2, y2) ∈ X × Y and for each t ∈ [0, T ] we have

‖P2(x1) −P2(x2)‖ ≤ |λ1|Φ(0)‖x1 − x2‖,

and
‖Q2(y1) −Q2(y2)‖ ≤ |λ2|Λ(0)‖y1 − y2‖.

Thus
‖F2(x1, y1) −F2(x2, y2)‖ ≤ Υ‖x1 − x2‖ + Υ‖y1 − y2‖ = Υ‖(x1 − x2, y1 − y2)‖,

which implies that F2 is a contraction mapping by (22). The continuity of f implies that the operator
F1 is continuous. Also, F1 is uniformly bounded on BR as

‖P1(x, y)‖ ≤ ‖ψ‖Φ(p1), and ‖Q1(x, y)‖ ≤ ‖ω‖Λ(q1).
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Thus
‖F1(x, y)‖ ≤ ‖ψ‖Φ(p1) + ‖ω‖Λ(q1).

Next we will prove the compactness of the operator F1. Let t1, t2 ∈ [0, T ] with t1 < t2. Then we
have

|P1(x, y)(t2) − P1(x, y)(t1)|

≤
∣∣∣Jp1+p2f(s, x(s), y(s))(t2) − Jp1+p2f(s, x(s), y(s))(t1)

+
Γ(p1)(t

p1+p2−1
2 − tp1+p2−1

1 )
ΩΓ(p1 + p2)

[
Jp1+p2f(s, x(s), y(s))(η)

−
n∑

i=1

αi
µiIγi

(
Jp1+p2f(s, x(s), y(s))(τ)

)
(ξi)

]∣∣∣∣∣
≤ ‖ψ‖ (tp1+p2

2 − tp1+p2
1 ) + 2(t2 − t1)p1+p2

Γ(p1 + p2 + 1)
+ ‖ψ‖Γ(p1)(t

p1+p2−1
2 − tp1+p2−1

1 )
|Ω|Γ(p1 + p2)

Jp1+p2(η)

+
n∑

i=1

|αi| µiIγi

(
Jp1+p2(τ)

)
(ξi)

and

|Q1(x, y)(t2) −Q1(x, y)(t1)|

≤
∣∣∣Jq1+q2g(s, x(s), y(s))(t2) − Jq1+q2g(s, x(s), y(s))(t1)

+
Γ(q1)(t

q1+q2−1
2 − tq1+q2−1

1 )
ΨΓ(q1 + q2)

[
Jq1+q2g(s, x(s), y(s))(κ)

−
m∑

j=1

βj
δj Iφj

(
Jq1+q2g(s, x(s), y(s))(τ)

)
(ζj)

]∣∣∣∣∣
≤ ‖ω‖ (tq1+q2

2 − tq1+q2
1 ) + 2(t2 − t1)q1+q2

Γ(q1 + q2 + 1)
+ ‖ω‖Γ(q1)(t

q1+q2−1
2 − tq1+q2−1

1 )
|Ψ|Γ(q1 + q2)

Jq1+q2(κ)

+
m∑

j=1

|βj | δj Iφj

(
Jq1+q2(τ)

)
(ζj),

which is independent of (x, y) and tends to zero as t2 − t1 → 0. Thus, F1 is equicontinuous. So F1 is
relatively compact on BR. Hence, by the Arzelá-Ascoli theorem, F1 is compact on BR. Thus all the
assumptions of Lemma 3.1 are satisfied. So the conclusion of Lemma 3.1 implies that the problem (1)
has at least one solution on [0, T ]. This completes the proof. ¤

3.2 Existence result via O’Regan’s fixed point theorem

Our next existence result relies on a fixed point theorem due to O’Regan in [30].

Lemma 3.3 Denote by U an open set in a closed, convex set C of a Banach space E. Assume 0 ∈ U.
Also assume that F (Ū) is bounded and that F : Ū → C is given by F = F1 + F2, in which F1 : Ū → E
is continuous and completely continuous and F2 : Ū → E is a nonlinear contraction (i.e., there exists
a nonnegative nondecreasing function φ : [0,∞) → [0,∞) satisfying φ(z) < z for z > 0, such that
‖F2(x) − F2(y)‖ ≤ φ(‖x − y‖) for all x, y ∈ Ū). Then, either

(C1) F has a fixed point u ∈ Ū ; or

(C2) there exist a point u ∈ ∂U and λ ∈ (0, 1) with u = λF (u), where Ū and ∂U, respectively, represent
the closure and boundary of U.
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In the sequel, we will use Lemma 3.3 by taking C to be E. For more details of such fixed point
theorems, we refer a paper [31] by Petryshyn. Let

Kr = {(x, y) ∈ X × Y : ‖(x, y)‖ ≤ R}.

Theorem 3.4 Let f, g : [0, T ] × R → R be continuous functions. Suppose that (22) holds. In addition
we assume that:

(H3) there exist a nonnegative function z1 ∈ C([0, T ], R) and nondecreasing functions ψ1, ψ2 : [0,∞) →
[0,∞) such that

|f(t, u, v)| ≤ z1(t)[ψ1(‖u‖) + ψ2(‖v‖)] for all (t, u, v) ∈ [0, T ] × R2;

(H4) there exist a nonnegative function z2 ∈ C([0, T ], R) and nondecreasing functions ω1, ω2 : [0,∞) →
[0,∞) such that

|g(t, u, v)| ≤ z2(t)[ω1(‖u‖) + ω2(‖v‖)] for all (t, u, v) ∈ [0, T ] × R2;

(H5) sup
r∈(0,∞)

r

‖z1‖[ψ1(r) + ψ2(r)]Φ(p1) + ‖z2‖[ω1(r) + ω2(r)]Λ(q1)
>

1
1 − Υ

, where Φ(p1), Λ(q1) and Υ

are defined in (20), (21)and (22) respectively.

Then the he problem (1) has at least one solution on [0, T ].

Proof. Consider the operator F : X × Y → X × Y as that defined in (18). We decompose F into a
sum of two operators

F(x, y)(t) = F1(x, y)(t) + F2(x, y)(t)

where F1(x, y),F2(x, y) defined in (24). From (H5) there exists a number r0 > 0 such that

r0

‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1) + ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1)
>

1
1 − Υ

. (25)

We shall prove that the operators F1 and F2 satisfy all the conditions of Lemma 3.3.
Step 1. The set F(Kr0) is bounded. We first show that F1(Kr0) is bounded. For any (x, y) ∈ K̄r0

we have
‖P1(x, y)‖ ≤ ‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1),

and
‖Q1(x, y)‖ ≤ ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1).

Thus
F1(x, y)‖ ≤ ‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1) + ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1).

This proves that F1(K̄r0) is uniformly bounded. In a similar way we have

‖P2(x)‖ ≤ |λ1|Φ(0)‖x‖, and ‖Q2(y)‖ ≤ |λ2|Λ(0)‖y‖,

and thus
‖F2(x, y)‖ ≤ Υr0.

Step 2. The operator F1 is continuous and completely continuous.
By Step 1, F1(K̄r0) is uniformly bounded. In addition for any t1, t2 ∈ [0, T ], we have:

|P1(x, y)(t2) −P1(x, y)(t1)|

≤ ‖z1‖[ψ1(r0) + ψ2(r0)]

[
1

Γ(p1 + p2 + 1)

(
tp1+p2
2 − tp1+p2

1 + 2(t2 − t1)p1+p2

)
+

Γ(p1)(t
p1+p2−1
2 − tp1+p2−1

1 )
|Ω|Γ(p1 + p2)

Jp1+p2(η) +
n∑

i=1

|αi| µiIγi

(
Jp1+p2(τ)

)
(ξi)

]
,
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and

|Q1(x, y)(t2) −Q1(x, y)(t1)|

≤ ‖z2‖[ω1(r0) + ω2(r0)]

[
1

Γ(q1 + q2 + 1)

(
tq1+q2
2 − tq1+q2

1 + 2(t2 − t1)q1+q2

)
+

Γ(q1)(t
q1+q2−1
2 − tq1+q2−1

1 )
|Ψ|Γ(q1 + q2)

Jq1+q2(κ) +
m∑

j=1

|βj | δj Iφj

(
Jq1+q2(τ)

)
(ζj)

]
,

which are independent of (x, y) and tends to zero as t2 − t1 → 0. Thus, F1 is equicontinuous. Hence,
by the Arzelá-Ascoli Theorem, F1(K̄r0) is a relatively compact set. Now, let (xn, yn) ⊂ K̄r0 with
‖(xn, yn) − (x, y)‖ → 0. Then the limit ‖(xn, yn)(t) − (x, y)(t)‖ → 0 is uniformly valid on [0, T ]. From
the uniform continuity of f(t, x, y) and g(t, x, y) on the compact set [0, T ] × [−r0, r0] × [−r0, r0], it
follows that ‖f(t, xn(t), yn(t)) − f(t, x(t), y(t))‖ → 0 and ‖g(t, xn(t), yn(t)) − g(t, x(t), y(t))‖ → 0 are
uniformly valid on [0, T ]. Hence ‖F1(xn, yn) − F1(x, y)‖ → 0 as n → ∞ which proves the continuity of
F1. Therefore the operator F1 is continuous and completely continuous

Step 3. The operator F2 is contractive. This was proved in Theorem 3.2.
Step 4. Finally, it will be shown that the case (C2) in Lemma 3.3 does not hold. On the contrary,

we suppose that (C2) holds. Then, we have that there exist θ ∈ (0, 1) and (x, y) ∈ ∂K̄r0 such that
(x, y) = θF(x, y). So, we have ‖(x, y)‖ = r0 and

‖x‖ ≤ ‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1) + |λ1|Φ(0)‖x‖,

and
‖y‖ ≤ ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1) + |λ2|Λ(0)‖y‖,

from which we get

‖x‖ + ‖y‖ ≤ ‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1) + ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1) + Υr0,

or
r0

‖z1‖[ψ1(r0) + ψ2(r0)]Φ(p1) + ‖z2‖[ω1(r0) + ω2(r0)]Λ(q1)
≤ 1

1 − Υ
,

which contradicts to (25). Consequently, we have proved that the operators F1 and F2 satisfy all the
conditions in Lemma 3.3. Hence, the operator F has at least one fixed point (x, y) ∈ K̄r0 , which is the
solution of the he problem (1). The proof is completed. ¤

Theorem 3.5 Let f, g : [0, T ] × R → R be continuous functions. Suppose that (22) holds. In addition
we assume that:

(H6) there exist a nonnegative function z1 ∈ C([0, T ], R) and a nondecreasing function ψ : [0,∞) →
[0,∞) such that

|f(t, u, v)| ≤ z1(t)ψ(‖u‖ + ‖v‖) for all (t, u, v) ∈ [0, T ] × R2;

(H7) there exist a nonnegative function z2 ∈ C([0, T ], R) and a nondecreasing function ω : [0,∞) →
[0,∞) such that

|g(t, u, v)| ≤ z2(t)ω(‖u‖ + ‖v‖) for all (t, u, v) ∈ [0, T ] × R2;

(H8) sup
r∈(0,∞)

r

‖z1‖ψ(r)Φ(q1) + ‖z2‖ω(r)Λ(q1)
>

1
1 − Υ

, where Φ(p1),Λ(q1) and Υ are defined in (20),

(21)and (22) respectively.

Then the he problem (1) has at least one solution on [0, T ].

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.4, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

732 Thaiprayoon ET AL 723-737



ON SYSTEMS OF FRACTIONAL LANGEVIN EQUATIONS . . .

Proof. The proof is similar to that of Theorem 3.4 and it is omitted. ¤

To establish some special cases, we set constants

R1 =
n∑

i=1

αiΓ(p1)
Γ(p1 + p2)

Γ (p1 + p2)
Γ (p1 + p2 + γi)

ξp1+p2+γi−1
i , R = R1 − Ω1 6= 0,

and

L1 =
m∑

j=1

βjΓ(q1)
Γ(q1 + q2)

Γ (q1 + q2)
Γ (q1 + q2 + φj)

ζ
q1+q2+φj−1
j , L = L1 − Ψ1 6= 0,

χ(a) =
T a+p2

Γ(1 + a + p2)
+

Γ(p1)
Γ(p1 + p2)

T p1+p2−1

|R|

(
ηa+p2

Γ(1 + a + p2)

+
n∑

i=1

|αi|
[

ξa+p2+γi

i

Γ(1 + a + p2)
Γ (a + p2 + 1)

Γ (a + p2 + γi + 1)

])
, (26)

and

Θ(b) =
T b+q2

Γ(1 + b + q2)
+

Γ(q1)
Γ(q1 + q2)

T q1+q2−1

|L|

(
κb+q2

Γ(1 + b + q2)

+
m∑

j=1

|βj |
[

ζ
b+q2+φj

j

Γ(1 + b + q2)
Γ (b + q2 + 1)

Γ (b + q2 + φj + 1)

])
, (27)

where a = {p1, 0} and b = {q1, 0}
By setting µi = 1 and δj = 1, we have a boundary value problem with nonlocal Riemann-Liouville

fractional integral conditions

Dp1 (Dp2 + λ1)x(t) = f(t, x(t), y(t)), 0 < t < T,
Dq1 (Dq2 + λ2) y(t) = g(t, x(t), y(t)), 0 < t < T,

x(0) = 0, x(η) =
n∑

i=1

αi Jγix(ξi),

y(0) = 0, y(κ) =
m∑

j=1

βj Jφj y(ζj).

(28)

Using the above constants, we have the following corollaries.

Corollary 3.6 Suppose that (H1) and (H2) holds. If

M = max{|λ1|χ(0), |λ2|Θ(0)} < 1, (29)

then the problem (28) has at least one solution on [0, T ].

Corollary 3.7 Let f, g : [0, T ] × R → R be continuous functions. Suppose that (29), (H3) and (H4)
holds. In addition we assume that:

(H9) sup
r∈(0,∞)

r

‖z1‖[ψ1(r) + ψ2(r)]χ(p1) + ‖z2‖[ω1(r) + ω2(r)]Θ(q1)
>

1
1 − M

, where χ(p1), Θ(q1) and M

are defined in (26), (27)and (29) respectively.

Then the he problem (28) has at least one solution on [0, T ].

Corollary 3.8 Let f, g : [0, T ] × R → R be continuous functions. Suppose that (29), (H6) and (H7)
holds. In addition we assume that:

(H10) sup
r∈(0,∞)

r

‖z1‖ψ(r)χ(q1) + ‖z2‖ω(r)Θ(q1)
>

1
1 − M

, where χ(p1), Θ(q1) and M are defined in (26),

(27)and (29) respectively.

Then the he problem (28) has at least one solution on [0, T ].
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4 Examples

In this section we present examples to illustrate our results.

Example 4.1 Consider the following system of fractional Langevin equation subject to the nonlocal
Katugampola fractional integral conditions

D1/2
(
D3/5 + 0.2

)
x(t) =

t sin 3t

t + 1
arctanx(t)
3|x(t)| + 2

+
2 cos t

3t2 + 2
sin y(t)

2|y(t)| + 3
, 0 < t < 1,

D2/5
(
D4/5 + 0.25

)
y(t) =

3t2

4t + 3
3x(t)

5|x(t)| + 1
+

2y(t) + 3
3|y(t)| + 4

, 0 < t < 1,

x(0) = 0, x(0.6) = 0.2 1/2I7/10x(0.3) + 0.3 2/5I3/5x(0.6),
y(0) = 0, y(0.2) = 0.2 3/10I4/5y(0.3) + 0.3 3/5I2/5y(0.7) + 0.4 2/5I9/10y(0.9),

(30)

Here p1 = 1/2, p2 = 3/5, q1 = 2/5, q2 = 4/5, λ1 = 0.2, λ2 = 0.25, η = 0.6, κ = 0.2, α1 = 0.2,
α2 = 0.3, β1 = 0.2, β2 = 0.3, β3 = 0.4, µ1 = 1/2, µ2 = 2/5, γ1 = 7/10, γ2 = 3/5, δ1 = 3/10,
δ2 = 3/5, δ3 = 2/5, φ1 = 4/5, φ2 = 2/5, φ3 = 9/10, ξ1 = 0.3, ξ2 = 0.6, ζ1 = 0.3, ζ2 = 0.7, ζ3 = 0.9,
T = 1, f(t, x, y) = (t sin 3t arctanx(t))/((t+1)(3|x(t)|+2))+(2 cos t sin y(t))/((3t2 +2)(2|y(t)|+3)) and
g(t, x, y) = (9t2x(t))/((4t + 3)(5|x(t)|+ 1)) + (2y(t) + 3)/(3|y(t)|+ 4). Since f(t, x, y) ≤ (t sin 3t)/(3t +
3)+(2 cos t)/(6t2 +4), g(t, x, y ≤ (9t2)/(20t+15)+ (2/3) and by using the Maple program, we can find

Φ(0) =
T p2

Γ(1 + p2)

+
Γ(p1)

Γ(p1 + p2)
T p1+p2−1

|Ω|

(
ηp2

Γ(1 + p2)
+

2∑
i=1

|αi|
[

1
Γ(1 + p2)

ξp2+µiγi

i

µγi

i

Γ
(

p2+µi

µi

)
Γ

(
p2+µiγi+µi

µi

)])
≈ 4.318646369,

and

Λ(0) =
T q2

Γ(1 + q2)

+
Γ(q1)

Γ(q1 + q2)
T q1+q2−1

|Ψ|

(
κq2

Γ(1 + q2)
+

3∑
j=1

|βj |
[

1
Γ(1 + q2)

ζ
q2+δjφj

i

δ
φj

j

Γ
(

q2+δj

δj

)
Γ

(
q2+δjφj+δj

δj

)])
≈ 3.234126953.

Thus Υ ≈ 0.8637292738 < 1. Hence, by Theorem 3.2, the system (30) has at least one solution on [0, 1].

Example 4.2 Consider the following system of fractional Langevin equation subject to the nonlocal
Katugampola fractional integral conditions

D3/10
(
D4/5 + 0.25

)
x(t) =

t

15

(
|x|2 + 2|x|
|x| + 4

+
|y|2 + 2|y| + 2

3|y| + 4

)
, 0 < t < 1,

D2/5
(
D9/10 + 0.2

)
y(t) =

t

5

(
|x|2 + |x| + 1

2|x| + 5
+

|y|2 + 1
|y| + 5

)
, 0 < t < 1,

x(0) = 0, x(0.1) = 1.5 7/10I1/2x(0.6) + 2 3/10I1/5x(0.8) + 2.5 3/5I3/10x(0.9),
y(0) = 0, y(0.8) = 3 7/10I4/5y(0.7) + 2.5 3/10I9/10y(0.8),

(31)

Here p1 = 3/10, p2 = 4/5, q1 = 2/5, q2 = 9/10, λ1 = 0.25, λ2 = 0.2, η = 0.1, κ = 0.8, α1 = 1.5,
α2 = 2, α3 = 2.5, β1 = 3, β2 = 2.5, µ1 = 7/10, µ2 = 3/10, µ3 = 3/5, γ1 = 1/2, γ2 = 1/5, γ3 = 3/10,
δ1 = 7/10, δ2 = 3/10, φ1 = 4/5, φ2 = 9/10, ξ1 = 0.6, ξ2 = 0.8, ξ3 = 0.9, ζ1 = 0.7, ζ2 = 0.8,
T = 1, f(t, x, y) = (t/15)[((|x|2 + 2|x|)/(|x| + 4)) + ((|y|2 + 2|y| + 2)/(3|y| + 4))] and g(t, x, y) =
(t/5)[((|x|2 + |x| + 1)/(2|x| + 5)) + ((|y|2 + 1)/(|y| + 5))]. By using the Maple program, we can find

Φ(0) =
T p2

Γ(1 + p2)
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+
Γ(p1)

Γ(p1 + p2)
T p1+p2−1

|Ω|

(
ηp2

Γ(1 + p2)
+

3∑
i=1

|αi|
[

1
Γ(1 + p2)

ξp2+µiγi

i

µγi

i

Γ
(

p2+µi

µi

)
Γ

(
p2+µiγi+µi

µi

)])
≈ 1.892763483,

and

Λ(0) =
T q2

Γ(1 + q2)

+
Γ(q1)

Γ(q1 + q2)
T q1+q2−1

|Ψ|

(
κq2

Γ(1 + q2)
+

2∑
j=1

|βj |
[

1
Γ(1 + q2)

ζ
q2+δjφj

i

δ
φj

j

Γ
(

q2+δj

δj

)
Γ

(
q2+δjφj+δj

δj

)])
≈ 1.824427804.

Thus Υ ≈ 0.4731908708 < 1. Since |f(t, x, y)| ≤ (t/15)[(|x|2 +2|x|)/4+(|y|2 +2|y|+2)/4], |g(t, x, y)| ≤
(t/5)[(|x|2 + |x| + 1)/5 + (|y|2 + 1)/5], we choose z1(t) = t/15, ψ1(x) = (|x|2 + 2|x|)/4, ψ2(y) =
(|y|2 + 2|y| + 2)/4, z2(t) = t/5, ω1(x) = (|x|2 + |x| + 1)/5, ω2(y) = (|y|2 + 1)/5. We can show that

sup
r∈(0,∞)

r

‖z1‖[ψ1(r) + ψ2(r)]Φ(p1) + ‖z2‖[ω1(r) + ω2(r)]Λ(q1)

≈ 2.080080186 > 1.898220711 ≈ 1
1 − Υ

.

Hence, by Theorem 3.4, the system (31) has at least one solution on [0, 1].

Example 4.3 Consider the following system of fractional Langevin equation subject to the nonlocal
Katugampola fractional integral conditions

D4/5
(
D9/10 + 0.3

)
x(t) =

t

5

(
2(|x + y|)3 + 2|x| + |y|

3|x| + 4

)
, 0 < t <

2
3
,

D3/10
(
D9/10 + 0.35

)
y(t) =

t

3

(
(|x + y|)2 + 1
|x| + 2|y| + 3

)
, 0 < t <

2
3
,

x(0) = 0, x(0.6) = 0.4 2/5I7/10x(0.2) + 0.4 4/5I2/5x(0.6),
y(0) = 0, y(0.3) = 0.8 4/5I4/5y(0.2) + 0.7 1/5I9/10y(0.5) + 0.8 7/10I7/10y(0.6),

(32)

Here p1 = 4/5, p2 = 9/10, q1 = 3/10, q2 = 9/10, λ1 = 0.3, λ2 = 0.35, η = 0.6, κ = 0.3,
α1 = 0.4, α2 = 0.4, β1 = 0.8, β2 = 0.7, β3 = 0.8, µ1 = 2/5, µ2 = 4/5, γ1 = 7/10, γ2 = 2/5,
δ1 = 4/5, δ2 = 1/5, δ3 = 7/10, φ1 = 4/5, φ2 = 9/10, φ3 = 7/10, ξ1 = 0.2, ξ2 = 0.6, ζ1 = 0.2,
ζ2 = 0.5, ζ3 = 0.6, T = 2

3 , f(t, x, y) = (t/5)
[
(2(|x + y|)3 + 2|x| + |y|)/(3|x| + 4)

]
and g(t, x, y) =

(t/3)
[
((|x + y|)2 + 1)/(|x| + 2|y| + 3)

]
. By using the Maple program, we can find

Φ(0) =
T p2

Γ(1 + p2)
+

Γ(p1)
Γ(p1 + p2)

T p1+p2−1

|Ω|

(
ηp2

Γ(1 + p2)

+
2∑

i=1

|αi|
[

1
Γ(1 + p2)

ξp2+µiγi

i

µγi

i

Γ
(

p2+µi

µi

)
Γ

(
p2+µiγi+µi

µi

)])
≈ 2.401980728, (33)

and

Λ(0) =
T q2

Γ(1 + q2)
+

Γ(q1)
Γ(q1 + q2)

T q1+q2−1

|Ψ|

(
κq2

Γ(1 + q2)

+
3∑

j=1

|βj |
[

1
Γ(1 + q2)

ζ
q2+δjφj

i

δ
φj

j

Γ
(

q2+δj

δj

)
Γ

(
q2+δjφj+δj

δj

)])
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≈ 1.427481620. (34)

Thus Υ ≈ 0.7205942184 < 1.
Since |f(t, x, y)| ≤ (t/5)

[
((|x + y|)3 + |x| + |y|)/2

]
, |g(t, x, y)| ≤ (t/3)

[
((|x + y|)2 + 1)/3

]
, we choose

z1(t) = t/10, ψ(x + y) = |x + y|)3 + |x|+ |y|, z2(t) = t/9, ω(x + y) = (|x + y|)2 + 1). We can show that

sup
r∈(0,∞)

r

‖z1‖[ψ1(r) + ψ2(r)]Φ(p1) + ‖z2‖[ω1(r) + ω2(r)]Λ(q1)

≈ 3.980031158 > 3.579024007 ≈ 1
1 − Υ

.

Hence, by Theorem 3.5, the system (32) has at least one solution on
[
0, 2

3

]
.
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SUBORDINATION RESULTS FOR CERTAIN CLASS OF

ANALYTIC FUNCTIONS ASSOCIATED WITH

MITTAG-LEFFLER FUNCTION

MANSOUR F. YASSEN

Abstract. In this paper, we introduce a new class of analytic functions as-
sociated with Mittag-Leffler fuction in the open unit disk. Several properties

of functions belonging to this class are derived.

1. Introduction

Let U be the open unit disc U = {z : |z| < 1} . Also, Let A(p) the class of
functions f(z) of the form

f(z) = zp +
∞∑
n=2

anz
n+p−1, (1.1)

which are analytic in U, where p ∈ N = {1, 2, 3, ...}. Also fi(z) ∈ A(p), (i = 1, 2)
defined by

fi(z) = zp +
∞∑
n=2

an,iz
n+p−1, (i = 1, 2) (1.2)

the convolution (or Hadamard product) of f1(z) and f2(z) given by:

(f1 ∗ f2)(z) := (f2 ∗ f1)(z) := zp +

∞∑
n=2

an,1an,2z
n+p−1. (1.3)

The Mittag-Leffler function ([11],[12]) is defined by:

Eα(z) = 1+
z

α!
+

z2

(2α)!
+

z3

(3α)!
+ ... =

∞∑
n=0

zn

Γ(αn+ 1)
, (α ∈ C;Re(α) > 0). (1.4)

Some interesting properties and general of Mittag-Leffler function can be found e.g.
in [2], [3], [4], [5], [6], [9], [13], [14], [15], [16], [18], [21], [22] and [23]. The function

Eη,kα,β(z)(z ∈ C) introduced by Srivastava and Tomovski [20] in the form:

Eη,kα,β(z) =
∞∑
n=0

(η)nkz
n

Γ(αn+ β)n!
, (α, β, η ∈ C;Re(α) > max{0, Re(k)−1};Re(k) > 0),

(1.5)
where

(η)n =
Γ(η + n)

Γ(η)
=

{
1, n = 0,
η(η + 1)(η + 2) . . . (η + n− 1), n ∈ N. (1.6)

2010 Mathematics Subject Classification. 30C45.
Key words and phrases. Analytic functions, Hadamard product,starlike functions, prestar-like

functions, Differential subordination, Mittag-Leffler function.
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The function Eη,kα,β(z) proved by Srivastava and Tomovski [20] is an entire function

in the complex z-plane. Attiya [1] defined the function Qη,kα,β(z) by

Qη,kα,β(z) =
Γ(α+ β)

(η)k

(
Eη,kα,β(z)− 1

Γ(β)

)
, (z ∈ U), (1.7)

very recently, Attiya [1] introduce the operator

Hη,kα,β(f(z)) : A(1)→ A(1),

defined, in terms of convolution by

Hη,kα,β(f(z)) = Qη,kα,β(z) ∗ f(z)

= z +
∞∑
n=2

Γ(η + nk)Γ(α+ β)

Γ(η + k)Γ(nα+ β)
anz

n (z ∈ U). (1.8)

Analogous to Hη,kα,β(f(z)), we introduce the operator Hη,kα,β,p(f(z)) as follows

Hη,kα,β,p(f(z)) : A(p)→ A(p), (1.9)

where

Hη,kα,β,p(f(z)) = Qη,kα,β,p(z) ∗ f(z), (z ∈ U). (1.10)

and

Qη,kα,β,p(z) =
zp−1Γ(α+ β)

(η)k

(
Eη,kα,β(z)− 1

Γ(β)

)
, (z ∈ U), (1.11)

from equations (1.9), (1.10) and (1.11) we not that

Hη,kα,β,p(f(z)) = Qη,kα,β,p(z) ∗ f(z)

= zp +
∞∑
n=2

Γ(η + nk)Γ(α+ β)

Γ(η + k)Γ(nα+ β)
anz

n+p−1 (z ∈ U), (1.12)

when p = 1, the operator Hη,kα,β,1(f(z)) is the Attiya operator Hη,kα,β(f(z)) [1].

A function f(z) ∈ A(1) is said to be in the class S∗(σ) [7] and [19] or (star-like
of order σ in U) if:

S∗(σ) :=

{
f(z) : Re

(
zf ′(z)

f(z)

)
> σ, 0 ≤ σ < 1, z ∈ U

}
. (1.13)

A function f(z) ∈ A(1) is said to be in the class <(σ) [7] and [17] or (pre-starlike
of order σ in U) if:

<(σ) :=

{
f(z) :

z

(1− z)2(1−σ)
∗ f(z) ∈ S∗(σ), σ < 1, z ∈ U

}
. (1.14)

The function g(z) is called subordinate to G(z), if there exist a Schwarz function
h(z), analytic in U, with h(0) = 0 and |h(z)| ≤ 1, such that g(z) = G(h(z)) for all
z ∈ U.

This subordination is denoted by g(z) ≺ G(z). If the function G(z) is univalent
in U, then g(z) ≺ G(z) if and only if g(0) = G(0) and g(U) ⊂ G(U).

Let T be the class of function w(z) with w(0) = 1, which are analytic and
univalent in U.
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Definition 1. Let f(z) ∈ A(p) , then f(z) is said to be in the class Tη,kα,β,p(δ;w)
if it satisfies the following condition

(1− δ)
p

z−p+1
(
Hη,kα,β,p(f(z))

)′
+

δ

p(p− 1)
z−p+2

(
Hη,kα,β,p(f(z))

)′′
≺ w(z), (1.15)

where δ ∈ C), p ∈ N \ {1} and w(z) ∈ T.
The main object of our paper is to investigate and introduce some subordination

results of the class Tη,kα,β,p(δ;w).

2. Some Lemmas

In our paper, we use the following lemmas:

Lemma 1.1 [10]. Let G(z) be analytic function in U and w(z) be analytic and
convex univalent in U with G(0) = w(0), if

G(z) +
1

ϑ
zG′(z) ≺ w(z), (2.1)

where Re(ϑ) ≥ 0 and ϑ 6= 0, then G(z) ≺ w(z).

Lemma 1.2 [17]. Let σ < 1, f(z) ∈ S∗(σ), and G(z) ∈ <(σ), then, for analytic
function F (z) in U,

G ∗ (fF )

G ∗ f
(U) ⊂ co (F (U)) , (2.2)

where co (F (U)) denote the closed convex hull of F (U).

Lemma 1.3 [8]. Let G(z) = 1 +
∑∞
n=k dnz

n,(k ∈ N) be analytic function and
convex univalent function in U. If Re{G(z)} > 0, (z ∈ U), then

Re{G(z)} ≥ 1− |z|k

1 + |z|k
(k ∈ N; z ∈ U). (2.3)

3. Properties of the class Tη,kα,β,p(δ;w)

In this section, we let p ∈ N and p > 1 .

Theorem 3.1. let 0 ≤ δ1 < δ2. Then Tη,kα,β,p(δ2;w) ⊂ Tη,kα,β,p(δ1;w).

Proof. Let f(z) ∈ Tη,kα,β,p(δ2;w) and 0 ≤ δ1 < δ2 . Suppose that

φ(z) =
z−p+1

p

(
Hη,kα,β,p(f(z))

)′
. (3.1)

Therefore, the function φ(z) in the above equation is analytic in U with φ(0) = 1.
Differentiating the both sides of the above equation w.r.t. z, we have

φ′(z) =
(1− p)z−p

p

(
Hη,kα,β,p(f(z))

)′
+
z−p+1

p

(
Hη,kα,β,p(f(z))

)′′
. (3.2)

By using Equation (1.15), we have

(1− δ2)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+
δ2z
−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
= φ(z) +

δ2zφ
′(z)

(p− 1)

≺ w(z). (3.3)
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Using Lemma 1.1, we have

φ(z) ≺ w(z). (3.4)

Since 0 ≤ δ1/δ2 < 1 and w(z) is univalent in U, using equations (3.1) and (3.4), we
given that

(1− δ1)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+
δ1z
−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
=

(
1− δ1

δ2

)
φ(z)

+
δ1
δ2

(
(1− δ2)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+
δ2z
−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′)
≺ w(z). (3.5)

Therefore f(z) ∈ Tη,kα,β,p(δ1;w), and the proof of Theorem 1.1 is completed.

Theorem 3.2. Let δ > 0, ρ > 0, and f(z) ∈ Tη,kα,β,p(δ; ρw+ 1−ρ). If ρ ≤ ρ0, where

ρ0 =
1

2

(
1− (p− 1)

δ

∫ 1

0

t((p−1)/δ)−1

1 + t
dt

)−1
. (3.6)

Then f(z) ∈ Tη,kα,β,p(0;w). The bound ρ0 is sharp in the case w(z) = 1/(1− z).

Proof. Let f(z) ∈ Tη,kα,β,p(δ; ρw + 1− ρ) with δ > 0, ρ > 0. Suppose that

φ(z) =
z−p+1

p

(
Hη,kα,β,p(f(z))

)′
. (3.7)

Then we have

φ(z) +
δzφ′(z)

(p− 1)
=

(1− δ)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
≺ ρw(z) + 1− ρ. (3.8)

Using Lemma 1.1, we have

φ(z) ≺ ρ(p− 1)z(−(p−1)/δ)

δ

∫ z

0

u((p−1)/δ)w(u)du+ 1− ρ = (w ∗ ϕ)(z), (3.9)

where

ϕ(z) =
ρ(p− 1)z(−(p−1)/δ)

δ

∫ z

0

u((p−1)/δ)−1

1− u
du+ 1− ρ. (3.10)

If 0 < ρ ≤ ρ0 where ρ0(> 1) is given by (3.6), then it follows from (3.10) that

Re {ϕ(z)} =
ρ(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1Re

{
1

1− tz

}
dt+ 1− ρ

>
ρ(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1

1 + t
dt+ 1− ρ

≥ 1

2
(z ∈ U). (3.11)

Using the Herglotz representation for ϕ(z). Also, from Equations (3.7) and (3.9)
we obtain

z−p+1

p

(
Hη,kα,β,p(f(z))

)′
≺ (w ∗ ϕ)(z) ≺ w(z), (3.12)
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since w(z) is convex univalent in U. Therefore f(z) ∈ Tη,kα,β,p(0;w). If w(z) =

1/(1− z) and f(z) ∈ A(p) defined by:

z−p+1

p

(
Hη,kα,β,p(f(z))

)′
=
ρ(p− 1)z−(p−1)/δ

δ

∫ z

0

u((p−1)/δ)−1

1− u
du+ 1− ρ, (3.13)

we can see that

(1− δ)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+
δz−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
= ρw(z) + 1− ρ. (3.14)

Thus f(z) ∈ Tη,kα,β,p(δ; ρh+ 1− ρ). Also, for ρ > ρ0, we have (at z → −1)

Re

{
z−p+1

p

(
Hη,kα,β,p(f(z))

)′}
−→ ρ(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1

1 + t
dt+ 1− ρ < 1

2
, (3.15)

which obtains f(z) 6∈ Tη,kα,β,p(0;w). Therefore, the value ρ0 cannot be increased

when w(z) = 1/(1− z).

Theorem 3.3. Let f(z) ∈ Tη,kα,β,p(δ;w), φ(z) ∈ A(p), and

Re
{
z−pφ(z)

}
>

1

2
(z ∈ U). (3.16)

Then (f ∗ φ)(z) ∈ Tη,kα,β,p(δ;w).

Proof. For f(z) ∈ Tη,kα,β,p(δ;w) and φ(z) ∈ A(p), we have

(1− δ)z−p+1

p

(
Hη,kα,β,p((f ∗ φ)(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p((f ∗ φ)(z))

)′′
=

(1− δ)
p

(
z−pφ(z)

)
∗
(
z−p+1

(
Hη,kα,β,p(f)(z))

)′)
+

δ

p(p− 1)

(
z−pφ(z)

)
∗
(
z−p+2

(
Hη,kα,β,p(f)(z))

)′′)
= (z−pφ(z)) ∗ ϕ(z), (3.17)

where

ϕ(z) =
(1− δ)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
. (3.18)

Using (3.16), the function z−pφ(z) has the Herglotz Representation

z−pφ(z) =

∫
|y|=1

dµ(y)

(1− yz)
(z ∈ U), (3.19)

where µ(y) is a probability measure defined on the circle |y| = 1 and∫
|y|=1

dµ(y) = 1.

Since w(z) is convex univalent in U, it follows from (3.17) to (3.19) that

(1− δ)z−p+1

p

(
Hη,kα,β,p((f ∗ φ)(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p((f ∗ φ)(z))

)′′
=

∫
|y|=1

ϕ(yz)dµ(y) ≺ w(z). (3.20)
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This shows that (f ∗ φ)(z) ∈ Tη,kα,β,p(δ;w) and the theorem is proved.

Theorem 3.4. Let f(z) ∈ Tη,kα,β,p(δ;w), φ(z) ∈ A(p), and

z−p+1φ(z) ∈ <(σ) (σ < 1, z ∈ U). (3.21)

Then (f ∗ φ)(z) ∈ Tη,kα,β,p(δ;w).

Proof. For f(z) ∈ Tη,kα,β,p(δ;w) and φ(z) ∈ A(p) from (3.17), we have

(1− δ)z−p+1

p

(
Hη,kα,β,p((f ∗ φ)(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p((f ∗ φ)(z))

)′′
=

(z−p+1φ(z)) ∗ (zϕ(z))

(z−p+1φ(z)) ∗ z
(z ∈ U), (3.22)

where ϕ(z) is defined as in (3.18). Since w(z) is convex univalent in U,

ϕ(z) ≺ w(z), z−p+1φ(z) ∈ <(σ) and z ∈ S∗(σ), (σ < 1).

It follows from (3.22) and Lemma 1.2 the desired result.

Theorem 3.5. Let δ ≥ 0 and

fi(z) = zp +
∞∑
n=2

an,iz
n+p−1 ∈ Tη,kα,β,p(δ;w), (i = 1, 2) (3.23)

where

wi(z) = γi + (1− γi)
1 + z

1− z
and γi < 1, (i = 1, 2). (3.24)

If f(z) ∈ A(p) is defined by

Hη,kα,β,p(f(z)) =

∫ z

0

(
Hη,kα,β,p(f1(u))

)′
∗
(
Hη,kα,β,p(f2(u))

)′
du. (3.25)

Then f(z) ∈ Tη,kα,β,p(δ;w), where

w(z) = γ + (1− γ)
1 + z

1− z
, (3.26)

where γ is given by

γ =

{
p− 4p(1− γ1)(1− γ2)

(
1− p−1

δ

∫ 1

0
t((p−1)/δ)−1

1+t dt
)

; (δ > 0)

p− 2p(1− γ1)(1− γ2); (δ = 0),
(3.27)

the value of γ is the best possible.

Proof. For the case when δ > 0. by putting

Gi(z) =
(1− δ)z−p+1

p

(
Hη,kα,β,p(fi(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(fi(z))

)′′
(i = 1, 2),

(3.28)
for fi(z), (i = 1, 2) given by (3.23), we find that

Gi(z) = 1 +
∞∑
n=2

bn,iz
n−1 ≺ γi + (1− γi)

1 + z

1− z
(i = 1, 2),

and(
Hη,kα,β,p(fi(z))

)′
=
p(p− 1)z−(p−1)(1−δ)/δ

δ

∫ z

0

u((p−1)/δ)−1Gi(u)du (i = 1, 2).
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Now, if f(z) ∈ A(p) is defined by (3.25), we find from (3.30) that(
Hη,kα,β,p(f(z))

)′
=

(
Hη,kα,β,p(f1(z))

)′
∗
(
Hη,kα,β,p(f2(z))

)′
=

(
p(p− 1)zp−1

δ

∫ 1

0

t((p−1)/δ)−1G1(tz)dt

)
∗
(
p(p− 1)zp−1

δ

∫ z

1

t((p−1)/δ)−1G2(tz)dt

)
=

(
p(p− 1)zp−1

δ

∫ z

1

t((p−1)/δ)−1G(tz)dt

)
(3.29)

where

G(z) =
p(p− 1)

δ

∫ 1

0

u((p−1)/δ)−1(G1 ∗G2)(tz)dt. (3.30)

Also, by using (3.29) and the Herglotz theorem,we see that

Re

{(
G1(z)− γ1

1− γ1

)
∗
(

1

2
+
G2(z)− γ2
2(1− γ2)

)}
> 0 (z ∈ U), (3.31)

which gives

Re {(G1 ∗G2) (z)} > γ0 = 1− 2(1− γ1)(1− γ2) (z ∈ U). (3.32)

According to Lemma 1.3, we have

Re {(G1 ∗G2) (z)} ≥ γ0 + (1− γ0)

(
1− |z|
1 + |z|

)
(z ∈ U). (3.33)

Now it follows from (3.31) to (3.35) that

Re

{
(1− δ)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′}
= Re{G(z)}

=
p(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1Re{(G1 ∗G2)(tz)}dt

≥ p(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1
(
β0 + (1− β0)

1− t|z|
1 + t|z|

)
dt

> pγ0 +
p(p− 1)(1− γ0)

δ

∫ 1

0

t((p−1)/δ)−1
1− t
1 + t

dt

= p− 4p(1− γ1)(1− γ2)

(
1− p− 1

δ

∫ 1

0

t((p−1)/δ)−1

1 + t
dt

)
= γ (z ∈ U). (3.34)

which proves that f(z) ∈ Tη,kα,β,p(δ;w) for the function w(z) given by (3.26).In order

to show that the bound γ is Sharp, we take the functions fi(z) ∈ A(p) (i = 1, 2)
defined by(

Hη,kα,β,p(fi(z))
)′

=
p(p− 1)z−(p−1)(1−δ)/δ

δ

×
∫ z

0

u((p−1)/δ)−1
(
γi + (1− γi)

1 + u

1− u

)
du, (3.35)
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for i = 1, 2 and, we have

Gi(z) =
(1− δ)z−p+1

p

(
Hη,kα,β,p(fi(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(fi(z))

)′′
= γi + (1− γi)

1 + z

1− z
(i = 1, 2), (3.36)

and

(G1 ∗G2) (z) = 1 + 4(1− γ1)(1− γ2)
z

1− z
. (3.37)

Hence, for f(z) ∈ A(p) given by (3.25), we obtain

(1− δ)z−p+1

p

(
Hη,kα,β,p(f(z))

)′
+

δz−p+2

p(p− 1)

(
Hη,kα,β,p(f(z))

)′′
=

p(p− 1)

δ

∫ 1

0

t((p−1)/δ)−1
(

1 + 4(1− γ1)(1− γ2)
tz

1− tz

)
dt

−→ γ (as z −→ −1). (3.38)

The proof is simple in the case of δ = 0, therefore, we omit the details involved.

Conclusions
we introduced the class Tη,kα,β,p(δ;w) of analytic functions associated with Mittag-

Leffler function. Conclusion property of the class Tη,kα,β,p(δ;w) is obtained, sufficient

condition of the class Tη,kα,β,p(δ;w) is also derived. Furthermore, several properties
of functions belonging to this class are derived.
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