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ON HARMONIC MULTIVALENT FUNCTIONS DEFINED BY A

NEW DERIVATIVE OPERATOR

ADRIANA CĂTAŞ1∗, ROXANA ŞENDRUŢIU2

Abstract. In the present paper, we define and investigate a new class of mul-

tivalent harmonic functions in the open unit disc U = {z ∈ C : |z| < 1}, under

certain conditions involving a new generalized differential operator. Coefficient

inequalities, distortion bounds and a covering result are also obtained.

Keywords: differential operator, harmonic function, coefficient bounds.

2000 Mathematical Subject Classification: 30C45.

1. Introduction

A continuous complex-valued function f = u + iv defined in a simply connected

complex domain D is said to be harmonic in D if both u and v are real harmonic

in D. In any simple connected domain we can write f = h + ḡ, where h and g are

analytic in D. A necessary and sufficient condition for f to be univalent and sense

preserving in D is that |h′(z)| > |g′(z)|, z ∈ D. (See [4] for more details.)

Denote by SH(p, n), (p, n ∈ N = {1, 2, . . .}) the class of functions f = h + ḡ that

are harmonic multivalent and sense-preserving in the unit disc U for which f(0) =

fz(0)− 1 = 0. Then for f = h + ḡ ∈ SH(p, n) we may express the analytic functions

h and g as

(1.1) h(z) = zp +
∞∑

k=p+n

akz
k, g(z) =

∞∑
k=p+n−1

bkz
k, |bp+n−1| < 1.

Let S̃H(p, n,m), (p, n ∈ N,m ∈ N0∪{0}) denote the family of functions fm = h+ḡm
that are harmonic in D with the normalization

(1.2) h(z) = zp −
∞∑

k=p+n

|ak|zk, gm(z) = (−1)m
∞∑

k=p+n−1

|bk|zk, |bp+n−1| < 1.

2. Coefficient bounds for the new classes ALH(p,m, δ, α, λ, l) and

ÃLH(p,m, δ, α, λ, l)

We propose for the beginning a new generalized differential operator as follows.

Definition 2.1. Let H(U) denote the class of analytic functions in the open unit

disc U = {z ∈ C : |z| < 1} and let A(p) be the subclass of the functions belonging

1
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2 A. Cătaş, R. Şendruţiu

to H(U) of the form h(z) = zp +
∑∞
k=p+n akz

k. For m ∈ N0, λ ≥ 0, δ ∈ N0, l ≥ 0 we

define the generalized differential operator Imλ,δ(p, l) on A(p)

(2.1) Imλ,δ(p, l)h(z) = (p+ l)mzp +
∞∑

k=p+n

[p+ λ(k − p) + l]mC(δ, k)akz
k,

(2.2) C(δ, k) =

(
k + δ − 1

δ

)
=

Γ(k + δ)

Γ(k)Γ(δ + 1)
.

Remark 2.2. When λ = 1, p = 1, l = 0, δ = 0 we get Sălăgean differential operator

[10]; p = 1, m = 0 gives Ruscheweyh operator [9]; p = 1, l = 0, δ = 0 implies Al-

Oboudi differential operator of order m (see [1]); λ = 1, p = 1, l = 0 operator (2.1)

reduces to Al-Shaqsi and Darus differential operator [2] and when p = 1, l = 0 we

reobtain the operator introduced by Darus and Ibrahim in [5].

Definition 2.3. Let f ∈ SH(p, n), p ∈ N. Using the operator (2.1) for f = h + ḡ

given by (1.1) we define the differential operator of f as

(2.3) Imλ,δ(p, l)f(z) = Imλ,δ(p, l)h(z) + (−1)mImλ,δ(p, l)g(z)

(2.4) Imλ,δ(p, l)h(z) = (p+ l)mzp +

∞∑
k=p+n

[p+ λ(k − p) + l]mC(δ, k)akz
k

(2.5) Imλ,δ(p, l)g(z) =
∞∑

k=p+n−1

[p+ λ(k − p) + l]mC(δ, k)bkz
k.

Remark 2.4. When λ = 1, l = 0, δ = 0 the operator (2.3) reduces to the operator

introduced earlier in [7] by Jahangiri et al.

Definition 2.5. A function f ∈ SH(p, n) belongs to the class ALH(p,m, δ, α, λ, l) if

(2.6)
1

p+ l
Re

{
Im+1
λ,δ (p, l)f(z)

Imλ,δ(p, l)f(z)

}
≥ α, 0 ≤ α < 1,

where Imλ,δf is defined by (2.3), for m ∈ N0. Finally, we define the subclass

(2.7) ÃLH(p,m, δ, α, λ, l) ≡ ALH(p,m, δ, α, λ, l) ∩ S̃H(p, n,m).

Remark 2.6. The class ALH(p,m, δ, α, λ, l) includes a variety of well-known subclasses

of SH(p, n). For example, letting n = 1 we get ALH(1, 1, 0, α, 1, 0) ≡ HK(α) in [6],

for n = 1, ALH(1,m − 1, 0, α, 1, 0) ≡ SH(t, u, α) in [11], ALH(p, n + p, 0, α, 1, 0) ≡
SHp(n, α) in [8] and n = 1, ALH(1,m, δ, α, 1, 0) ≡MH(m, δ, α) in [3].

Theorem 2.7. Let f = h+ ḡ be given by (1.1). If

(2.8)
∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+
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+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk| ≤ 1,

with λn ≥ α(p+ l), where

(2.9) dp,k(m,λ, l) = [p+ λ(k − p) + l]m

then f ∈ ALH(p,m, δ, α, λ, l).

Proof. Using the fact that 1
p+lRe w ≥ α if and only if |(p + l) − (p + l)α + w| ≥

|(p+ l) + (p+ l)α− w|, it is sufficient to show that

(2.10) |(p+ l)(1− α)Imλ,δ(p, l)f(z) + Im+1
λ,δ (p, l)f(z)|−

−|(p+ l)(1 + α)Imλ,δ(p, l)f(z)− Im+1
λ,δ (p, l)f(z)| ≥ 0.

Substituting Imλ,δ(p, l)f(z) and Im+1
λ,δ (p, l)f(z) in (2.10) yields by (2.8)

|(p+ l)(1− α)Imλ,δ(p, l)f(z) + Im+1
λ,δ (p, l)f(z)|−

−|(p+ l)(1 + α)Imλ,δ(p, l)f(z)− Im+1
λ,δ (p, l)f(z)| >

> 2(p+ l)m+1(1− α)

1−
∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|−

−
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk|

 .

The last expression is nonnegative by (2.8) and therefore the proof is complete. �

Remark 2.8. The harmonic function

(2.11) f(z) = zp +
∞∑

k=p+n

(p+ l)m+1(1− α)

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
xkz

k+

+

∞∑
k=p+n−1

(p+ l)m+1(1− α)

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
ykzk,

where
∑∞
k=p+n |xk| +

∑∞
k=p+n−1 |yk| = 1, 0 ≤ α < 1, m ∈ N0, λn ≥ α(p + l), λ ≥ 0

and dp,k(m,λ, l) is given in (2.9), show that the coefficient bound expressed by (2.8)

is sharp.

Theorem 2.9. Let fm = h + ḡm be given by (1.2). Then fm ∈ ÃLH(p,m, δ, α, λ, l)

if and only if

(2.12)

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk| ≤ 1,

where λn ≥ α(p+ l), 0 ≤ α < 1, m ∈ N0, λ ≥ 0 and dp,k(m,λ, l) is given in (2.9).
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Proof. Since ÃLH(p,m, δ, α, λ, l) ⊂ ALH(p,m, δ, α, λ, l), we only need to prove the

”only if” part of the theorem. For this part we consider that fm ∈ ÃLH(p,m, δ, α, λ, l).

Then

Re

{
Im+1
λ,δ (p, l)f(z)

Imλ,δ(p, l)f(z)
− α(p+ l)

}
=

Re


(p+ l)m+1(1− α)zp −

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]ξ(m,λ, l; δ, k)akz
k

(p+ l)mzp −
∞∑

k=p+n

ξ(m,λ, l; δ, k)akz
k + (−1)2m

∞∑
k=p+n−1

ξ(m,λ, l; δ, k)bkzk

−

(−1)2m

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]ξ(m,λ, l; δ, k)bkzk

(p+ l)mzp −
∞∑

k=p+n

ξ(m,λ, l; δ, k)akz
k + (−1)2m

∞∑
k=p+n−1

ξ(m,λ, l; δ, k)bkzk

 ≥ 0,

where ξ(m,λ, l; δ, k) = dp,k(m,λ, l)C(δ, k).

The above required condition must hold for all values of z in U . Upon choosing the

values of z on the positive real axis where 0 ≤ |z| = r < 1, we must have

(2.13)

(p+ l)m+1(1− α)−
∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]ξ(m,λ, l; δ, k)|ak|rk−p

(p+ l)m −
∞∑

k=p+n

ξ(m,λ, l; δ, k)|ak|rk−p +
∞∑

k=p+n−1

ξ(m,λ, l; δ, k)|bk|rk−p
−

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]ξ(m,λ, l; δ, k)|bk|rk−p

(p+ l)m −
∞∑

k=p+n

ξ(m,λ, l; δ, k)|ak|rk−p +
∞∑

k=p+n−1

ξ(m,λ, l; δ, k)|bk|rk−p
≥ 0.

If the condition (2.12) does not hold, then the numerator in (2.13) is negative for r

sufficiently close to 1. Hence there exists a z0 = ro in (0, 1) for which the quotient in

(2.13) is negative. This contradicts the required condition for f ∈ ÃLH(p,m, δ, α, λ, l)

and so the proof is complete. �

3. Distortion bounds

The following theorem gives the distortion bounds for functions in

ÃLH(p,m, δ, α, λ, l) which yields a covering result for this class.
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Theorem 3.1. Let f ∈ ÃLH(p,m, δ, α, λ, l), with 0 ≤ α < 1, λn ≥ α(p+ l), m ∈ N0,

λ ≥ 0. Then for |z| = r < 1 one obtains

(3.1) |f(z)| ≤ (1+ |bp+n−1|rn−1)rp+
(p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
·

·
{

1− [(p+ l)(1 + α) + λ(n− 1)]dp,n+p−1(m,λ, l)C(δ, n+ p− 1)

(p+ l)m+1(1− α)
|bp+n−1|

}
rn+p

and

|f(z)| ≥ (1− |bp+n−1|rn−1)rp − (p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
·

·
{

1− [(p+ l)(1 + α) + λ(n− 1)]dp,n+p−1(m,λ, l)C(δ, n+ p− 1)

(p+ l)m+1(1− α)
|bp+n−1|

}
rn+p.

Proof. We only prove the left-hand inequality. The proof for the right-hand inequality

is similar and will be omitted.

Let f ∈ ÃLH(p,m, δ, α, λ, l). Taking the absolute value of f we have

|f(z)|= |zp−
∞∑

k=p+n

akz
k + (−1)m

∞∑
k=p+n−1

bkz̄
k| ≥ (1− |bp+n−1|rn−1)rp−

∞∑
k=p+n

(|ak|+ |bk|)rp+n

= (1− |bp+n−1|rn−1)rp − (p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
·

·
∞∑

k=p+n

[(p+ l)(1− α) + λn]dp,p+n(m,λ, l)C(δ, p+ n)

(p+ l)m+1(1− α)
(|ak|+ |bk|)rp+n ≥

(1− |bp+n−1|rn−1)rp − (p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
·

·
{

1− [(p+ l)(1 + α) + λ(n− 1)]dp,n+p−1(m,λ, l)C(δ, n+ p− 1)

(p+ l)m+1(1− α)
|bp+n−1|

}
rn+p.

The bounds given in Theorem 3.1 for the functions f of the form (1.2) also hold

for the functions of the form (1.1) if the coefficient condition (2.8) is satisfied. The

upper bound given for f ∈ ÃLH(p,m, δ, α, λ, l) is sharp and the equality occurs for

the function

f(z) = z + |bp+n−1|z̄p +
(p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
·

·
{

1− [(p+ l)(1 + α) + λ(n− 1)]dp,n+p−1(m,λ, l)C(δ, n+ p− 1)

(p+ l)m+1(1− α)
|bp+n−1|

}
rn+p,

where |bp+n−1| ≤ (p+l)m+1(1−α)
[(p+l)(1+α)+λ(n−1)]dp,n+p−1(m,λ,l)C(δ,n+p−1) �

The following covering result follows from the left-hand inequality in Theorem 3.1.
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6 A. Cătaş, R. Şendruţiu

Corollary 3.2. If the function f ∈ ÃLH(p,m, δ, α, λ, l), then{
w: |w|<[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)− (p+ l)m+1(1− α)

[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)
−

−
[(p+ l)(1− α) + λn]dp,n+p(m,λ, l)C(δ, n+ p)− Eαp,δ(m,λ, l)

[p(1− α) + λn+ l]dp,n+p(m,λ, l)C(δ, n+ p)
· |bp+n−1|

}
⊂f(U)

where Eαp,δ(m,λ, l) = [(p+ l)(1 + α) + λ(n− 1)]dp,n+p−1(m,λ, l)C(δ, n+ p− 1).
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1. Introduction and Preliminaries

The study of the convergence of the sequence of successive approximations is
realized in metric spaces. That is, for (X, d) metric space and A : X → X an
operator, for any x ∈ X can be considered the sequence:

(1) (Am (x))m∈N , x ∈ X

where A0 = 1X and Am = Am−1 ◦A for m ∈ N∗.
Investigating the properties of sequence (1), L. d’Apuzzo introduced in 1976

(see [3]) the good and special convergence, giving necessary and sufficient condi-
tions for this kind of convergence (see [2]). In paper [3], she considers the good
and special convergence of type M, as a particular case, in which the sequence
(d (Am (x) , A∞ (x)))m∈N, (respectively,

(
d
(
Am (x) , Am−1 (x)

))
m∈N ) is strictly de-

creasing for any x. I.A. Rus introduced, in paper (see [8]), the good and special
weakly Picard operators .

In what follow, let (X, d) be a metric space and A : X → X an operator. In this
paper we will use the following notations:
P (X) := {Y ⊂ X|Y 6= ∅} ;
FA := {x ∈ X|A (x) = x} - the fixed point set of A;
I (A) := {Y ∈ P (X)|A (Y ) ⊂ Y } - the family of the nonempty invariant subsets
of A.

Definition 1. (I.A. Rus - [6], [7], [8]) Let (X, d) be a metric space.
1) An operator A : X → X is weakly Picard operator (briefly WPO) if the sequence
of successive approximations (Am (x0))m∈N converges for all x0 ∈ X and the limit
(which may depend on x0) is a fixed point of A.
2) If the operator A : X → X is WPO and FA = {x∗}, then by definition the
operator A is Picard operator (briefly PO).
3) If the operator A : X → X is WPO, then can be considered the operator A∞

defined by A∞ : X → X, A∞ (x) := lim
m→∞

Am (x).

1
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The basic result in the WPO’s theory is the following:

Theorem 1. (Characterization theorem - [6], [7], [8]) An operator A : X → X is
WPO if and only if there exits a partition of X, X =

⋃
λ∈Λ

Xλ, such that:

(a) Xλ ∈ I (A) , ∀λ ∈ Λ;
(b) A|Xλ : Xλ → Xλ is PO, ∀λ ∈ Λ.

Definition 2. Let (X, d) be a metric space and A : X → X a WPO.

1) A : X → X is good WPO, if the series
∞∑
m=1

d
(
Am−1 (x) , Am (x)

)
converges, for

all x ∈ X (see [8]). In the case that the sequence
(
d
(
Am−1 (x) , Am (x)

))
m∈N∗ is

strictly decreasing for all x ∈ X, the operator A is good WPO of type M (see [3]).

2) A : X → X is special WPO, if the series
∞∑
m=1

d (Am (x) , A∞ (x)) converges,

for all x ∈ X(see [8]). When the sequence (d (Am (x) , A∞ (x)))m∈N∗ is strictly
decreasing for all x ∈ X, A is special WPO of type M (see [3]).

In 2015, S. Mureşan and L.F. Iambor obtained the following result regarding to
good and special weakly Picard operators.

Theorem 2. ([5]) Let (X, d) be a metric space and A : X → X a WPO. If A is
special WPO then A is good WPO.

In the paper [4], A.Bica and L.F. Galea(Iambor) introduced the notions of uni-
form good and special weakly Picard operators like this:

Definition 3. (A.Bica, L.F. Galea - [4]) Let (X, d) be a metric space and F ⊂
{A|A : X → X} a family of operators on X. We say that F is a family of uniform
special (good) WPO’s if for any A ∈ F , A is special (good) WPO and there exist
the functionals ϕ : X → R+ and ψ,ψ′ : F → R+ such that ϕ is continuous and

∞∑
m=1

d (Am (x) , A∞ (x)) 6 ψ (A) · ϕ (x) , ∀ x ∈ X, ∀ A ∈ F

(respectively,
∞∑
m=1

d
(
Am (x) , Am−1 (x)

)
6 ψ′ (A) · ϕ (x) , ∀ x ∈ X, ∀ A ∈ F ).

In what follow, we present the general class of linear positive operators of discrete
type and some properties of these operators investigated by O. Agratini and I.A.
Rus in [1].

At first they construct an approximation process of discrete type acting on the
space C ([a, b]) endowed with the Chebyshev norm ‖.‖.

For each integer n > 1 they consider the following:
(i) A net on [a, b] named ∆n is fixed (a = xn,0 < xn,1 < ... < xn,n = b).
(ii) A system (ψn,k)k=0,n is given, where every ψn,k belongs to C ([a, b]).

They assume that it is a blending system with a certain connection with ∆n,
more precisely the following conditions hold:

ψn,k > 0,
(
k = 0, n

)
,

n∑
k=0

ψn,k = e0,
n∑
k=0

xn,kψn,k = e1

Definition 4. (O.Agratini, I.A. Rus - [1]) The operators Ln : C ([a, b])→ C ([a, b])
defined by

Ln (f) (x) =
n∑
k=0

ψn,k (x) f (xn,k)
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are called the operators of discrete type.

The operators of discrete type Ln, have the following properties:
1) Ln, n ∈ N are positive linear operators;
2) Ln (e0) = e0 and Ln (e1) = e1.

Theorem 3. (O.Agratini, I.A. Rus - [1]) Let Ln, n ∈ N, such that ψn,0 (a) =
ψn,n (b) = 1. Let us denote un := min

x∈[a,b]
[Φn,0 (x) + Φn,n (x)].

If the un > 0 the iterates sequence (Lmn )m>1 verifies

lim
m→∞

(Lmn f) (x) = f (a) + f(a)−f(b)
b−a (x− a) , f ∈ C ([a, b])

uniformly on [a, b].

Theorem 4. (O.Agratini, I.A. Rus - [1]) Let Ln, n ∈ N, such that ψn,0 (a) =
ψn,n (b) = 1. Then the operator Ln is weakly Picard operator for every n ∈ N and

L∞n (f) = c1 (f) e1 + c2 (f)
not
= f∗ (x) , f ∈ C ([a, b])

where c1 (f) = f(b)−f(a)
b−a and c2 (f) = bf(a)−af(b)

b−a .

The convergence exists on the space (C [a, b] , ‖.‖∞).
In the application of Characterization theorem of weakly Picard operator, it was

considerate the partition of C ([a, b]):

C ([a, b]) :=
⋃

α,β∈R
Xα,β

where Xα,β = {f ∈ C ([a, b]) : f (a) = α, f (b) = β} , α, β ∈ R.

Proposition 5. (O. Agratini, I.A. Rus - [1]) The operators of discrete type satisfied
the following contraction property relative to above partition:

(2) ‖Ln (f)− Ln (g)‖∞ 6 (1− un) ‖f − g‖∞ , ∀ f, g ∈ Xα,β , α, β ∈ R

where un = min
x∈[a,b]

[Φn,0 (x)− Φn,n (x)], un > 0.

2. Main results

In this section, we will investigate some properties of the iterates of discrete type
of operators in sense of good and special convergence.

Theorem 6. The operators of discrete type Ln, n ∈ N are special WPO and good
WPO of type M on C ([a, b]).

From Theorem 3, we have that Ln, n ∈ N is weakly Picard operator.
Let f ∈ C ([a, b]). Then f ∈ Xf(a),f(b) and according to (1) we infer that Ln is

contraction on Xf(a),f(b). So, the operator Ln, n ∈ N is special WPO of type M on
Xf(a),f(b). Finally, we get that Ln, n ∈ N is special WPO of type M on C ([a, b]).

From Theorem 2, any special WPO is good WPO. Then we have that Ln, n ∈ N
is good WPO of type M on C ([a, b]).

Theorem 7. The family of the operators of discrete type {Ln : n ∈ N∗} is family
of uniform special and good WPO’s on C [a, b].

Proof. Using the inequality (1), we obtain the estimation:∣∣L1
n (f) (x)− L∞n (f) (x)

∣∣ =
∣∣L1
n (f) (x)− L1

n (L∞n (f)) (x)
∣∣ 6

6 (1− un) |f (x)− L∞n (f) (x)| = (1− un) |f (x)− c1 (f) e1 − c2 (f)| 6
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6 (1− un) · C, ∀ x ∈ [a, b],
where C = diam (Im f) + 2 max {|f (a)| , |f (b)|}, with
diam (Im f) = max {|f (x)− f (y)| : x, y ∈ [a, b]}.

The constant C was obtained using the following technique:

• If x = a then:
|f (x)− L∞n (f) (x)| 6

∣∣∣f (x)− f(b)−f(a)
b−a · a− bf(a)−af(b)

b−a

∣∣∣ =

=
∣∣∣f (x)− f(a)(b−a)

b−a

∣∣∣ = |f (x)− f (a)| 6 diam (Im f)

• If x = b then:
|f (x)− L∞n (f) (x)| 6

∣∣∣f (x)− f(b)−f(a)
b−a · b− bf(a)−af(b)

b−a

∣∣∣ =

=
∣∣∣f (x)− f(b)(b−a)

b−a

∣∣∣ = |f (x)− f (b)| 6 diam (Im f)

• If x ∈ [a, b] then:

|f (x)− L∞n (f) (x)| 6
∣∣∣f (x)− f(b)−f(a)

b−a · x− bf(a)−af(b)
b−a

∣∣∣ =

=
∣∣∣f (x)− x−a

b−a · f (b) + b−x
b−a · f (a)

∣∣∣ 6
6 |f (x)− f (b)|+ |f (b)| ·

∣∣∣1− x−a
b−a

∣∣∣+
∣∣∣ b−xb−a

∣∣∣ · |f (a)| 6
6 diam (Im f) + 2 max {|f (a)| , |f (b)|} .

By induction, for m ∈ N∗, we have:
|Lmn (f) (x)− L∞n (f) (x)| =

∣∣L1
n

(
Lm−1
n (f)

)
(x)− L1

n (L∞n (f)) (x)
∣∣ 6

6 (1− un)
m · C, ∀ x ∈ [a, b] .

Then,
∞∑
m=1
|Lmn (f) (x)− L∞n (f) (x)| 6

6 lim
m→∞

C
[
(1− un) + (1− un)

2
+ ...+ (1− un)

m
]

=

= lim
m→∞

[
C (1− un) · 1−(1−un)m

un

]
6 C · 1−un

un
(2)

On the other hand, we have:∣∣L1
n (f) (x)− L0

n (f) (x)
∣∣ =

∣∣∣∣ n∑
k=0

ψn,k (x)f (xn,k)− f (x)

∣∣∣∣ =

=

∣∣∣∣ n∑
k=0

ψn,k (x) [f (xn,k)− f (x)]

∣∣∣∣ 6 C ′
n∑
k=0

ψn,k (x) = C ′e0, ∀ x 6 [a, b], where

C ′ = diam (Im f) = max {|f (x)− f (y)| : x, y ∈ [a, b]} .
By induction, for m ∈ N, we have:∣∣Lmn (f) (x)− Lm−1

n (f) (x)
∣∣ =

∣∣L1
n

(
Lm−1
n (f)

)
(x)− L1

n

(
Lm−2
n (f)

)
(x)
∣∣ 6

6 (1− un)
m−1 · C ′e0, ∀ x ∈ [a, b]

Then,
∞∑
m=1

∣∣Lmn (f) (x)− Lm−1
n (f) (x)

∣∣ 6
6 lim
m→∞

C ′e0

[
1 + (1− un) + (1− un)

2
+ ...+ (1− un)

m−1
]
6

6 C ′e0
1

1−un , ∀ f ∈ C [a, b] (3).

Now, the property of uniform and special WPO follows from the estimations (2)
and (3). For instance, for the property of uniform special WPO we have:

ϕ : C [a, b]→ R+, ϕ (f) = diam (Im f) + 2 max {|f (a)| , |f (b)|} and

ψ : {Ln : n ∈ N∗} → R+, ψ (Ln) = 1−un
un

, ∀ n ∈ N∗

and for the property of uniform good WPO we have:
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ϕ′ : C [a, b]→ R+, ϕ
′ (f) = diam (Im f) and

ψ′ : {Ln : n ∈ N∗} → R+, ψ′ (Ln) = 1
1−un e0, ∀ n ∈ N∗.

It is easy to prove that ϕ,ϕ′ : C [a, b]→ R+, ϕ (f) = diam (Im f)+2 max {|f (a)| , |f (b)|}
and ϕ′ (f) = diam (Imf) are seminorms on C [a, b] and
ϕ (f − g) 6 2 ‖f − g‖C + 2 ‖f‖C , ϕ′ (f − g) 6 2 ‖f − g‖C

since |ϕ (f)− ϕ (g)| 6 ϕ (f − g) , ∀ f, g ∈ C [a, b] and
|ϕ′ (f)− ϕ′ (g)| 6 ϕ′ (f − g) , ∀ f, g ∈ C [a, b]

we infer the ϕ, ϕ′ are continuous. �
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Abstract

Here we present general Iyengar type inequalities with respect to Lp
norms, with 1 � p � 1. The method is based on the generalized Taylor�s
formula.
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1 Introduction

We are motivated by the following famous Iyengar inequality (1938), [2].

Theorem 1 Let f be a di¤erentiable function on [a; b] and jf 0 (x)j �M . Then�����
Z b

a

f (x) dx� 1
2
(b� a) (f (a) + f (b))

����� � M (b� a)
4

2

� (f (b)� f (a))
2

4M
: (1)

2 Main Results

We present the following Iyengar type inequalities:

Theorem 2 Let n 2 N, f 2 ACn ([a; b]) (i.e. f (n�1) 2 AC ([a; b]), absolutely
continuous functions). We assume that f (n) 2 L1 ([a; b]). Then
i)�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �

f (n)


L1([a;b])

(n+ 1)!

h
(t� a)n+1 + (b� t)n+1

i
; (2)

8 t 2 [a; b] ;

1
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ii) at t = a+b
2 , the right hand side of (2) is minimized, and we get:�����

Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

(b� a)k+1

2k+1

h
f (k) (a) + (�1)kf (k) (b)

i����� �

f (n)


L1([a;b])

(n+ 1)!

(b� a)n+1

2n
; (3)

iii) if f (k) (a) = f (k) (b) = 0, for all k = 0; 1; :::; n� 1, we obtain�����
Z b

a

f (x) dx

����� �


f (n)



L1([a;b])

(n+ 1)!

(b� a)n+1

2n
; (4)

which is a sharp inequality,
iv) more generally, for j = 0; 1; 2; :::; N 2 N, it holds�����

Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

�
b� a
N

�k+1 h
jk+1f (k) (a) + (�1)k (N � j)k+1 f (k) (b)

i����� �

f (n)


L1([a;b])

(n+ 1)!

�
b� a
N

�n+1 h
jn+1 + (N � j)n+1

i
; (5)

v) if f (k) (a) = f (k) (b) = 0, k = 1; :::; n� 1; from (5) we get:�����
Z b

a

f (x) dx�
�
b� a
N

�
[jf (a) + (N � j) f (b)]

����� �

f (n)


L1([a;b])

(n+ 1)!

�
b� a
N

�n+1 h
jn+1 + (N � j)n+1

i
; (6)

for j = 0; 1; 2; :::; N 2 N;
vi) when N = 2 and j = 1, (6) turns to�����

Z b

a

f (x) dx�
�
b� a
2

�
(f (a) + f (b))

����� �

f (n)


L1([a;b])

(n+ 1)!

(b� a)n+1

2n
; (7)

vii) when n = 1 (without any boundary conditions), we get from (7) that�����
Z b

a

f (x) dx�
�
b� a
2

�
(f (a) + f (b))

����� � kf 0k1;[a;b]

(b� a)2

4
; (8)

a similar to Iyengar inequality (1).

2
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Proof. Here n 2 N and f (n�1) is absolutely continuous on [a; b]. We as-
sumed that 


f (n)




1;[a;b]
:=



f (n)




L1([a;b])
< +1:

By [1], we have the following generalized Taylor�s formulae:

f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k = 1

(n� 1)!

Z x

a

(x� t)n�1 f (n) (t) dt (9)

and

f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k = 1

(n� 1)!

Z x

b

(x� t)n�1 f (n) (t) dt; (10)

8 x 2 [a; b] :
Then we get�����f (x)�

n�1X
k=0

f (k) (a)

k!
(x� a)k

����� �


f (n)

1;[a;b]

n!
(x� a)n ; (11)

8 x 2 [a; b] ;
and�����f (x)�

n�1X
k=0

f (k) (b)

k!
(x� b)k

����� = 1

(n� 1)!

����Z x

b

(x� t)n�1 f (n) (t) dt
���� =

1

(n� 1)!

�����
Z b

x

(t� x)n�1 f (n) (t) dt
����� � 1

(n� 1)!

Z b

x

(t� x)n�1
���f (n) (t)��� dt �



f (n)

1;[a;b]

n!
(b� x)n ;

that is �����f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k

����� �


f (n)

1;[a;b]

n!
(b� x)n ; (12)

8 x 2 [a; b] :
We call

� :=



f (n)

1;[a;b]

n!
: (13)

So we have

�� (x� a)n � f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k � � (x� a)n (14)

3

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 28, NO.5, 2020, COPYRIGHT 2020 EUDOXUS PRESS, LLC

788 Anastassiou 786-797



and

�� (b� x)n � f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k � � (b� x)n ; (15)

8 x 2 [a; b] :
Therefore it holds

n�1X
k=0

f (k) (a)

k!
(x� a)k � � (x� a)n � f (x) �

n�1X
k=0

f (k) (a)

k!
(x� a)k + � (x� a)n

(16)
and

n�1X
k=0

f (k) (b)

k!
(x� b)k � � (b� x)n � f (x) �

n�1X
k=0

f (k) (b)

k!
(x� b)k + � (b� x)n ;

(17)
8 x 2 [a; b] :
Let any t 2 [a; b], then

n�1X
k=0

f (k) (a)

(k + 1)!
(t� a)k+1 � �

(n+ 1)
(t� a)n+1 �

Z t

a

f (x) dx �

n�1X
k=0

f (k) (a)

(k + 1)!
(t� a)k+1 + �

(n+ 1)
(t� a)n+1 ; (18)

and

�
n�1X
k=0

f (k) (b)

(k + 1)!
(t� b)k+1 � �

(n+ 1)
(b� t)n+1 �

Z b

t

f (x) dx � (19)

�
n�1X
k=0

f (k) (b)

(k + 1)!
(t� b)k+1 + �

(n+ 1)
(b� t)n+1 :

Adding (18) and (19), we obtain:(
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 � f (k) (b) (t� b)k+1

i)
�

�

(n+ 1)

h
(t� a)n+1 + (b� t)n+1

i
�
Z b

a

f (x) dx �(
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 � f (k) (b) (t� b)k+1

i)
+

�

(n+ 1)

h
(t� a)n+1 + (b� t)n+1

i
; (20)

8 t 2 [a; b] :

4
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Consequently we derive:�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �
�

(n+ 1)

h
(t� a)n+1 + (b� t)n+1

i
; (21)

8 t 2 [a; b] :
Let us consider

g (t) := (t� a)n+1 + (b� t)n+1 ; 8 t 2 [a; b] : (22)

Hence
g0 (t) = (n+ 1) [(t� a)n � (b� t)n] = 0,

giving (t� a)n = (b� t)n and t � a = b � t, that is t = a+b
2 the only critical

number here.
We have g (a) = g (b) = (b� a)n+1, and g

�
a+b
2

�
= (b�a)n+1

2n , which is the
minimum of g over [a; b].
Consequently the right hand side of (21) is minimized when t = a+b

2 , with

value
kf(n)k1;[a;b]

(n+1)!
(b�a)n+1

2n . Assuming f (k) (a) = f (k) (b) = 0, for k = 0; 1; :::; n�
1, then we obtain that�����

Z b

a

f (x) dx

����� �


f (n)

1;[a;b]

(n+ 1)!

(b� a)n+1

2n
; (23)

which is a sharp inequality.
When t = a+b

2 , then (21) becomes�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

(b� a)k+1

2k+1

h
f (k) (a) + (�1)kf (k) (b)

i����� �

f (n)

1;[a;b]

(n+ 1)!

(b� a)n+1

2n
: (24)

Next let N 2 N, j = 0; 1; 2; :::; N and tj = a + j
�
b�a
N

�
, that is t0 = a, t1 =

a+ b�a
N ; :::; tN = b:
Hence it holds

tj � a = j
�
b� a
N

�
, (b� tj) = (N � j)

�
b� a
N

�
; j = 0; 1; 2; :::; N: (25)

We notice that

(tj � a)n+1 + (b� tj)n+1 =
�
b� a
N

�n+1 h
jn+1 + (N � j)n+1

i
; (26)

5
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j = 0; 1; 2; :::; N;
and (k = 0; 1; :::; n� 1)h

f (k) (a) (tj � a)k+1 + (�1)kf (k) (b) (b� tj)k+1
i
="

f (k) (a) jk+1
�
b� a
N

�k+1
+ (�1)kf (k) (b) (N � j)k+1

�
b� a
N

�k+1#
= (27)

�
b� a
N

�k+1 h
f (k) (a) jk+1 + (�1)kf (k) (b) (N � j)k+1

i
;

j = 0; 1; 2; :::; N:
By (21) we get�����

Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

�
b� a
N

�k+1 h
f (k) (a) jk+1 + (�1)kf (k) (b) (N � j)k+1

i����� �

f (n)

1;[a;b]

(n+ 1)!

�
b� a
N

�n+1 h
jn+1 + (N � j)n+1

i
; (28)

j = 0; 1; 2; :::; N:
If f (k) (a) = f (k) (b) = 0, k = 1; :::; n� 1, then (28) becomes�����

Z b

a

f (x) dx�
�
b� a
N

�
[jf (a) + (N � j) f (b)]

����� �

f (n)

1;[a;b]

(n+ 1)!

�
b� a
N

�n+1 h
jn+1 + (N � j)n+1

i
; (29)

for j = 0; 1; 2; :::; N:
When N = 2 and j = 1, then (29) becomes�����

Z b

a

f (x) dx�
�
b� a
2

�
[f (a) + f (b)]

����� �

f (n)

1;[a;b]

(n+ 1)!

�
b� a
2

�n+1
2 =



f (n)

1;[a;b]

(n+ 1)!

(b� a)n+1

2n
: (30)

And, if n = 1 (without any boundary conditions), we get from (30) that�����
Z b

a

f (x) dx�
�
b� a
2

�
(f (a) + f (b))

����� � kf 0k1;[a;b]

(b� a)2

4
; (31)

which a similar inequality to Iyengar inequality (1).
We give

6
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Theorem 3 Let f 2 ACn ([a; b]), n 2 N. Then
i)�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �
(32)

f (n)



L1([a;b])

n!
[(t� a)n + (b� t)n] ;

8 t 2 [a; b] ;
ii) at t = a+b

2 , the right hand side of (32) is minimized, and we get:�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

(b� a)k+1

2k+1

h
f (k) (a) + (�1)kf (k) (b)

i����� �

f (n)


L1([a;b])

n!

(b� a)n

2n�1
; (33)

iii) if f (k) (a) = f (k) (b) = 0, for all k = 0; 1; :::; n� 1, we obtain�����
Z b

a

f (x) dx

����� �


f (n)



L1([a;b])

n!

(b� a)n

2n�1
; (34)

which is a sharp inequality,
iv) more generally, for j = 0; 1; 2; :::; N 2 N, it holds�����

Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

�
b� a
N

�k+1 h
jk+1f (k) (a) + (�1)k (N � j)k+1 f (k) (b)

i����� �

f (n)


L1([a;b])

n!

�
b� a
N

�n
[jn + (N � j)n] ; (35)

v) if f (k) (a) = f (k) (b) = 0, k = 1; :::; n� 1; from (35) we get:�����
Z b

a

f (x) dx�
�
b� a
N

�
[jf (a) + (N � j) f (b)]

����� �

f (n)


L1([a;b])

n!

�
b� a
N

�n
[jn + (N � j)n] ; (36)

for j = 0; 1; 2; :::; N 2 N;
vi) when N = 2 and j = 1, (36) turns to�����

Z b

a

f (x) dx� (b� a)
2

(f (a) + f (b))

����� �
7
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f (n)


L1([a;b])

n!

(b� a)n

2n�1
; (37)

vii) when n = 1 (without any boundary conditions), we get from (37) that�����
Z b

a

f (x) dx�
�
b� a
2

�
(f (a) + f (b))

����� � kf 0kL1([a;b]) (b� a) : (38)

Proof. Here n 2 N and f (n�1) is absolutely continuous on [a; b]. Hence f (n)
exists almost everywhere and f (n) 2 L1 ([a; b]). By (9) we get�����f (x)�

n�1X
k=0

f (k) (a)

k!
(x� a)k

����� = 1

(n� 1)!

����Z x

a

(x� t)n�1 f (n) (t) dt
���� �

1

(n� 1)!

Z x

a

(x� t)n�1
���f (n) (t)��� dt � (x� a)n�1

(n� 1)!

Z b

a

���f (n) (t)��� dt (39)

=
(x� a)n�1

(n� 1)!




f (n)



L1([a;b])

:

That is �����f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k

����� �


f (n)



L1([a;b])

(n� 1)! (x� a)n�1 ; (40)

8 x 2 [a; b] :
By (10) we get�����f (x)�

n�1X
k=0

f (k) (b)

k!
(x� b)k

����� = 1

(n� 1)!

����Z x

b

(x� t)n�1 f (n) (t) dt
���� =

1

(n� 1)!

�����
Z b

x

(t� x)n�1 f (n) (t) dt
����� � 1

(n� 1)!

Z b

x

(t� x)n�1
���f (n) (t)��� dt �

(41)
(b� x)n�1

(n� 1)!

Z b

a

���f (n) (t)��� dt = (b� x)n�1

(n� 1)!




f (n)



L1([a;b])

:

That is �����f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k

����� �


f (n)



L1([a;b])

(n� 1)! (b� x)n�1 ; (42)

8 x 2 [a; b] :
Set

� :=



f (n)


L1([a;b])

(n� 1)! :

8
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Hence �����f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k

����� � � (x� a)n�1 ; (43)

and �����f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k

����� � � (b� x)n�1 ; (44)

8 x 2 [a; b] :
As in the proof of Theorem 2 we get:�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �
�

n
[(t� a)n + (b� t)n] ; (45)

8 t 2 [a; b] :
The rest of the proof is similar to the proof of Theorem 2.
We continue with

Theorem 4 Let f 2 ACn ([a; b]), n 2 N; p; q > 1 : 1p +
1
q = 1, and f (n) 2

Lq ([a; b]). Then
i)�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �
(46)

f (n)



Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

h
(t� a)n+

1
p + (b� t)n+

1
p

i
;

8 t 2 [a; b] ;
ii) at t = a+b

2 , the right hand side of (46) is minimized, and we get:�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

(b� a)k+1

2k+1

h
f (k) (a) + (�1)kf (k) (b)

i����� �

f (n)


Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

(b� a)n+
1
p

2n�
1
q

; (47)

iii) if f (k) (a) = f (k) (b) = 0, for all k = 0; 1; :::; n� 1, we obtain�����
Z b

a

f (x) dx

����� �


f (n)



Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

(b� a)n+
1
p

2n�
1
q

; (48)
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which is a sharp inequality,
iv) more generally, for j = 0; 1; 2; :::; N 2 N, it holds�����

Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

�
b� a
N

�k+1 h
jk+1f (k) (a) + (�1)k (N � j)k+1 f (k) (b)

i����� �

f (n)


Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

�
b� a
N

�n+ 1
p h
jn+

1
p + (N � j)n+

1
p

i
; (49)

v) if f (k) (a) = f (k) (b) = 0, k = 1; :::; n� 1; from (49) we get:�����
Z b

a

f (x) dx�
�
b� a
N

�
[jf (a) + (N � j) f (b)]

����� �

f (n)


Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

�
b� a
N

�n+ 1
p h
jn+

1
p + (N � j)n+

1
p

i
; (50)

for j = 0; 1; 2; :::; N 2 N;
vi) when N = 2 and j = 1, (50) turns to�����

Z b

a

f (x) dx� (b� a)
2

(f (a) + f (b))

����� �

f (n)


Lq([a;b])

(n� 1)!
�
n+ 1

p

�
(p (n� 1) + 1)

1
p

(b� a)n+
1
p

2n�
1
q

; (51)

vii) when n = 1 (without any boundary conditions), we get from (51) that�����
Z b

a

f (x) dx�
�
b� a
2

�
(f (a) + f (b))

����� � kf 0kLq([a;b])�
1 + 1

p

� (b� a)1+
1
p

2
1
p

: (52)

Proof. Here f (n) 2 Lq ([a; b]), where p; q > 1, such that 1
p +

1
q = 1. By (9)

we get�����f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k

����� = 1

(n� 1)!

����Z x

a

(x� t)n�1 f (n) (t) dt
���� �

1

(n� 1)!

Z x

a

(x� t)n�1
���f (n) (t)��� dt �

1

(n� 1)!

�Z x

a

(x� t)p(n�1) dt
� 1

p
�Z x

a

���f (n) (t)���q dt� 1
q

�

10
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(x� a)
p(n�1)+1

p

(n� 1)! (p (n� 1) + 1)
1
p




f (n)



Lq([a;b])

: (53)

That is�����f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k

����� �


f (n)



Lq([a;b])

(n� 1)! (p (n� 1) + 1)
1
p

(x� a)n�
1
q ; (54)

8 x 2 [a; b] :
By (10) we get�����f (x)�

n�1X
k=0

f (k) (b)

k!
(x� b)k

����� = 1

(n� 1)!

�����
Z b

x

(t� x)n�1 f (n) (t) dt
����� �

1

(n� 1)!

Z b

x

(t� x)n�1
���f (n) (t)��� dt �

1

(n� 1)!

 Z b

x

(t� x)p(n�1) dt
! 1

p
 Z b

x

���f (n) (t)���q dt! 1
q

�

(b� x)
p(n�1)+1

p

(n� 1)! (p (n� 1) + 1)
1
p




f (n)



Lq([a;b])

: (55)

That is�����f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k

����� �


f (n)



Lq([a;b])

(n� 1)! (p (n� 1) + 1)
1
p

(b� x)n�
1
q ; (56)

8 x 2 [a; b] :
Set


 :=



f (n)


Lq([a;b])

(n� 1)! (p (n� 1) + 1)
1
p

; (57)

and
m := n� 1

q
> 0: (58)

So, we can write �����f (x)�
n�1X
k=0

f (k) (a)

k!
(x� a)k

����� � 
 (x� a)m ; (59)

and �����f (x)�
n�1X
k=0

f (k) (b)

k!
(x� b)k

����� � 
 (b� x)m ; (60)

8 x 2 [a; b] :

11
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As in the proof of Theorem 2 we obtain:�����
Z b

a

f (x) dx�
n�1X
k=0

1

(k + 1)!

h
f (k) (a) (t� a)k+1 + (�1)kf (k) (b) (b� t)k+1

i����� �



(m+ 1)

h
(t� a)m+1 + (b� t)m+1

i
= (61)

f (n)



Lq([a;b])

(n� 1)! (p (n� 1) + 1)
1
p

�
n+ 1

p

� h(t� a)n+ 1
p + (b� t)n+

1
p

i
; (62)

8 t 2 [a; b] :
The rest of the proof is similar to the proof of Theorem 2.
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Abstract. By using the Caratheodory approximation method, the current article presents the

analysis of exact and approximate solutions for stochastic differential equations (SDEs) in the

framework of G-Brownian motion. In view of the non-linear growth and non-Lipschitz condi-

tions, the boundedness of the Caratheodory approximate solutions Y q(t), q ≥ 1 in the space

MG
2 ([t0, T ];Rn) has been determined. Estimate for the difference between the exact solution Y (t)

and the Caratheodory approximate solutions Y q(t) has been derived.

Keywords: G-Brownian motion, non-linear growth and non-Lipschitz conditions, Caratheodory
approximation procedure, bounded solutions, stochastic differential equations
MSC: 60H20, 60H10, 60H35, 62L20.

1. Introduction

Stochastic differential equations (SDEs) are employed by several and diverse scientific disciplines
such as chemistry, statistical physics, biology and engineering. In finance and economics, they
are utilized to find out the risk measures and stochastic volatility problems. SDEs describe heavy
traffic behavior of communication networks and control systems [16]. Mathematics use the concept
of SDEs to incorporate random fluctuations in the model when one investigates the evolution of
the number of cells in an organism infected by a virus. The weather and climate can be modeled
by these equations. The clarification of fluid through porous structures and water catchment can
be modeled by SDEs [17]. They are used to describe the motion of wildlife [4]. SDEs play an
important role to study the animal’s swarm, such as schooling of fish, flocking of birds or herding
of mammals, to find resource of food in noisy and obstacle environment [30]. In physics, SDEs are
used to study and model the effect of random variations on distinct physical processes. A large
literature is available on the applications of SDEs in numerous fields of engineering such as computer
engineering [16, 22], mechanical engineering [26, 28, 29], random vibrations [3, 24], stability theory
[25] and wave processes [27]. In general, one can not find the explicit solutions for non-linear
SDEs, so we have to present and study the analysis for the solutions of these equations. Moreover,
the developments of computational techniques are very important for solving several demanding
problems, for instance to find the optimal construction of a design and to determine input data from
fundamental principles. Therefore it is valuable to know computational accuracy, which leads us
to convergence results and estimates for the difference between exact and approximate solutions.
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The aim of the current article is to investigate estimates for the difference between exact and
approximate solutions for SDEs driven by G-Brownian motion with Caratheodory approximation
procedure. In view of growth and Lipschitz conditions, the existence-uniqueness results for G-SDEs
was studied by Peng [20, 21] and Gao [15]. Later, Bai and Lin [1] established the existence theory
for G-SDEs with integral Lipschitz coefficients. Subject to some discontinuous coefficients, the said
theory was generalized by Faizullah [11]. Let 0 ≤ t0 ≤ t ≤ T < ∞. Consider the following SDE in
the framework of G-Brownian motion

dY (t) =κ(t, Y (t))dt + λ(t, Y (t))d〈W,W 〉(t)
+ µ(t, Y (t))dW (t),

(1.1)

with initial value Y (t0) ∈ Rn. The given coefficients g(., x), h(., x) and w(., x) belong to space
M2

G([t0, T ];Rn), for all x ∈ Rn. SDE (1.1) in the integral form is expressed as the following

Y (t) = Y (t0) +
∫ t

t0

κ(s, Y (s))ds +
∫ t

t0

λ(s, Y (s))d〈W,W 〉(s)

+
∫ t

t0

µ(s, Y (s))dW (s),
(1.2)

on t ∈ [t0, T ]. Its solution is a process Y ∈ M2
G([t0, T ];Rn) and satisfying SDE (1.2). The rest of the

current paper contains three sections. Building on the previous notions of G-expectation, section 2
presents the fundamental definitions and results of G-Browinian motion, sub-expectation, Grown-
wall’s inequality, Doobs martingale inequality, G-Itô’s integral and Hölder’s inequality etc. Section
3 reveals the Caratheodory approximate solutions procedure for SDEs driven by G-Brownian mo-
tion. This section give an important result, which shows that the Caratheodory approximate
solutions are bounded. Section 4 derives estimates for the difference between approximate and
exact solutions to SDEs driven by G-Brownian motion.

2. Preliminaries

We present some basic results and notions required for the subsequent sections of the current
article. We don’t give detailed literature on basic notions of G-expectation, so readers are suggested
to consult the more depth oriented papers [9, 13, 18, 20, 21]. Let Ω be a given basic non-empty
set. Assume H be a space of linear real functions defined on Ω so that (i) 1 ∈ H (ii) for every
n ≥ 1, Y1, Y2, ..., Yn ∈ H and ϕ ∈ Cb.Lip(Rn) it satisfies ϕ(Y1, Y2, ..., Yn) ∈ H i.e., subject to
Lipschitz bounded functions, H is stable. Then (Ω,H, E) is a sub-expectation space, where E is a
sub-expectation defined as follows.

Definition 2.1. A functional E : H → R satisfying the below four features is known as a sub-
expectation. Let X,Y ∈ H, then

(1) Monotonicity: E(X) ≤ E(Y ) if X ≤ Y .
(2) Constant preservation: E(M1) = M1, for all M1 ∈ R.
(3) Positive homogeneity: E(N1Y ) = N1E(Y ), for all N1 ∈ R+.
(4) Sub-additivity: E(X) + E(Y ) ≥ E(X + Y ).

2
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Moreover, let Ω be the space of all Rn-valued continuous paths (wt)t≥0 starting from zero. In
addition, assume that subject to the below distance, Ω is a metric space

ρ(w1, w2) =
∞∑

i=1

1
2i

( max
t∈[0,k]

|w1
t − w2

t | ∧ 1).

Fix T ≥ 0 and set

L0
ip(ΩT ) = {φ(Wt1 ,Wt2 , ..., Wtm) : m ≥ 1, t1, t2, ..., tm ∈ [0, T ], φ ∈ Cb.Lip(Rm×n))},

where W is the canonical process, L0
ip(Ωt) ⊆ L0

ip(ΩT ) for t ≤ T and L0
ip(Ω) = ∪∞n=1L

0
ip(Ωn).

The completion of L0
ip(Ω) under the Banach norm E[|.|p] 1

p , p ≥ 1 is denoted by Lp
G(Ω), where

Lp
G(Ωt) ⊆ Lp

G(ΩT ) ⊆ Lp
G(Ω) for 0 ≤ t ≤ T < ∞. Generated by the canonical process {W (t)}t≥0,

the filtration is represented as Ft = σ{Ws, 0 ≤ s ≤ t}, F = {Ft}t≥0. Suppose πT = {t0, t1, ..., tN},
0 ≤ t0 ≤ t1 ≤ ... ≤ tN ≤ ∞ be a division of [0, T ]. For p ≥ 1, Mp,0

G (0, T ) denotes a set of the
processes given by

(2.1) ηt(w) =
N−1∑

i=0

ξi(w)I[ti,ti+1](t),

where ξi ∈ Lp
G(Ωti), i = 0, 1, ..., N − 1. Furthermore, the completion of Mp,0

G (0, T ) with the below
given norm is indicated by Mp

G(0, T ), p ≥ 1

‖η‖ = {
∫ T

0
E[|ηs|p]ds}1/p.

Definition 2.2. An n-dimensional stochastic process {W (t)}t≥0 is called a G-Brownian motion if

(1) W (0) = 0.
(2) For any t,m ≥ 0, Wt+m−Wt is G-normally distributed and independent from Wt1 ,Wt2 , ........Wtn ,

for n ∈ N and 0 ≤ t1 ≤ t2 ≤, ...,≤ tn ≤ t,

Definition 2.3. Let ηt ∈ M2,0
G (0, T ) having the form (2.1). Then the G-quadratic variation process

{〈W 〉t}t≥0 and G-Itô’s integral I(η) are respectively defined by

〈W 〉t = W 2
t − 2

∫ t

0
WsdW (s),

I(η) =
∫ T

0
ηsdW (s) =

N−1∑

i=0

ξi(Wti+1 −Wti).

The following two lemmas can be found in the book [19]. They are known as Hölder’s and
Gronwall’s inequalities respectively, .

Lemma 2.4. Assume m,n > 1 such that 1
m + 1

n = 1 and β ∈ L2 then αβ ∈ L1 and

∫ b

a
αβ ≤

(∫ b

a
|α|m

) 1
m

(∫ b

a
|β|n

) 1
n

.
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Lemma 2.5. Let α(t) ≥ 0 and β(t) be continuous real functions defined on [a, b]. If for all t ∈ [a, b],

β(t) ≤ K +
∫ b

a
α(s)β(s)ds,

where K ≥ 0, then

β(t) ≤ Ke
∫ t

a α(s)ds,

for all t ∈ [a, b].

The following lemma, known as Doob’s martingale inequality, is borrowed from [15].

Lemma 2.6. Assume [c, d] be a bounded interval of R+. Consider an Rn valued G-martingale
{X(t) : t ≥ 0}. Then we have

E( sup
c≤t≤d

|Y (t)|p) ≤ (
p

p− 1
)pE(|Y (d)|P ),

where p > 1 and Y (t) ∈ Lp
G(Ω,Rd). In particular, if p = 2 then E(supc≤t≤d |Y (t)|2) ≤ 4E(|Y (d)|2).

3. Caratheodory approximate solutions

We now present the Caratheodory approximation procedure for equation (1.2). Let q ≥ 1 be any
positive integer. For t ∈ [t0 − 1, t0], we set Y q(t) = Y0 and for t ∈ [t0, T ],

Y q(t) = Y0 +
∫ t

t0

κ(s, Y q(s− 1
q
))ds +

∫ t

t0

λ(s, Y q(s− 1
q
))d〈W,W 〉(s)

+
∫ t

t0

µ(s, Y q(s− 1
q
))dW (s).

(3.1)

The approximate solutions Zq(.) can be determined step-by-step on the intervals [t0, t0 + 1
q ], (t0 +

1
q , t0 + 2

q ] and son on with the following procedure. For t ∈ [t0, t0 + 1
q ], we have

Y q(t) = Y0 +
∫ t

t0

κ(s, Y0)ds +
∫ t

t0

λ(s, Y0)d〈W,W 〉(s)

+
∫ t

t0

µ(s, Y0)dW (s),

and for t ∈ (t0 + 1
q , t0 + 2

q ],

Y q(t) = Y q(t0 +
1
q
) +

∫ t

t0+ 1
q

κ(s, Y q(s− 1
q
))ds +

∫ t

t0+ 1
q

λ(s, Y q(s− 1
q
))d〈W,W 〉(s)

+
∫ t

t0+ 1
q

µ(s, Y q(s− 1
q
))dW (s),

etc. All through this article, we assume two conditions, described as follows. Let M be a positive
constant. For any t ∈ [t0, T ] and κ(t, 0), λ(t, 0), µ(t, 0) ∈ L2,

(3.2) |κ(t, 0)|2 + |λ(t, 0)|2 + |µ(t, 0)|2 ≤ M,
4
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which is weakened linear growth condition. Let t ∈ [t0, T ]. For every u, v ∈ Rn, there exists a
concave non-decreasing function Ψ(.) : R+ → R+ with Ψ(0) = 0 and for s > 0, Ψ(s) > 0 such that

(3.3) |κ(t, u)− κ(t, v)|2 + |λ(t, u)− λ(t, v)|2 + |µ(t, u)− µ(t, v)|2 ≤ Ψ(|u− v|2),

where
∫
0+

ds
Ψ(s) = ∞ and for all s ≥ 0, C, D > 0, Ψ(s) ≤ C + Ds. Assumption (3.3) is a non-

uniform Lipschitz condition. Subject to conditions (3.2) and (3.3), we assume that problem (1.1)
has a unique solution Y (t) ∈ M2

G([t0, T ];Rn) [1].

Lemma 3.1. Let assumptions (3.2) and (3.2) are satisfied. For every q ≥ 1 and any T > 0,

(3.4) sup
t0≤t≤T

E(|Y q(t)|2) ≤ N1,

where N1 = H1e
H2(T−t0), H1 = 4E|Y0|2 + 8T (T + 2)(2M + C), H2 = 8(T + 2)D and M, C, D are

arbitrary positive constants.

Proof. In view of the inequality |∑4
i=1 ci|2 ≤ 7

∑4
i=1 |ci|2, from (3.1) we derive

|Y q(t)|2 ≤ 4|Y0|2 + 4|
∫ t

t0

κ(s, Y q(s− 1
q
))ds|2 + 4|

∫ t

t0

λ(s, Y q(s− 1
q
))d〈W,W 〉(s)|2

+ 4|
∫ t

t0

µ(s, Y q(s− 1
q
))dW (s)|2.

Apply G-subexpectation on both sides. Then by virtue of the Doob’s martingale, Holder’s and
BDG [5] inequalities we have

E( sup
t0≤s≤t

|Y q(s)|2) ≤ 4E(|Y0|2) + 4T
∫ t

t0

E|κ(s, Y q(s− 1
q
))|2ds + 4T

∫ t

t0

E|λ(s, Y q(s− 1
q
))|2ds

+ 16
∫ t

t0

E|µ(s, Y q(s− 1
q
))|2ds

≤ 4E(|Y0|2) + 8T
∫ t

t0

E[|κ(s, Y q(s− 1
q
))− κ(s, 0)|2 + |κ(s, 0)|2]ds

+ 8T

∫ t

t0

E[|λ(s, Y q(s− 1
q
))− λ(s, 0)|2 + |λ(s, 0)|2]ds

+ 32
∫ t

t0

E[|µ(s, Y q(s− 1
q
))− µ(s, 0)|2 + |µ(s, 0)|2]ds.

Using (3.2) and (3.3), we derive

E( sup
t0≤s≤t

|Y q(s)|2) ≤ 4E(|Y0|2) + 16T 2M + 32TM + 8(T + 2)
∫ t

t0

E[Ψ(|Y q(s− 1
q
)|2)]ds

≤ 4E(|Y0|2) + 16T 2M + 32TM + 8(T + 2)
∫ t

t0

[C + DE|Y q(s− 1
q
)|2]ds

≤ 4E(|Y0|2) + 16T 2M + 32TM + 8T (T + 2)C + 8(T + 2)D
∫ t

t0

E[ sup
t0≤r≤s

|Y q(r)|2]ds

5
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By virtue of the Grownwall’s inequality, we derive

E( sup
t0≤s≤t

|Y q(s)|2) ≤ H1e
H2(t−t0),

where H1 = 4E|Y0|2 + 8T (T + 2)(2M + C) and H2 = 8(T + 2)D. Consequently, supposing t = T ,
we obtain

E( sup
t0≤s≤T

|Y q(s)|2) ≤ H1e
H2(T−t0) = N1.

The proof stands completed. ¤

In a similar way as lemma 3.1, we can prove the following result.

Lemma 3.2. Subject to the growth condition (3.2), for any T > 0,

(3.5) sup
t0≤t≤T

E(|Y (t)|2) ≤ N1,

where N1 is a positive constant.

4. Estimates for the difference between exact and Caratheodory approximate

solutions

We first give an important result. Then in view of weakened growth and non-uniform Lipschitz
conditions, we derive an estimate for the difference between the approximate and exact solutions
to problem (1.1).

Lemma 4.1. Let 0 ≤ r < t ≤ T . Suppose that the assumptions of lemma 3.1 are satisfied. For all
q ≥ 1

(4.1) E[|Zq(t)− Zq(u)|2] ≤ G1(t− u),

where G1 = 12(T + 2)(M + C + DN1), M , C, D and N1 are positive constants.

Proof. In view of the fundamental inequality |∑3
i=1 ci|2 ≤ 7

∑3
i=1 |ci|2, for any q ≥ 1 and 0 ≤ r <

t ≤ T , from (3.1) we derive

|Y q(t)− Y q(u)|2 ≤ 3|
∫ t

u
κ(s, Y q(s− 1

q
))ds|2 + 3|

∫ t

u
λ(s, Y q(s− 1

q
))d〈W,W 〉(s)|2

+ 3|
∫ t

u
µ(s, Y q(s− 1

q
))dW (s)|2.

6
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Apply G-subexpectation on both sides. Then by virtue of the Doob’s martingale, Holder’s and
BDG [5] inequalities we have

|Y q(t)− Y q(r)|2 ≤ 3T

∫ t

u
E|κ(s, Y q(s− 1

q
))|2ds + 3T

∫ t

t0

E|λ(s, Y q(s− 1
q
))|2ds

+ 12
∫ t

u
|µ(s, Y q(s− 1

q
))|2ds

≤ 6T

∫ t

u
E[|κ(s, Y q(s− 1

q
))− κ(s, 0)|2 + |κ(s, 0)|2]ds

+ 6T

∫ t

u
E[|λ(s, Y q(s− 1

q
))− λ(s, 0)|2 + |λ(s, 0)|2]ds

+ 24
∫ t

u
E[|µ(s, Y q(s− 1

q
))− µ(s, 0)|2 + |µ(s, 0)|2]ds.

Using (3.2) (3.3), we derive

|Y q(t)− Y q(u)|2 ≤ 6TM(t− u) + 6TM(t− u) + 24M(t− u) + 12(T + 2)
∫ t

u
E[Ψ(|Y q(s− 1

q
)|2)]ds

≤ 12TM(t− u) + 24M(t− u) + 12C(T + 2)(t− u) + 12D(T + 2)
∫ t

u
E[|Y q(s− 1

q
)|2]ds

≤ 12TM(t− u) + 24M(t− u) + 12C(T + 2)(t− u)

+ 12D(T + 2)
∫ t

u
E[ sup

t0≤r≤s
|Y q(r)|2]ds

In view of lemma 3.1, we have

|Y q(t)− Y q(u)|2 ≤ 12TM(t− u) + 24M(t− u) + 12C(T + 2)(t− u)

+ 12D(T + 2)N1(t− u)

Consequently,

|Y q(t)− Y q(u)|2 ≤ G1(t− u),

where G1 = 12(T + 2)(M + C + DN1). The proof is complete. ¤

Next lemma can be proved by using similar arguments as used in lemma 4.1.

Lemma 4.2. Let 0 ≤ r < t ≤ T . Subject to conditions (3.2) and (3.3),

E[|Z(t)− Z(u)|2] ≤ G1(t− u),

where G1 is a positive constant.

Theorem 4.3. Assume (3.2) and (3.3) holds. Then

E( sup
t0≤s≤T

|Y (s)− Y q(s)|2) ≤ 6T (T + 2)[C +
2D

q
]e12(T+2)D(T−t0),

where C and D are positive constants.
7
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Proof. By using the inequality |∑3
i=1 ci|2 ≤ 7

∑3
i=1 |ci|2, from (1.2) and (3.1) we obtain

|Y (t)− Y q(t)|2 ≤ 3|
∫ t

t0

[κ(s, Y (s))− κ(s, Y q(s− 1
q
))]ds|2 + 3|

∫ t

t0

[λ(s, Y (s))− λ(s, Y q(s− 1
q
))]d〈W,W 〉(s)|2

+ 3|
∫ t

t0

[µ(s, Y (s))− µ(s, Y q(s− 1
q
))]dW (s)|2.

Apply G-subexpectation on both sides. Then by virtue of the Doob’s martingale, Holder’s and
BDG [5] inequalities we derive

E( sup
t0≤s≤t

|Y (s)− Y q(s)|2) ≤ 3T

∫ t

t0

E[|κ(s, Y (s))− κ(s, Y q(s− 1
q
))|2]ds

+ 3T

∫ t

t0

E[|λ(s, Y (s))− λ(s, Y q(s− 1
q
))|2]ds

+ 12
∫ t

t0

E[|µ(s, Y (s))− µ(s, Y q(s− 1
q
))|2]ds.

Using the non-uniform Lipschitz condition we get

E( sup
t0≤s≤t

|Y (s)− Y q(s)|2) ≤ 6(T + 2)
∫ t

t0

E[Ψ(|Y (s)− Y q(s− 1
q
)|2)]ds

≤ 6T (T + 2)C + 6(T + 2)D
∫ t

t0

E[|Y (s)− Y q(s− 1
q
)|2]ds

= 6T (T + 2)C + 6(T + 2)D
∫ t

t0

E[|Y (s)− Y q(s) + Y q(s)− Y q(s− 1
q
)|2]ds

≤ 6T (T + 2)C + 12(T + 2)D
∫ t

t0

E[|Y (s)− Y q(s)|2]ds

+ 12(T + 2)D
∫ t

t0

E[|Y q(s)− Y q(s− 1
q
)|2]ds

Utilizing lemma 4.1, we determine

E( sup
t0≤s≤t

|Y (s)− Y q(s)|2) ≤ 6T (T + 2)C + 12(T + 2)D
∫ t

t0

E( sup
t0≤r≤s

|Y (r)− Y q(r)|2)ds + 12T (T + 2)D
1
q

Finally, the Grownwall’s inequality gives

E( sup
t0≤s≤t

|Y (s)− Y q(s)|2) ≤ [6T (T + 2)C + 12T (T + 2)D
1
q
]e12(T+2)D(t−t0).

Consequently, by letting t = T, we get

E( sup
t0≤s≤T

|Y (s)− Y q(s)|2) ≤ 6T (T + 2)[C +
2D

q
]e12(T+2)D(T−t0).

The proof stands completed. ¤
8
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5. Conclusion

This paper opens several new research directions with arising the following open problems. What
will be the estimates for the difference between exact and Caratheodory approximate solutions to
G-SFDEs under non-linear growth and non-Lipschitz conditions? How can one solve the stated
problem for G-NSFDEs? Can one gives estimates for the difference between exact and Caratheodory
approximate solutions to backward stochastic differential equations in the framework of G-Brownian
motion? Under what conditions, can we develop the mentioned theory for stochastic pantograph
equations [2, 12, 31, 32]? We hope the current paper will play an essential role to establish a
foundation for the concepts briefly discussed.
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Behavior of a system of higher-order difference equations

M. A. El-Moneam∗ A. Q. Khan† E. S. Aly‡ M. A. Aiyashi§

Abstract

We study the local stability about equilibria, periodicity nature of positive solutions and existence of

unbounded solutions of higher-order system of rational difference equations. The results presented here

are considerably extended and improve some existing results in the literature. Finally theoretical results

are verified numerically.

Keywords: difference equations; local stability; periodicity; unbounded solutions

AMS subject classifications: 39A10, 40A05

1 Introduction

In [1], Bajo and Liz have investigated the global behavior of the difference equation: xn+1 = xn−1

a+bxn−1xn
,

where a, b, x0, x−1 ∈ R2
+. Aloqeili [2] has investigated the stability and semi-cycle analysis of the difference

equation: xn+1 = xn−1

a−xn−1xn
, n = 0, 1, · · · , where a, x0, x−1 ∈ R2

+. For systemic study of difference equations

and systems of difference equations, we refer the reader [3–7] and references cited therein. Motivated by

the above studies, our aim in this paper is to investigate the local stability about equilibria, periodicity

nature of the positive solutions and existence of unbounded solutions of the following higher-order system

of difference equations:

xn+1 =
α1xn−k

β1 − γ1

k∏
i=0

yn−i

, yn+1 =
α2yn−k

β2 − γ2

k∏
i=0

xn−i

, n = 0, 1, · · · , (1)

where αi, βi, γi for i = 1, 2 and x−j , y−j for j = 0, 1, · · · , k are belong to R2
+. The rest of the paper is

organized as follows: Existence of equilibria and local stability are studied in Section 2. Section 3 deals with

the study of periodicity nature and existence of unbounded solutions of system (1). In Section 4, numerical

simulations are presented to verify theocratical discussion. A brief conclusion is given in last Section.
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2 Existence of equilibria and local stability

In this section, we will study the existence of equilibria and local stability of system (1). The results about

the existence of equilibria are summarized into following Lemma:

Lemma 1. System (1) has two equilibria in the interior of R2
+. More precisely

(i) ∀ parametric values, system (1) has a unique boundary equilibrium point O(0, 0);

(ii) If α1 < β1 and α2 < β2, then A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
is the unique positive equilibrium point

of system (1).

Hereafter we will study the local stability of system (1) about boundary equilibrium (0, 0) and the unique

positive equilibrium point A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
of system (1).

Lemma 2. For local dynamics about O(0, 0) and A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
, the following statements

hold:

(i) For equilibrium O(0, 0), the following holds:

(i.1) O(0, 0) is locally asymptotically stable if α1 < β1 and α2 < β2;

(i.2) O(0, 0) is a unstable if α1 > β1 or α2 < β2.

(ii) A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
is unstable.

Proof. (i.1) The linearized system of (1) about (0, 0) becomes: Xn+1 = J(0,0)Xn where

Xn =



xn

xn−1

...

xn−k

yn

yn−1

...

yn−k


, J(0,0) =



0 0 . . . 0 α1
β1

0 0 . . . 0 0

1 0 . . . 0 0 0 0 . . . 0 0
...

...
. . .

...
...

...
. . .

...
...

...

0 0 . . . 1 0 0 0 . . . 0 0

0 0 . . . 0 0 0 0 . . . 0 α2
β2

0 0 . . . 0 0 1 0 . . . 0 0
...

...
. . .

...
...

...
. . .

...
...

...

0 0 . . . 0 0 0 0 . . . 1 0


. The characteristic equation of

J(0, 0) about (0, 0) is

λ2k+2 −
(
α1

β1
+
α2

β2

)
λk+1 +

α1α2

β1β2
= 0. (2)

If α1 < β1 and α2 < β2 then all roots of (2) lie inside unit disk. So O(0, 0) of system (1) is locally

asymptotically stable.

(i.2) It is easy to show that if α1 > β1 or α2 > β2 then O(0, 0) is unstable.

(ii). The linearized system of (1) about A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
becomes: Xn+1 = JAXn where
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JA = E(2k+2)×(2k+2) =



0 0 . . . 0 1 γ1x̄ȳk

α1

γ1x̄ȳk

α1
. . . γ1x̄ȳk

α1

γ1x̄ȳk

α1

1 0 . . . 0 0 0 0 . . . 0 0
...

...
. . .

...
...

...
. . .

...
...

...

0 0 . . . 1 0 0 0 . . . 0 0
γ2ȳx̄k

α2

γ2ȳx̄k

α2
. . . γ2ȳx̄k

α2

γ2ȳx̄k

α2
0 0 . . . 0 1

0 0 . . . 0 0 1 0 . . . 0 0
...

...
. . .

...
...

...
. . .

...
...

...

0 0 . . . 0 0 0 0 . . . 1 0


.

Let λ1, λ2, . . . , λ2k+2 denote the 2k + 2 eigenvalues of matrix E. Let D = diag(d1, d2, . . . , d2k+2) be

a diagonal matrix, where d1 = dk+2 = 1, di = dk+1+i = 1− iε, i = 2, 3, · · · , k + 1 for 0 < ε < 1. Clearly,

D is invertible. In computing DED−1, we obtain that

DED−1 =



0 0 . . . 0 d1d
−1
k+1

d2d
−1
1 0 . . . 0 0

...
... . . .

...
...

0 0 . . . dk+1d
−1
k 0

γ2ȳx̄
kdk+2d

−1
1

α2

γ2ȳx̄
kdk+2d

−1
2

α2
. . .

γ2ȳx̄
kdk+2d

−1
k

α2

γ2ȳx̄
kdk+2d

−1
k+1

α2

0 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 0

γ1x̄ȳ
kd1d

−1
k+2

α1

γ1x̄ȳ
kd1d

−1
k+3

α1
. . .

γ1x̄ȳ
kd1d

−1
2k+1

α1

γ1x̄ȳ
kd1d

−1
2k+2

α1

0 0 . . . 0 0
...

. . .
...

...
...

0 0 . . . 0 0

0 0 . . . 0 dk+2d
−1
2k+2

dk+3d
−1
k+2 0 . . . 0 0

...
. . .

...
...

...

0 0 . . . d2k+2d
−1
2k+1 0



. (3)

From d1 > d2 > · · · > dk+1 > 0 and dk+2 > dk+3 > · · · > d2k+2 > 0 it implies that d2d
−1
1 < 1, d3d

−1
2 <

1, · · · , dk+1d
−1
k < 1 and dk+3d

−1
k+2 < 1, dk+4d

−1
k+3 < 1, · · · , d2k+2d

−1
2k+1 < 1. Furthermore,

d1d
−1
k+1 +

γ1x̄ȳ
kd1d

−1
k+2

α1
+
γ1x̄ȳ

kd1d
−1
k+3

α1
+ · · ·+

γ1x̄ȳ
kd1d

−1
2k+1

α1
+
γ1x̄ȳ

kd1d
−1
2k+2

α1
=

1

1− (k + 1)ε
+
γ1x̄ȳ

k

α1

(
1 +

1

1− 2ε
+ · · ·+ 1

1− kε
+

1

1− (k + 1)ε

)
> 1.

Also

γ2ȳx̄
kdk+2d

−1
1

α2
+
γ2ȳx̄

kdk+2d
−1
2

α2
+ · · ·+

γ2ȳx̄
kdk+2d

−1
k

α2
+
γ2ȳx̄

kdk+2d
−1
k+1

α2
+ dk+2d

−1
2k+2 =

γ2ȳx̄
k

α2

(
1 +

1

1− 2ε
+ · · ·+ 1

1− kε
+

1

1− (k + 1)ε

)
+

1

1− (k + 1)ε
> 1.
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It is well-known fact that E has the same eigenvalues as DED−1. Hence, we obtain

max
1≤m≤2k+2

|λm| ≤ ‖DED−1‖∞ = max{d2d
−1
1 , · · · , dk+1d

−1
k , dk+3d

−1
k+2, · · · , d2k+2d

−1
2k+1,

1

1− (k + 1)ε

+
γ1x̄ȳ

k

α1

(
1 +

1

1− 2ε
+ · · ·+ 1

1− kε
+

1

1− (k + 1)ε

)
,

1

1− (k + 1)ε

+
γ2ȳx̄

k

α2

(
1 +

1

1− 2ε
+ · · ·+ 1

1− kε
+

1

1− (k + 1)ε

)
} > 1.

This implies that A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
of system (1) is unstable.

3 Periodicity nature and existence of unbounded solutions

In this section, we will study the periodicity nature and existence of unbounded solutions of system (1). Let

us denote a1 = γ1y−ky1−k · · · y0, a2 = γ2x−kx1−k · · ·x0 to study the periodicity nature of positive solution

of system (1).

Theorem 1. If a1 = β1 − α1 and a2 = β2 − α2, then system (1) has prime period-(k+1) solutions.

Proof. From system (1) and a1 = β1 − α1, a2 = β2 − α2, we have

x1 =
α1x−k

β1 − γ1

k∏
i=0

y−i

=
α1x−k
β1 − a1

= x−k, y1 =
α2y−k

β2 − γ2

k∏
i=0

x−i

=
α2y−k
β2 − a2

= y−k.

x2 =
α1x1−k

β1 − γ1

k∏
i=0

y1−i

=
α1x1−k

β1 − γ1y1y0y−1 · · · y1−k
=

α1x1−k
β1 − γ1y0y−1 · · · y1−ky−k

=
α1x1−k
β1 − a1

= x1−k,

y2 =
α2y1−k

β2 − γ2

k∏
i=0

x1−i

=
α2y1−k

β2 − γ2x1x0x−1 · · ·x1−k
=

α2y1−k
β2 − γ2x0x−1 · · ·x1−kx−k

=
α2y1−k
β2 − a2

= y1−k.

By induction, one has

xk+2 =
α1x1

β1 − γ1

k∏
i=0

yk+1−i

=
α1x1

β1 − γ1yk+1ykyk−1 · · · y1
=

α1x1

β1 − γ1y0y−1 · · · y1−ky−k
=

α1x1

β1 − a1
= x1,

yk+2 =
α2y1

β2 − γ2

k∏
i=0

xk+1−i

=
α2y1

β2 − γ2xk+1xkxk−1 · · ·x1
=

α2y1

β2 − γ2x0x−1 · · ·x1−kx−k
=

α2y1

β2 − a2
= y1.

Theorem 2. Assume that β1 < α1, β2 < α2. Then, every positive solution {(xn, yn)} of system (1) tends

to ∞ as n→∞.
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(a) (b) (c)

Figure 1: Plots for system (5)

Proof. From system (1), it follows that

xn+1 =
α1xn−k

β1 − γ1

k∏
i=0

yn−i

≥ α1xn−k
β1

> xn−k, yn+1 =
α2yn−k

β2 − γ2

k∏
i=0

xn−i

≥ α2yn−k
β2

> yn−k.
(4)

From first equation of (4), we have x(k+1)n+1 > x(k+1)n−k, and x(k+1)n+(k+2) > x(k+1)n+1. Hence, the

subsequences {x(k+1)n+1}, · · · , {x(k+1)n+(k+1)} are increasing, i.e., the sequence {xn} is increasing. So, xn →
∞ as n → ∞. Similarly, from second equation of (4) one gets: y(k+1)n+1 > y(k+1)n−k and y(k+1)n+(k+2) >

y(k+1)n+1. Hence, the subsequences {y(k+1)n+1}, · · · , {y(k+1)n+(k+1)} are increasing, i.e., the sequence {yn}
is increasing. So, yn →∞ as n→∞.

4 Numerical simulations

In this section we will present numerical simulations to verify theoretical results.

Example 1. If α1 = 50, β1 = 63, γ1 = 4, α2 = 90, β2 = 122, γ2 = 2 then system (1) with x−5 = 3.9, x−4 =

1.5, x−3 = 12.4, x−2 = 11.9, x−1 = 1.6, x0 = 2.9, y−5 = 2.6, y−4 = 3.8, y−3 = 5.8, y−2 = 3.5, y−1 = 3.1, y0 =

0.9 can be written as:

xn+1 =
50xn−5

63− 4ynyn−1yn−2yn−3yn−4yn−5
, yn+1 =

90yn−5

122− 2xnxn−1xn−2xn−3xn−4xn−5
. (5)

Moreover, in Fig. 1 the plot of xn is shown in Fig. 1a, the plot of yn is shown in Fig. 1b and global attractor

of system (5) is shown in Fig. 1c.

Example 2. If α1 = 15.5, β1 = 17, γ1 = 27, α2 = 11.2, β2 = 12, γ2 = 23, then system (1) with x−8 =

1.9, x−7 = 1.7, x−6 = 2.5, x−5 = 0.9, x−4 = 1.5, x−3 = 10.4, x−2 = 6.9, x−1 = 0.6, x0 = 2.9, y−8 = 2.8, y−7 =

1.6, y−6 = 1.8, y−5 = 2.6, y−4 = 2.8, y−3 = 2.8, y−2 = 3.5, y−1 = 2.1, y0 = 1.6 can be written as

xn+1 =
15.5xn−8

17− 27ynyn−1yn−2yn−3yn−4yn−5yn−6yn−7yn−8
,

yn+1 =
11.2yn−8

12− 23xnxn−1xn−2xn−3xn−4xn−5xn−6xn−7xn−8
.

(6)

Moreover, in Fig. 2 the plot of xn is shown in Fig. 2a, the plot of yn is shown in Fig. 2b and global

attractor of system (6) is shown in Fig. 2c.
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(a) (b) (c)

Figure 2: Plots for system (6)

5 Conclusion and future work

This work is related to the qualitative behavior of a system of higher-order rational difference equations.

We have proved that under some restrictions to parameters, system (1) has a boundary equilibrium O(0, 0)

and the unique positive equilibrium point A

((
β2−α2

γ2

) 1
k+1

,
(
β1−α1

γ1

) 1
k+1

)
in the closed first quadrant R2

+.

We have analyzed the local stability about equilibria, periodicity nature of positive solutions and exis-

tence of unbounded solutions of system (1). Finally, theoretical results are verified numerically. Besides

the local properties, the global stability of under consideration system (1), which is our further aim to study.
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ON APPROXIMATING THE GENERALIZED

EULER-MASCHERONI CONSTANT∗

TI-REN HUANG1, BO-WEN HAN2, XIAO-YAN MA2, AND YU-MING CHU3,∗∗

Abstract. In the article, we provide several sharp bounds for the the general-

ized Euler-Mascheroni constant, which are the generalizations of the previously
results on the Euler-Mascheroni constant.

1. Introduction

It is well known that the sequence

(1.1) γn = 1 +
1

2
+

1

3
+ · · ·+ 1

n
− log n

is convergent towards the Euler-Mascheroni constant

(1.2) γ = 0.57721566490115328 · · · .
The Euler-Mascheroni constant has been involved in a variety of mathematical

formulas and results [1-6], many special functions are closely related to the Euler-
Mascheroni constant [7-63]. Recently, the bounds for γn − γ have attracted the
attention of many researchers.

Alzer [64] proved that the double inequality

1

2n+ 1
≤ γn − γ ≤

1

2n

holds for n ≥ 1.
In [65], Tóth proved that the two-sided inequality

(1.3)
1

2n+ 2
5

< γn − γ ≤
1

2n+ 1
3

takes place for n ≥ 1.
Chen [66] proved that α = (2γ − 1)/(1 − γ) and β = 1/3 are the best possible

constants such that the double inequality

(1.4)
1

2n+ α
≤ γn − γ <

1

2n+ β

holds for n ≥ 1.
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In [67], Qiu and Vuorinen proved that the double inequality

(1.5)
1

2n
− λ

n2
< γn − γ ≤

1

2n
− µ

n2

holds for n ≥ 1 if and only if λ ≥ 1/12 and µ ≤ γ − 1/2.
Let a > 0. Then the generalized Euler-Mascheroni constant γ(a) is defined by

(1.6) γ(a) = lim
n→∞

(
1

a
+

1

a+ 1
+ · · ·+ 1

a+ n− 1
− log

a+ n− 1

a

)
,

which was introduced by Knopp [68]. We clearly see that γ(1) = γ. Recently,
the generalized Euler-Mascheroni constant γ(a) has been the subject of intensive
research [69-71].

In [70], Ŝıntămărian introduced the sequences

(1.7) xn =
1

a
+

1

a+ 1
+ · · ·+ 1

a+ n− 1
− log

a+ n

a
,

(1.8) yn =
1

a
+

1

a+ 1
+ · · ·+ 1

a+ n− 1
− log

a+ n− 1

a
,

and proved that the double inequalities

(1.9)
1

2(n+ a)
≤ γ(a)− xn ≤

1

2(n+ a− 1)
,

(1.10)
1

2(n+ a)
≤ yn − γ(a) ≤ 1

2(n+ a− 1)

hold for n ≥ 1.
In [71], Berinde and Mortici established Theorems 1.1 and 1.2 as follows.

Theorem 1.1. The double inequalities

(1.11)
1

2(n+ a)− 1
4

< γ(a)− xn <
1

2(n+ a)− 1
3

,

(1.12)
1

2(n+ a)− 4
3

< yn − γ(a) <
1

2(n+ a)− 5
3

hold for a > 0 and n ≥ 2.

Theorem 1.2. (a) The inequality

(1.13)
1

2(n+ a)− 1
3 + 1

18n

≤ γ(a)− xn

holds for a ≥ 13/30 and any integer n ≥ 1.
(b) The inequality

(1.14)
1

2(n+ a)− 5
3 + 1

18n

≤ yn − γ(a)

holds for a ≥ 17/30 and n ≥ 1.

The main purpose of this article is to generalize inequalities (1.4) and (1.5) to
the generalized Euler-Mascheroni constant γ(a). Our main results are the following
Theorems 1.3 and 1.4.
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Theorem 1.3. Let a > 0, n ≥ 1. Then one has
(1) the double inequality

(1.15)
1

2(n+ a)− α1
≤ γ(a)− xn <

1

2(n+ a)− β1
holds with the best possible constants

(1.16) α1 = 2(1 + a)− 1

ψ(1 + a)− log(1 + a)
, β1 =

1

3
;

(2) the two-sided inequality

(1.17)
1

2(n+ a)− α2
≤ yn − γ(a) <

1

2(n+ a)− β2
is valid with the best possible constants

(1.18) α2 = 2(1− d), β2 =
5

3
,

where

d = max{f̃2(a), f̃2(1 + a), f̃2(2 + a)}, f̃2(x) =
1

2(ψ(x+ 1)− log(x))
− x.

Theorem 1.4. Let a > 0, n ≥ 1. Then the double inequalities

(1.19)
1

2(n+ a)
+

α3

(n+ a)2
≤ γ(a)− xn <

1

2(n+ a)
+

β3
(n+ a)2

,

(1.20)
1

2(n+ a− 1)
+

α4

(n+ a− 1)2
< yn − γ(a) ≤ 1

2(n+ a− 1)
+

β4
(n+ a− 1)2

hold with the best possible constants

(1.21) α3 = (1 + a)2[log(1 + a)− ψ(1 + a)]− 1 + a

2
, β3 =

1

12
,

(1.22) α4 = − 1

12
, β4 = a2[ψ(a)− log(a)] +

a

2
.

2. Lemmas

In order to prove our main results, we need the following formulas and lemmas.
For x > 0, the classical gamma function Γ(x) and psi function ψ(x) [72-84] are

defined as

Γ(x) =

∫ ∞
0

tx−1e−tdt, ψ(x) =
Γ′(x)

Γ(x)
,

respectively.
The psi function ψ(x) has the following recurrence and asymptotic formulas [85]

(2.1) ψ(n+ x) =
1

(n− 1) + x
+

1

(n− 2) + x
+ · · ·+ 1

2 + x
+

1

1 + x
+

1

x
+ ψ(x),

(2.2) ψ(x) ∼ log(x)− 1

2x
− 1

12x2
+

1

120x4
− 1

252x6
+ · · · (x→∞)
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According to (2.1) and the definitions of xn and yn given in (1.7) and (1.8), we
clearly see that xn and yn can be rewritten as

(2.3) xn = ψ(n+ a)− ψ(a)− log
n+ a

a
,

(2.4) yn = ψ(n+ a)− ψ(a)− log
n+ a− 1

a
.

It follows from (1.6) and (2.2) that

(2.5) γ(a) = lim
n→∞

yn

= lim
n→∞

(ψ(n+ a)− log(n+ a− 1) + log(a)− ψ(a)) = log(a)− ψ(a).

Therefore,

(2.6) γ(a)− xn = log(n+ a)− ψ(n+ a),

(2.7) yn − γ(a) = ψ(n+ a)− log(n+ a− 1).

Lemma 2.1. The function

(2.8) f1(x) =
1

log(x)− ψ(x)
− 2x

is strictly decreasing from (1,∞) onto (−1/3, 1/γ − 2).
The function

(2.9) f2(x) =
1

ψ(x+ 1)− log(x)
− 2x

is strictly decreasing from [2,∞) onto (1/3, f2(2)].

Proof. Differentiating f1(x) gives

(log(x)− ψ(x))
2
f ′1(x) = ψ′(x)− 1

x
− 2(log(x)− ψ(x))2.

It follows from the inequalities

ψ′(x)− 1

x
<

1

2x2
+

1

6x3
− 1

30x5
+

1

42x7
,

log(x)− ψ(x) >
1

2x
+

1

12x2
− 1

120x4

given in [86] that

(2.10) (log(x)− ψ(x))
2
f ′1(x) <

1

50400x8
F1(x),

where

(2.11) F1(x) = −207−3840(x−1)−6580(x−1)2−3640(x−1)3−700(x−1)4 < 0

for x ∈ (1,∞).
Therefore, the monotonicity of f1(x) follows easily from (2.10) and (2.11).
Clearly, f1(1) = 1/γ − 2. The limiting value limx→∞ f1(x) = −1/3 follows from

the asymptotic formula (2.2).
Differentiating f2(x) leads to

2 (ψ(x+ 1)− log(x))
2
f ′2(x) =

1

x
+

1

x2
− ψ′(x)− 2(ψ(x) +

1

x
− log(x))2.
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It follows from the inequalities

1

x
+

1

x2
− ψ′(x) <

1

2x2
− 1

6x3
+

1

30x5
,

ψ(x) +
1

x
− log(x) >

1

2x
− 1

12x2
+

1

120x4
− 1

252x6

for x > 0 given in [86] that

2 (ψ(x+ 1)− ln(x))
2
f ′2(x) < − F2(x)

3175200x12
,

where
F2(x) = 3217636 + 17887632(x− 2) + 39443124(x− 2)2

+47009928(x− 2)3 + 33797841(x− 2)4 + 15180480(x− 2)5

+4189500(x− 2)6 + 652680(x− 2)7 + 44100(x− 2)8 > 0

for x ≥ 2.
Therefore, f2(x) is a strictly decreasing function on [2,∞). The limit limx→∞ f2(x) =

1/6 follows from the asymptotic formula (2.2). �

Remark 1. Qi et. al. [87] proved that the function f2(x) defined by (2.9) is strictly
decreasing on (12/5,∞).

The following Lemma 2.2 can be found in [88, 89].

Lemma 2.2. The function

(2.12) f3(x) = x2(ψ(x)− log(x)) +
x

2

is strictly decreasing from (0,∞) onto (−1/12, 0) and completely monotonic on
(0,∞).

3. Proof of Theorems 1.3 and 1.4

Proof of Theorem 1.3. From (2.6) we clearly see that inequality (1.15) can be
rewritten as

−β < 1

log(n+ a)− ψ(n+ a)
− 2(n+ a) < −α.

It follows from Lemma 2.1 that the sequence

f1(n+ a) =
1

log(n+ a)− ψ(n+ a)
− 2(n+ a)

is strictly decreasing, which leads to the conclusion that

−1

3
= lim

n→∞
f1(n) < f1(n) ≤ f1(1) =

1

log(1 + a)− ψ(1 + a)
− 2(1 + a).

Therefore,

α1 = 2(1 + a)− 1

ψ(1 + a)− log(1 + a)
, β1 =

1

3

are the best possible constants such that inequality (1.15) holds.
From (2.7) we clearly see that inequality (1.17) is equivalent to

1− β

2
<

1

2(ψ(n+ a)− log(n+ a− 1))
− (n+ a− 1) ≤ 1− α

2
.
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It follows from Lemma 2.1 that the sequence

f̃2(n+ a− 1) =
1

2(ψ(n+ a)− log(n+ a− 1))
− (n+ a− 1)

is strictly decreasing for n ≥ 2, which leads to the conclusion that

1

6
= lim

n→∞
f̃2(n) < f̃2(n) ≤ max

{
f̃2(a), f̃2(1 + a), f̃2(2 + a)

}
= d.

Therefore,

(3.1) α2 = 2(1− d), β2 =
5

3

are the best possible constants such that inequality (1.17) holds.

Proof of Theorem 1.4. From (2.6) and (2.7) we know that inequalities (1.19)
and (1.20) can be rewritten as

α3 ≤ (n+ a)2 (log(n+ a)− ψ(n+ a))− (n+ a)

2
< β3,

α4 < (n+ a− 1)2 (ψ(n+ a− 1)− log(n+ a− 1)) +
(n+ a− 1)

2
≤ β4,

respectively.
It follows from Lemma 2.2 that the sequence

f̃3(n+ a− 1) = (n+ a− 1)2 (ψ(n+ a− 1)− log(n+ a− 1)) +
(n+ a− 1)

2

is strictly decreasing for n ∈ N.
Note that

lim
n→∞

f3(n) = − 1

12
.

Therefore,

α3 = (1 + a)2[log(1 + a)− ψ(1 + a)]− 1 + a

2
, β3 =

1

12
,

α4 = − 1

12
, β4 = (a)2[ψ(a)− log(a)] +

a

2

are the best possible constants such that inequalities (1.19) and (1.20) hold.

Remark 2. (1) Let a = 1. Then Theorem 1.3(2) leads to inequality (1.4) with the
best possible constants α = (2γ − 1)/(1− γ) and β = 1/3.

(2) Let a = 1. Then inequality (1.20) becomes inequality (1.5) with the best
possible constants α = 1/12 and β = γ − 1/2.

(3) From Theorem 1.3 we know that both the upper bounds 1/[2(n+a)−1/3] for
γ(a)−xn and 1/[2(n+ a)− 5/3] for yn− γ(a) given in (1.11) and (1.12) are sharp
for any a > 0.
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Abstract

This paper is devoted to present a new and simple algorithm to prove that the function ϕn(x)

is a good approximation to the solution ϕ(x) for Volterra integral equations (VIEs) of the second

kind in the space L2
p(x)[0, 2π] with weight function p(x). This approximation is discussed in details

with help of the Valleé-Poussin’s and Fèjer’s, operators. Special attention is given to study the

convergence analysis and estimation of an upper bound for the error of the approximated solution.

Key-Words: Volterra integral equations; Valleé-Poussin’s and Fèjer’s operators; Convergence analysis;

1. Introduction

In this paper, we present the approximate solution for Volterra integral equations (VIEs) of the

second kind in the space L2
p(x)[0, 2π] with weight function p(x) ≥ 1 where p(x) is a summable function

on [0, 2π]

ϕ(x) = f(x) + λ

∫ x

0
k(x, y)ϕ(y)dy, 0 ≤ x, y ≤ 2π, (1)

where the functions f(x), k(x, y) belong to L2
p(x)[0, 2π] and are 2π-periodic functions, 1

λ is a regular

value of the kernel k(x, y) and the kernel k(x, y) satisfies the following conditions

1. {
∫ x
0 p(y)|k(x, y)|2dy}

1
2 = χ(x) ∈ L2

p(x)[0, 2π];

2. |λ|‖k(x, y)‖L2
p
< 1,

where

‖k(x, y)‖L2
p

= ‖k(x, y)‖L2
p(x)

[0,2π] =

[∫ 2π

0

∫ x

0
p(x)p(y)|k(x, y)|2dydx

] 1
2

.

The simplicity of finding a solution for Fredholm integral equations (FIEs) of the second kind with

degenerate kernel naturally leads one to think of replacing the given equation (1) by FIE with degenerate

kernel, see [1, 2, 8, 9]. The solution of the new equation is taken as an approximate solution of the

original equation. The study employs Dzyadyk’s method which is based on the linear polynomial

operator ([3]-[5]).

Eq.(1) can be written in the new form

ϕ(x) = f(x) + λ

∫ x

0
k̃(x, y)ϕ(y)dy, (2)

1
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where

k̃(x, y) = e(x, y)k(x, y), e(x, y) =

{
1, for y ≤ x,
0, for y > x.

(3)

From (3), it is found that the kernel k̃(x, y) in (2) satisfies the following conditions (A∗)

1. {
∫ 2π
0 p(y)|k̃(x, y)|2dy}

1
2 = ρ(x) ∈ L2

p(x)[0, 2π];

2. |λ|‖k̃(x, y)‖L2
p
< 1,

where

‖k̃(x, y)‖L2
p[0,2π]

=

[∫ 2π

0

∫ 2π

0
p(x)p(y)|k̃(x, y)|2dydx

] 1
2

.

Now, instead of Eqs.(1) and (2), let us solve the following equations

ϕn(x) = Un(f ;x) + λ

∫ 2π

0
Un[k̃(., y);x]ϕn(y)dy, 0 ≤ x, y ≤ 2π, (4)

The notation Un[k̃(., y);x] will mean that the operator Un acts on k̃(x, y) as a function of x and at the

same time, the variable y plays the role of the parameter.

Now, since the functions Un(f ;x) and Un[k̃(., y);x] are both trigonometric polynomials of order n

with respect to x, the solution ϕn(x) of the Eq.(4) will also be trigonometric polynomial of order n in

x. It is well known that the problem of determination of the solution of Fredholm integral equation of

the second kind with degenerate kernel is reduced to the solution of corresponding system of algebraic

equations [11]. In this study, it will be proved that the function ϕn(x) is a good approximation to

the solution ϕ(x) of Eq.(1) on the space L2
p(x)[0, 2π]. This approximation is discussed in details for

Valleé-Poussin’s and Fèjer’s operators.

2. Preliminaries

Starting from the known linear polynomial operators Un(g;x) which are good approximation to the

function g(x) in the space L2
p(x), and have the form:

Un(g;x) =
1

π

∫ 2π

0
g(t)Un(x− t)dt =

1

π

∫ 2π

0
g(x− t)Un(t)dt, (5)

where

Un(x) =
1

2
+

n∑
k=1

λ
(n)
k cos(kx), (6)

λ
(n)
k are constants which define the method of approximation.

Theorem 1. [6]

For k(x, y) belongs to L2
p[0, 2π], such that |λ|‖k̃(x, y)‖L2

p
< 1, and f(x) belongs to L2

p(x), then the

integral equation

ϕ(x) = f(x) + λ

∫ 2π

0
k(x, y)ϕ(y)dy,

has an unique solution ϕ(x) in L2
p(x)[0, 2π].

2
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Now, with the help of the following theorem we will find the condition by which the equation (4)

has an unique solution.

Theorem 2. [6]

If A and B are two bounded linear operators in Banach space E, while A has an inverse and

‖B‖E‖A−1‖E < 1, then the operator (A+B) has also an inverse and

‖(A+B)−1‖E ≤ ‖A−1‖E(1− ‖B‖E‖A−1‖E)−1.

To find this condition, we write both of Eqs.(2) and (4) in the operator form

(I − λK̃)ϕ = f, (I − λUn(K̃))ϕn = fn,

where

K̃ϕ =

∫ π

−π
k̃(x, y)ϕ(y)dy, Un(K̃)ϕn =

∫ π

−π
Un[k̃(., y);x]ϕn(y)dy.

It is obvious that I − λK̃ = A, λ(K̃ − Un(K̃)) = B, are two bounded linear operators in the space

L2
p(x).

It is well-known that the operator I − λK̃ has an inverse for each λ such that 1
λ is a regular value of K̃

[6]. So Eq.(2) has an unique solution and we can write

ϕ = (I + λR)f = f + λRf,

where (I − λK̃)−1 = (I + λR) and R is the resolvent of the operator K̃. From theorem 2 if |λ|‖(I −
λK̃)−1‖E‖K̃ − Un(K̃)‖E < 1, then (I − λUn(K̃)) has also an inverse, thereby Eq.(4) has an unique

solution and can be written in the form

ϕn = (I + λRn)fn = fn + λRnfn,

where (I − λUn(K̃))−1 = I + λRn and Rn is the resolvent of the operator Un(K̃).

Now, we return to the functional representation of resolvents R(x, y;λ);Rn(x, y;λ) and equations

(2) and (4). Knowing the resolvent R(x, y;λ), we at once obtain the solution of the original equation

(2) with an arbitrary right hand side f(x) in the following form

ϕ(x) = f(x) + λ

∫ 2π

0
R(x, y;λ)f(y)dy.

Also, the solution of Eq.(4) can be represented through the resolvent as follows

ϕn(x) = fn(x) + λ

∫ 2π

0
Rn(x, y;λ)fn(y)dy.

3
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Theorem 3.

For any kernel k(x, y) ∈ L2
p[0, 2π], if the linear polynomial operator Un of order n is defined in L2

p(x)

and if the function f(x) ∈ L2
p(x), then

Un

[∫ b

a
k(., y)f(y)dy;x

]
=

∫ b

a
Un[k(., y);x]f(y)dy.

The proof of this theorem is very similar to the proof of a theorem in [4].

3. Auxiliary definitions and theorems

Definition 1.

The averaged-modulus of continuity of the kernel k(x, y) ∈ L2
p[0, 2π] is defined as follows

wL2
p
(k; t) = wL2

p
(t) =

1

2π
sup
|s|≤t

[∫ 2π

0

∫ x−s

0
p(x)p(y)[k(x− s, y)− k(x, y)]2dxdy

] 1
2

. (7)

Lemma 1.

The function wL2
p
(t) has the following properties:

1. wL2
p
(t)→ 0 for t→ 0;

2. wL2
p
(t) is positive and monotonic increasing;

3. wL2
p
(t1+2) ≤ wL2

p
(t1) + wL2

p
(t2);

4. wL2
p
(t) is continuous;

5. for any positive real number η, the following inequality holds wL2
p
(ηt) ≤ (1 + η)wL2

p
(t).

Also, by the averaged-modulus of continuity with respect to x and y of a function k̃(x, y) = e(x, y)k(x, y)

defined in [0, 2π], we mean the following function ΩL2
p
(t)

ΩL2
p
(k; t) = ΩL2

p
(t) =

1

2π
sup
|s|≤t

[∫ 2π

0

∫ 2π

0
p(x)p(y)[k(x, y)[e(x− s, y)− e(x, y)]]2dxdy

] 1
2

. (8)

It is evident that the function ΩL2
p
(t) satisfies the above properties of the modulus of continuity (1-5).

Definition 2.

The value of the following norm

δn(k̃) = δ(k̃;Un) = ‖Un(k̃(., y);x)− k̃(x, y)‖L2
p

=

[∫ 2π

0

∫ 2π

0
p(x)p(y)[Un(k̃(., y);x)− k̃(x, y)]2dxdy

] 1
2

,

(9)

will play an important role in estimating the error arising from replacement of Eq.(1) by Eq.(4).

The following theorem provides an estimate of δ(k̃, Un).

4
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Theorem 4.

For any kernel k̃(x, y) ∈ L2
p[0, 2π], and for any linear polynomial operator Un(g;x), we always have

the following inequality

δn(k̃) ≤ 2

[
wL2

p
(
1

n
) + ΩL2

p
(
1

n
)

] ∫ π

−π
[n|t|+ 1]|Un(t)|dt. (10)

Proof. Using Minkowski inequality and equalities (5) and (7), we obtain

δn(k̃) = ‖Un(k̃(., y);x)− k̃(x, y)‖L2
p

=

=
1

π

∥∥∥∥∫ π

−π
[k̃(x− t, y)− k̃(x, y)]Un(t)dt

∥∥∥∥
L2
p

=
1

π

[∫ π

−π

∫ π

−π
p(x)p(y)

[∫ π

−π
Un(t)(k̃(x− t, y)− k̃(x, y))

]2
dydx

] 1
2

≤ 1

π

∫ π

−π
|Un(t)|

[∫ 2π

0

∫ 2π

0
p(x)p(y)[k̃(x− t, y)− k̃(x, y)]2dydx

] 1
2

dt

≤ 1

π

∫ π

−π
|Un(t)|

[∫ 2π

0

∫ 2π

0
p(x)p(y)[e(x− t, y)k(x− t, y)− e(x, y)k(x, y)]2dydx

] 1
2

dt

≤ 1

π

∫ π

−π
|Un(t)|

[∫ 2π

0

∫ 2π

0
p(x)p(y)k(x, y)[e(x− t, y)− e(x, y)]2dydx

] 1
2

+

[[∫ 2π

0

∫ 2π

0
p(x)p(y)e(x− t, y)[k(x− t, y)− k(x, y)]2dydx

] 1
2

dt

]

≤ 1

π

∫ π

−π
|Un(t)|

[∫ 2π

0

∫ 2π

0
p(x)p(y)k(x, y)[e(x− t, y)− e(x, y)]2dydx

] 1
2

+

[[∫ 2π

0

∫ 2π

0
p(x)p(y)e(x− t, y)[k(x− t, y)− k(x, y)]2dydx

] 1
2

dt

]

≤ 2

∫ π

−π
|Un|[wL2

p
(t) + ΩL2

p
(t)]dt ≤

≤ 2

[
wL2

p
(
1

n
) + ΩL2

p
(
1

n
)

] ∫ π

−π
[n|t|+ 1]|Un(t)|dt.

Definition 3.

We define the error of approximation of k̃(x, y) as follows

E∗n,m(k̃)L2
p

= ‖k̃(x, y)− T ∗n,m(x, y)‖L2
p

= inf
Tn,m(x,y)

[∫ π

−π

∫ π

−π
p(x)p(y)[k̃(x, y)− Tn,m(x, y)]2dxdy

] 1
2

,

E∗n,∞(k̃)L2
p

= ‖k̃(x, y)− T ∗n,∞(x, y)‖L2
p

= inf
Tn,∞(x,y)

[∫ π

−π

∫ π

−π
p(x)p(y)[k̃(x, y)− Tn,∞(x, y)]2dxdy

] 1
2

,

5
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E∗∞,m(k̃)L2
p

= ‖k̃(x, y)− T ∗∞,m(x, y)‖L2
p

= inf
T∞,m(x,y)

[∫ π

−π

∫ π

−π
p(x)p(y)[k̃(x, y)− T∞,m(x, y)]2dxdy

] 1
2

,

where T ∗n,m(x, y) denotes the trigonometric polynomial in x of order n and in y of order m of best

approximation of k̃(x, y) in the metric L2
p[0, 2π], T ∗n,∞(x, y) denotes the trigonometric polynomial in x

of order n of best approximation of k̃(x, y) in the metric L2
p[0, 2π], T ∗∞,m(x, y) denotes the trigonometric

polynomial in y of order m of best approximation of k̃(x, y) in the metric L2
p[0, 2π]. The estimates of

how rapidly the quantities E∗n,m(k̃)L2
p
, E∗n,∞(k̃)L2

p
and E∗∞,m(k̃)L2

p
tend to zero as n → ∞,m → ∞ are

given in [10], where

E∗n,m(k̃)L2
p
→ 0, n,m→∞,

E∗n,m(k̃)L2
p
≥ E∗n,∞(k̃)L2

p
, E∗n,m(k̃)L2

p
≥ E∗∞,m(k̃)L2

p

then

E∗n,∞(k̃)L2
p
→ 0, as n→∞, (11)

E∗∞,m(k̃)L2
p
→ 0, as m→∞. (12)

Now, we will mention the bounds of the norm (9) for various linear polynomial operators Un as the

following cases:

Case 1: Valleè-Poussin’s method [5]:

Un = Vn, we have
1

π

∫ π

−π
|Vn(t)|dt ≤ 1

3
+

2
√

3

π
, (13)

from Eq.(10) and definition 3, we get

E∗n,∞(k̃)L2
p
≤ 12π

[
wL2

p
(
1

n
) + ΩL2

p
(
1

n
)

]
. (14)

By using the inequality (13) and considering that the method of Valleè-Poussin’s Vn leaves trigono-

metric polynomial of order n invariant, then

δn(k̃;Vn) = ‖k̃(x, y)− Vn(k̃(., y);x)‖L2
p

= ‖k̃(x, y)− T ∗n,∞(x, y)− Vn[k̃(., y)− T ∗n,∞(., y);x]‖L2
p

≤ E∗n,∞(k̃)L2
p

+
1

π

∫ π

−π
|Vn(t)|

[ ∫ π

−π

∫ π

−π
p(x)p(y)[k̃(x− t, y)− T ∗n,∞(x− t, y)]2dydx

] 1
2
dt

≤
[
1 +

1

π

∫ π

−π
|Vn(t)|dt

]
E∗n,∞(k̃)L2

p
' 2.436E∗n,∞(k̃)L2

p
,

(15)

and from (14) we get

δn(k̃;Vn) ≤ 29.232π[wL2
p
(
1

n
) + ΩL2

p
(
1

n
)]. (16)

6
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Case 2: Féjer’s method [5]:

Un = Fn, we have
1

π

∫ π

−π
|Fn(t)|dt = 1, (17)∫ π

−π
(1 + n|t|)|Fn(t)|dt < 6(1 + lnn), ∀n ≥ 3. (18)

We let n′ =
√
n
2 , ai(y), bi(y), a∗i (y) and b∗i (y) denote the corresponding coefficients of Fourier series in

the variable x of the functions k̃(x, y) and Vn′ [k̃(., y);x]. Then,

‖Vn′(k̃(., y);x)− Fn[Vn′(k̃(., y);x)]‖L2
p

=

∥∥∥∥∥
2n′∑
i=1

i

n
[a∗i (y)cos ix+ b∗i (y)sin ix]

∥∥∥∥∥
L2
p

≤

∥∥∥∥∥∥∥
[

2n′∑
i=1

(
i

n

)2
] 1

2
[

2n′∑
i=1

[a∗i (y)cos ix+ b∗i (y)sin ix]2

] 1
2

∥∥∥∥∥∥∥
L2
p

≤

[
2n′∑
i=1

(
i

n

)2
] 1

2

∥∥∥∥∥∥∥
[

2n′∑
i=1

[a∗2i (y) + b∗2i (y)]

] 1
2

∥∥∥∥∥∥∥
L2
p

≤ 1√
πn

[
2n′∑
i=1

i2

] 1
2

‖k̃(x, y)‖L2
p
≤ 1√

π n
(2n′)

3
2 ‖k̃(x, y)‖L2

p

≤ 1
√
π n

1
4

‖k̃(x, y)‖L2
p
.

Thereby

δ(k̃;Fn) = ‖k̃(x, y)− Fn(k̃(., y);x)‖L2
p

= ‖k̃(x, y)− Vn′(k̃(., y);x) + Vn′(k̃(., y);x)− Fn(Vn′(k̃(., y);x)) + Fn(Vn′ − k̃);x)‖L2
p

≤ ‖k̃(x, y)− Vn′(k̃(., y);x)‖L2
p

+ ‖Fn(Vn′ − k̃);x)‖L2
p

+ ‖Vn′(k̃(., y);x)− Fn(Vn′(k̃(., y);x))‖L2
p

≤
(

1 +
1

π

∫ π

−π
|Fn(t)|dt

)
(2.5)E∗n′,∞(k̃)L2

p
+

1
√
π n

1
4

‖k̃(x, y)‖L2
p
,

(19)

from Eqs.(17) and (19), we get

δ(k̃;Fn) ≤ 5E∗n′,∞(k̃)L2
p

+
1

√
π n

1
4

‖k̃(x, y)‖L2
p
. (20)

Also, from Eqs.(18) and (10), we have

δ(k̃;Fn) ≤ 12(1 + lnn)[wL2
p
(
1

n
) + ΩL2

p
(
1

n
)]. (21)

Now from (16), (20) and (21) it is clear that δn(k̃) → 0 as n → ∞ for Valleé-Poussin’s and Féjer’s

methods for every periodic function k̃(x, y) ∈ L2
p[0, 2π], wL2

p
( 1
n) = o(1/lnn) and ΩL2

p
( 1
n) = o(1/lnn).

7
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Definition 4.

The following quantities will play an important role in estimating the error of our approximation

ξ(k̃;Un;ϕ) = ξn =

∥∥∥∥∫ 2π

0
k̃(x, y)[ϕ(y)− Un(ϕ; y)]dy

∥∥∥∥
L2
p

, (22)

γm = γm(Un;ϕ) =
m∑
i=1

|1− λ(n)i |Ei−1(ϕ)L2
p
, (23)

where

En(ϕ)L2
p

= inf
Tn
‖ϕ(x)− Tn(x)‖L2

p
,

Tn(x) is a trigonometric polynomial of order n in x, m ≤ n.

Theorem 5.

For any kernel k̃(x, y) ∈ L2
p[0, 2π] and for linear polynomial operator Un(g;x) the following inequality

holds

ξn(k̃) = ξn(k̃;Un;ϕ) =

∥∥∥∥∫ 2π

0
k̃(x, y)[ϕ(y)− Un(ϕ; y)]dy

∥∥∥∥
L2
p

≤ E∗∞,m(k̃)L2
p
‖ϕ(y)− Un(ϕ; y)‖L2

p
+

√
2

π
γm(Un;ϕ)

[∫ 2π

0
p(x)dx

] 1
2 [
‖k̃(x, y)‖L2

p
+ E∗∞,m(k̃)L2

p

]
,

(24)

for any positive integer m ≤ n.

Proof. For any function ϕ(x) ∈ L2
p with Fourier coefficients ci and di in view of Bunyakovskii inequality

and p(x) ≥ 1, we obtain

|cicos ix+ disin ix| = inf
Ti−1(t)

1

π

∣∣∣∣∫ π

−π
[ϕ(t)− Ti−1(t)]cos(i(x− t))dt

∣∣∣∣
≤ 1

π
inf

Ti−1(t)

[∫ π

−π
p(t)[ϕ(t)− Ti−1(t)dt]2

] 1
2

.

[∫ π

−π

[cos(i(x− t))]2

p(t)
dt

] 1
2

≤
√

2

π
inf

Ti−1(t)

[∫ π

−π
p(t)|ϕ(t)− Ti−1(t)|2dt

] 1
2

≤
√

2

π
E∗i−1(ϕ)L2

p
,

therefore

‖cicos ix+ disin ix‖L2
p
≤
√

2

π
E∗i−1(ϕ)L2

p

(∫ π

−π
p(x)dx

) 1
2

.

Letting

T∞,m(x, y) =
m∑
i=0

ai(x)cos iy + bi(x)sin iy,

8
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E∗∞,m(k̃)L2
p

= inf
ai,bi

∥∥∥∥∥k̃(x, y)−
m∑
i=0

ai(x)cos iy + bi(x)sin iy

∥∥∥∥∥
L2
p

,

and taking into consideration (23) and using Bunyakovskii inequality, we obtain

ξn = ξn(k̃;Un;ϕ) =

∥∥∥∥∫ 2π

0
k̃(x, y)[ϕ(y)− Un(ϕ; y)]dy

∥∥∥∥
L2
p

=

[∫ 2π

0
p(x)

[∫ 2π

0
k̃(x, y)[ϕ(y)− Un(ϕ; y)]dy

]2
dx

] 1
2

≤
[ ∫ 2π

0
p(x) inf

T∞,m(x,y)

[ ∫ 2π

0
|k̃(x, y)− T∞,m(x, y)||ϕ(y)− Un(ϕ; y)|dy

+

∣∣∣∣∫ 2π

0
(k̃(x, y) + T∞,m(x, y)− k̃(x, y))(ϕ(y)− Un(ϕ; y))dy

∣∣∣∣ ]2dx] 1
2

≤

[∫ 2π

0
p(x) inf

T∞,m(x,y)

[∫ 2π

0
|k̃(x, y)− T∞,m(x, y)||ϕ(y)− Un(ϕ; y)|dy

]2
dx

] 1
2

+
[ ∫ 2π

0
p(x) inf

T∞,m(x,y)

[ ∫ 2π

0
(k̃(x, y) + T∞,m(x, y)− k̃(x, y)).(

m∑
i=1

(1− λ(n)i )(cicos iy + disin iy)

)
dy
]2
dx
] 1

2

≤ E∗∞,m(k̃)L2
p
‖ϕ(y)− Un(ϕ; y)‖L2

p

+

√
2

π
γm(Un;ϕ)

[∫ 2π

0
p(x)dx

] 1
2 [
‖k̃(x, y)‖L2

p
+ E∗∞,m(k̃)L2

p

]
.

4. The approximate solution and its error bounds

The following theorem shows that for sufficiently good linear methods Un(g;x), the difference be-

tween the polynomials ϕn(x) and the original solution ϕ(x) is sufficiently small.

Theorem 6.

If the kernel k̃(x, y) in Eq.(2) satisfies the assumptions (A∗), all functions appearing in (2) are

2π−periodic in x and y, then any linear polynomial operator Un(g;x), if |λ|Rδ(k̃;Un) < 1 and if Eq.(1)

is replaced by Eq.(4), the following inequality holds

‖ϕ(x)− ϕn(x)‖L2
p
≤ (1 + αn(k̃))‖ϕ(x)− Un(ϕ;x)‖L2

p
, (25)

in which

αn(k̃) = |λ|R

[
δ(k̃;Un) +

ξ(k̃;Un;ϕ)

‖ϕ(x)− Un(ϕ;x)‖L2
p

]
/[1− |λ|Rδ(k̃;Un)], (26)

where δ(k̃;Un) and ξ(k̃;Un;ϕ) are defined in (9) and (22), respectively, and R = 1 + |λ|‖R(x, y)‖L2
p
,

where R(x, y) denotes the resolvent of the kernel k̃(x, y).

9
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Proof. Using theorem 3, and Eq.(2), we represent the solution ϕn(x) of Eq.(4) in the form

ϕn(x) = Un(f ;x) + λUn

[∫ 2π

0
k̃(., y)ϕn(y)dy;x

]
= Un(f ;x) + λUn

[∫ 2π

0
k̃(., y)[ϕn(y)− ϕ(y)]dy +

∫ 2π

0
k̃(., y)ϕn(y)dy;x

]
= λ

∫ 2π

0
Un[k̃(., y);x][ϕn(y)− ϕ(y)]dy + Un

[
f(.) + λ

∫ 2π

0
k̃(., y)ϕ(y)dy;x

]
= λ

∫ 2π

0
Un[k̃(., y);x][ϕn(y)− ϕ(y)]dy + Un(ϕ;x),

(27)

it follows that

ϕn(x)− Un(ϕ;x) = λ

∫ 2π

0
k̃(x, y)[ϕn(y)− Un(ϕ; y)]dy + gn(x), (28)

where

gn(x) =λ

∫ 2π

0
[Un(k̃(., y);x)− k̃(x, y)][ϕn(y)− ϕ(y)]dy + λ

∫ π

−π
k̃(x, y)[Un(ϕ; y)− ϕ(y)]dy.

Thus, by Eqs.(9), (10) and (22) we get the estimate

‖gn(x)‖L2
p
≤ |λ|

∥∥∥∥∫ 2π

0
[Un(k̃(., y);x)− k̃(x, y)][ϕn(y)− ϕ(y)]dy

∥∥∥∥
L2
p

+ |λ|
∥∥∥∥∫ 2π

0
k̃(x, y)[Un(ϕ; y)− ϕ(y)]dy

∥∥∥∥
L2
p

≤ |λ|δ(k̃;Un)
[
‖ϕn(x)− Un(ϕ;x)‖L2

p
+ ‖Un(ϕ;x)− ϕ(x)‖L2

p

]
+ |λ|ξ(k̃;Un;ϕ).

(29)

In view of |λ|‖k̃(x, y)‖L2
p
< 1, Eq.(28) has an unique solution given by

ϕn(x)− Un(ϕ;x) = gn(x) + λ

∫ 2π

0
R(x, y)gn(y)dy.

Therefore

‖ϕn(x)−Un(ϕ;x)‖L2
p
≤ ‖gn(x)‖L2

p

[
1 + |λ|‖R(x, y)‖L2

p
|
]

= R‖gn(x)‖L2
p

≤ R|λ|
[
δ(k̃;Un)[‖ϕ(x)− Un(ϕ;x)‖L2

p
+ ‖ϕn(x)− Un(ϕ;x)‖L2

p
] + ξ(k̃;Un;ϕ)

]
.

Taking into consideration |λ|Rδ(k̃;Un) < 1, we obtain

‖ϕn(x)− Un(ϕ;x)‖L2
p
≤
|λ|R[δ(k̃;Un)‖Un(ϕ;x)− ϕ(x)‖L2

p
+ ξ(k̃;Un;ϕ)]

1− |λ|Rδ(k̃;Un)

Therefore

‖ϕ(x)− ϕn(x)‖L2
p
≤ ‖ϕ(x)− Un(ϕ;x)‖L2

p
+ ‖ϕn(x)− Un(ϕ;x)‖L2

p

≤ ‖ϕ(x)− Un(ϕ;x)‖L2
p

+
|λ|R[δ(k̃;Un)‖Un(ϕ;x)− ϕ(x)‖L2

p
+ ξ(k̃;Un;ϕ)]

1− |λ|Rδ(k̃;Un)

≤ (1 + αn(k̃))‖ϕ(x)− Un(ϕ;x)‖L2
p
,

(30)

where αn is given by (26). Thus, the inequality (25) is proved.

10
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5. The results

It is well-known that in [7], one cannot achieve an error less than the corresponding to the best

approximation. The error estimate in (25) with rate of convergence αn(k̃), means that, the rate of

convergence of ϕn(x) to ϕ(x) is comparable with the rate of convergence of the best approximate,

which means that the error estimate (25) is optimal. Applying theorem 6, and also the corresponding

results from section 3, we obtain the following results:

In the case of the application of Valleé-Poussin’s method:

From [10] and (25) we obtain

‖ϕ(x)− ϕn(x)‖L2
p
≤ (1 + αn(k̃))(

4

3
+

2
√

3

π
)E∗n(ϕ)L2

p
≤ (1 + αn(k̃))(2.5)E∗n(ϕ)L2

p
,

where by (15) we have

αn(k̃) ≤|λ|R
2.5E∗n,∞(k̃)L2

p
+ E∗∞,m(k̃)L2

p

1− λR(2.5)E∗n,∞(k̃)L2
p

,

then αn(k̃)→ 0 as n→∞ for all ϕ(x) ∈ L2
p(x), k̃(x, y) ∈ L2

p(x)[0, 2π].

In the case of the application of Féjer’s method:

The quantity αn(k̃) in the relation (25) will not tend to zero for any solution ϕ(x), but will tend to zero

only under the condition that ”the solution ϕ(x) belongs to some subclasses of integrable functions”.

Restricting ourselves to the Holder classes W (r)Hβ(L2
p) where r is a non-negative integer and 0 < β ≤ 1,

we obtain the following case:

In order that αn(k̃) → 0 as n → ∞ considering (20), (21) and [10], it is sufficient that the following

conditioned be satisfied

ϕ(x) ∈W (0)Hβ(L2
p), i.e. r = 0, 0 < β ≤ 1, w(

1

n
)L2

p
= o(1/lnn), Ω(

1

n
)L2

p
= o(1/lnn).

6. Conclusion and remarks

In this article, we presented the approximate solutions of the Volterra integral equations of the

second kind in the space L2
p(x)[0, 2π] with weight function p(x) with the help of the Valleé-Poussin’s and

Fèjer’s operators. In the same time, we proved that the function ϕn(x) is a good approximation to the

exact solution ϕ(x) for the Volterra integral equations. From the obtained approximate solutions using

ADM, we can conclude that the proposed approach is easy to implement and computationally very

attractive. A good agreement between the theoretical study with the obtained approximate solutions

have been obtained.

11
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A Modified SSDP Method for Nonlinear Semidefinie Programming∗

Jianling Li† Chunting Lu Hui Zhang

College of Mathematics and Information Science, Guangxi University,

Nanning, Guangxi, 530004, China

Abstract In this paper, we investigate nonlinear semidefinite programming and propose a

modified sequential semidefinite programming (SSDP for short) algorithm without a penalty

function or a filter. At each iteration, the search direction is yielded by solving a linear semidef-

inite programming subproblem and a quadratic semidefinite programming subproblem. The

nonmonotone line search ensures that the objective function or constraint violation function is

sufficiently reduced. Under some appropriate conditions, the global convergence of the proposed

algorithm is shown. Some preliminary numerical results are reported.

Key words nonlinear semidefinite programming; sequential semidefinite programming; non-

monotone line search; global convergence

1 Introduction

Consider the following nonlinear semidefinite programming (NLSDP):

min f(x)

s.t. G(x) � 0,
(1.1)

where f : Rn → R is assumed to be a smooth and real value function, G : Rn → Sm is a smooth

and matrix value function. Sm represents the set of all real symmetric matrices. The symbol A � B
means that A−B is a negative semidefinite matrix.

Nonlinear semidefinite programming has many real-world applications, such as engineering de-

sign, optimal structure design, optimal robust control and robust feedback control design (see

[1]-[4]). In recent years, the investigation of NLSDP has attracted much attention. The main solu-

tion methods for NLSDP are augmented Lagrange method [5]-[10], interior point method [11]-[15],

SSDP method [16]-[21]. In this paper, our focus is on SSDP method. Correa and Ramirez in

[16] proposed an SSDP algorithm. At each iteration, the search direction is generated by solving a

traditional quadratic semidefinite programming (QSDP for short) subproblem. A subdifferentiable

penalty function is used as a merit function to design line search. Under some conditions, the

algorithm is globally convergent. However, it is not easy for the choice of an appropriate penalty

parameter. Gomez in [17] proposed a filter-type SSDP algorithm for nonlinear semidefinite pro-

gramming problem. For each iteration point, by solving a trust-region type QSDP subproblem

∗Project supported by the National Natural Science Foundation (No. 11561005), the National Science Foundation

of Guangxi (No. 2016GXNSFAA380248
† Corresponding author. E-mail: jianlingli@126.com
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to get search direction. When objective function value or the constraint violation function is im-

proved, the trial point is accepted by filter. Chen in [21] proposed a trust region SSDP method

without a penalty function or a filter. The search direction is obtained by solving trust region QS-

DP subproblem. Whether the trial point is accepted or not depends on the decline of the objective

function or constraint violation function.

In all above SSDP algorithms, the traditional QSDP subproblem, which generated the search

direction, may be incompatible. Motivated by the idea of modified SQP methods for nonlinear

programming, in this paper, we proposed a modified SSDP algorithm for NLSDP (1.1). At each

iteration, the search direction is yielded by solving a linear semidefinite programming (LSDP for

short) subproblem and a modified QSDP subproblem. Nonmonotone line search technique is used

to determine step size.

The paper is organized as follows. In the next section, the algorithm is described in detail.

The global convergence is shown in Section 3. Some preliminary numerical results are reported in

Section 4 and some concluding remarks are given in the final section.

2 Description of Algorithm

In this section, we first restate some concepts and notations about nonlinear semidefinite pro-

gramming, and then describe the proposed algorithm.

Let G(x) : Rn → Sm be a matrix value function, we use the notation

DG(x) =

(
∂G(x)

∂x1
, · · · , ∂G(x)

∂xn

)T

(2.1)

for its differential operator evaluated at x. For any d = (d1, · · · , n) ∈ Rn, DG(x)d is defined by

DG(x)d =

n∑
i=1

di
∂G(x)

∂xi
. (2.2)

The adjoint operator DG(x)∗ of the linear operator DG(x) satisfies

DG(x)∗Y =

(
<
∂G(x)

∂x1
, Y >,<

∂G(x)

∂x2
, Y >, · · · , < ∂G(x)

∂xn
, Y >

)T

, ∀ Y ∈ Sm. (2.3)

where < A,B > means the inner product of the matrix A and B.

Definition 2.1 [16] Let x̃ ∈ Rn be a feasible point of NLSDP (1.1), if there exists Ỹ ∈
Sm satisfying the following KKT conditions

∇xL(x̃, Ỹ ) = ∇f(x̃) +DG(x̃)∗Ỹ = 0, (2.4)

Ỹ � 0, < G(x̃), Ỹ >= 0, (2.5)

where L : Rn × Sm → R is the Lagrangian function of NLSDP (1.1), that is,

L(x, λ, Y ) = f(x)+ < Y,G(x) >,

then x̃ is called a KKT point of NLSDP (1.1), the matrix Ỹ is called a Lagrangian multiplier

associated with x̃.
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Let xk ∈ Rn be the current iterate point. In order to generate search directions, we borrow the

ideas in [22] and construct the following linear semidefinite programming (LSDP (xk) for short):

min z

s.t. G(xk) +DG(xk)d � zIm,
z ≥ 0,

(2.6)

where Im is the m order identity. Obviously, the feasible set of LSDP(xk)(2.6) is not empty, so

there exists an optimal solution of (2.6). Let (d̂k
T
, zk)

T be an optimal solution of (2.6), then we

construct a quadratic semidefinite programming (QSDP (xk, Hk) for short) as follows:

min
d∈Rn

∇f(xk)Td+ 1
2d

THkd

s.t. G(xk) +DG(xk)d � zkIm.
(2.7)

If Hk is a symmetric positive definite matrix, then the solution of QSDP(xk, Hk) (2.7) is unique.

To measure the degree of feasibility at the iterate point, we define the degree of constraint

violation as follows:

h(x) = (λ1(G(x)))+, (2.8)

where λ1(·) is the largest eigenvalue of a matrix, (α)+ = max{0, α}. Obviously, h(x) = 0 is equiva-

lent with that x is a feasible point of NLSDP (1.1).

Let dk be the solution of QSDP(xk, Hk) (2.7). Similar to the idea of filter method, we hope that

the search direction dk can improve the feasibility of the iterate point or the value of the objective

function. In other words, if dk satisfies

∇f(xk)Tdk ≤ −1

2
(dk)THkd

k, (2.9)

and t satisfies

f(xk + tdk) ≤ max
0≤j≤m(k)

{f(xk−j)} − tα(dk)THkd
k, (2.10)

h(xk + tdk) ≤ β max
0≤j≤m(k)

{h(xk−j)}, (2.11)

where α ∈ (0, 12), m(0) = 0, m(k) = min{m(k − 1) + 1, M}, M is a positive integer, then the

corresponding trial step xk + tdk is accepted.

If dk does not satisfy (2.9), that is,

∇f(xk)
Tdk > −1

2(dk)THkd
k, (2.12)

then let t = 1. If the following inequality

h(xk + dk) ≤ β max
0≤j≤m(k)

{h(xk−j)} (2.13)

hold, then the corresponding trial step xk + dk is accepted.

Based on the above strategy, we now present the new algorithm in detail.
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Algorithm A

S0. Given x0 ∈ Rn, H0 = Im, α ∈ (0, 12), σ ∈ (0, 1), β ∈ (12 , 1), m(0) = 0, apositiveinteger M . Let

k := 0.

S1. Solve LSDP(xk) (2.6) to get a solution (d̂k
T
, zk)

T. If d̂k = 0 and zk 6= 0, stop.

S2. Solve QSDP (xk, Hk) (2.7) to get the solution dk. If dk = 0, stop.

S3. If dk satisfies (2.9), then let tk be the first number in the sequence of {1, σ, σ2, · · ·} satisfying

the following inequality

f(xk + tdk) ≤ max
0≤j≤m(k)

{f(xk−j)} − tα(dk)THkd
k, (2.14)

and go to S4; otherwise, let tk = 1 and go to S4.

S4. Let xk+1 = xk + tkd
k. If the following inequality

h(xk+1) ≤ β max
0≤j≤m(k)

{h(xk−j)}, (2.15)

holds, then set m(k + 1) = min{m(k) + 1, M}. Update Hk such that Hk+1 is a positive definite

matrix. Let k = k + 1 and go to S1; otherwise, go into the restoration phase to obtain a new

point xk+1. Let k = k + 1 and go to S1.

Remark. In the restoration phase, our aim is to decrease the value of h(x). The restoration

algorithm is similar to the one given by Long et al. [23].

3 Global Convergence

In this section, we first show that Algorithm A is well-defined, and then show the global con-

vergence. To this end, the following assumptions are necessary.

A 1 The iterate {xk} remains in a closed, bounded subset X .

A 2 The objective function f(x) and the constraint function G(x) are twice continuously

differentiable in Rn.

A 3 There exist two constants 0 < a ≤ b such that a‖d‖2 ≤ dTHkd ≤ b‖d‖2 for any d ∈ Rn.

In what follows, we analyze the feasibility of Algorithm A. To this end, it is necessary to extend

the definition of infeasible stationary point for nonlinear programming [24] to nonlinear semidefinite

programming.

Definition 3.1 Let x̃ ∈ Rn be an infeasible point of NLSDP (1.1), if

min
d∈Rn

max{λ1(G(x̃) +DG(x̃)d), 0} = max{λ1(G(x̃)), 0} = h(x̃), (3.1)

then x̃ is called an infeasible sationary of NLSDP (1.1).
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Lemma 3.1 Supposed that the assumptions A1-A3 hold, if Algorithm A terminates at xk,

then xk is either an infeasible stationary point or a KKT point of NLSDP (1.1).

Proof. The proof is divided into two cases.

Case A. If Algorithm A terminates in S1, then d̂k = 0 and zk 6= 0. We know from

LSDP (xk) (2.6) that zk = h(xk), so h(xk) 6= 0, which implies xk is an infeasible point of

NLSDP (1.1).

In the following, we prove that xk is an infeasible stationary point of NLSDP (1.1), namely,

xk satisfies:

min
d∈Rn

max{λ1(G(xk) +DG(xk)d), 0} = max{λ1(G(xk)), 0} = h(xk).

By contradiction, suppose that the conclusion is not true. So there exists dk,0 ∈ Rn such that

ẑ := max{λ1(G(xk) +DG(xk)dk,0), 0} < h(xk). (3.2)

Clearly, (dk,0
T
, ẑ)T is a feasible solution of LSDP (xk) (2.6). Note that zk is a solution of LSDP (xk) (2.6),

so we obtain

zk ≤ ẑ < h(xk), (3.3)

this contradicts zk = h(xk). Therefore, xk is an infeasible stationary point of NLSDP (1.1).

Case B. If Algorithm A terminates in S2, then the solution dk of QSD(xk, Hk) (2.7) is zero,

i.e., dk = 0. Further, dk = 0 satisfies KKT condition of QSDP (xk, Hk) (2.7), that is to say, there

exists Yk ∈ Sm, such that

∇f(xk) +DG(xk)∗Yk = 0, (3.4)

G(xk) � zkIm, (3.5)

Yk � 0, < G(xk)− zkIm, Yk >= 0. (3.6)

In what follows, we prove that zk = 0. By contradiction, supposed that zk 6= 0, obvious-

ly, (0T, zk)
T is a solution of LSDP (xk) (2.6) from (3.5). Therefore, xk is an infeasible point of

NLSDP (1.1). Since Algorithm A does not stop in S1, zk < h(xk).

On the other hand, it follows from (3.5) that

λ1(G(xk)) ≤ zk.

In view of zk > 0, we obtain h(xk) = max{λ1(G(xk)), 0} ≤ zk. This contradict zk < h(xk).

Therefore, zk = 0.

Substituting zk = 0 into (3.5), and conbining with (3.4) and (3.6), we know that xk is a KKT

point of NLSDP (1.1). �

Lemma 3.2 If dk satisfies the inequality (2.9), then the line search (2.14) is performed.

Proof. It is sufficient to show that there exsits t ∈ (0, 1) such that (2.14) hold.
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In view of ∇f(xk)Tdk ≤ −1
2(dk)THkd

k, so in combination with the positive definiteness of Hk,

we know that there exists dk 6= 0 such that ∇f(xk)Tdk < 0. For convinence, denote

f(xl(k)) = max
0≤j≤m(k)

{f(xk−j)}. (3.7)

By contradiction, if the conclusion is not true, then for all t ∈ (0, 1), we have

f(xk + tdk)− f(xl(k)) > −tα(dk)THkd
k ≥ 2tα∇f(xk)Tdk. (3.8)

From (3.7), it is obvious that f(xl(k)) ≥ f(xk), so combining with (3.8), we have

f(xk + tdk)− f(xk) ≥ f(xk + tdk)− f(xl(k)) > 2tα∇f(xk)Tdk, (3.9)

equivalently,
[f(xk+tdk)−f(xk)]

t > 2α∇f(xk)Tdk. (3.10)

Let t→ 0+, taking the limit for the both sides, it follows that

∇f(xk)Tdk ≥ 2α∇f(xk)Tdk.

This implies α ∈ [12 ,∝) due to ∇f(xk)Tdk < 0,. This contradicts α ∈ (0, 12). Hence, the desired

result holds. �

Lemma 3.3 Supposed that the assumptions A1-A3 hold, then there exists t̄ > 0 such that

tk ≥ t̄ for k sufficiently large,.

Proof. According to Algorithm A, without loss of generality, suppose that the search direction

dk satisfies (2.10), that is,

∇f(xk)Tdk ≤ −1

2
(dk)THkd

k.

By Taylor expansion, (3.7) and the assumptions A1-A3, we have

f(xk + tkd
k)− f(xl(k)) + tkα(dk)THkd

k

= f(xk) + tk∇f(xk)Tdk + 1
2 t

2
k(d

k)T∇2f(yk)dk − f(xl(k)) + tkα(dk)THkd
k

≤ f(xk) + tk∇f(xk)Tdk + 1
2 t

2
k(d

k)T∇2f(yk)dk − f(xk) + tkα(dk)THkd
k

= tk∇f(xk)Tdk + 1
2 t

2
k(d

k)T∇2f(yk)dk + tkα(dk)THkd
k

≤ −1
2 tk(d

k)THkd
k + 1

2 t
2
k(d

k)T∇2f(yk)dk + tkα(dk)THkd
k

≤ −atk(12 − α)‖dk‖2 + 1
2 t

2
kM‖dk‖2,

(3.11)

where yk is between xk and xk + tkd
k, M is a positive integer such that ‖∇2f(x)‖ ≤M .

Let t̄ = a(1−2α)
M > 0, so (2.10) holds for tk ≥ t̄ and α ∈ (0, 12). �

Lemma 3.4 Supposed that the assumptions A1-A3 hold, {xk} is an infinite sequence generated

by Algorithm A, then lim
k→∞

h(xk) = 0.
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Proof. Since m(k + 1) ≤ m(k) + 1, we have

h(xl(k+1)) = max
0≤j≤m(k+1)

{h(xk+1−j)} ≤ max
0≤j≤m(k)+1

{h(xk+1−j)} = max{h(xk+1), h(xl(k))} = h(xl(k)),

this implies that the sequence {h(xl(k))} is not increasing for k. Combining with h(xl(k)) ≥ 0, we

conclude that {h(xl(k))} is convergent.

By Algorithm A, we have

h(xk+1) ≤ β max
0≤j≤m(k)

{h(xk−j)} = βh(xl(k)). (3.12)

Replace k by l(k)− 1. we obtain

h(xl(k)) ≤ βh(xl(l(k)−1)), (3.13)

which together with β ∈ (12 , 1) gives lim
k→∞

h(xl(k)) = 0. Further, by (3.12), we can conclude

that lim
k→∞

h(xk) = 0. �

Theorem 3.1 Supposed that the assumptions A1-A3 hold, {xk} is an infinite sequence gener-

ated by Algorithm A, dk is the solution of QSDP (xk, Hk) (2.7). If the multiplier corresponding

to dk is uniform bounded, then there exists K̃ ⊆ {1, 2, · · ·} such that lim
k∈K̃

dk = 0.

Proof. By the assumption A1, we know that {xk} is bounded, so there exists an infinite index

set K ⊆ {1, 2, · · ·}, such that {xk}K is convergent. Let lim
k∈K

xk = x∗.

We consider the following two cases:

Case 1. The index set K0 = {k ∈ K | ∇f(xk)Tdk ≤ −1
2(dk)THkd

k} is infinite.

By (2.14), we obtain

f(xk+1) = f(xk + tkd
k) ≤ f(xl(k))− tkα(dk)THkd

k ≤ f(xl(k)), ∀ k ∈ K0. (3.14)

Since m(k + 1) ≤ m(k) + 1, we obtain

f(xl(k+1)) ≤ max
0≤j≤m(k)+1

{f(xk+1−j)} = max{f(xk+1), f(xl(k))} = f(xl(k)). (3.15)

This implies that the sequence {f(xl(k))} is not increasing. Combining with the boundedness

of {f(xl(k))}, it follows that {f(xl(k))}K0 is convergent.

For {l(k)− 1, k ∈ K0}, we obtain

f(xl(k)) ≤ f(xl(l(k)−1))− tl(k)−1α(dl(k)−1)THl(k)−1d
l(k)−1. (3.16)

Since {f(xl(k))} is convergent, we have

lim
K0

tl(k)−1α(dl(k)−1)THl(k)−1d
l(k)−1 = 0,

By Lemma 3.3, we know that there exists t̄ > 0 such that tl(k)−1 ≥ t̄ > 0, so by the assumption

A3, we obtain
lim
K0

dl(k)−1 = 0. (3.17)
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The uniform continuity of f(x) implies that

lim
K0

f(xl(k)−1) = lim
K0

f(xl(k)). (3.18)

Let l̂(k) = l(k +M + 2), it is not difficult to prove by induction that for any given j ≥ 1 ,

lim
K0

‖dl̂(k)−j‖ = 0, (3.19)

lim
K0

f(xl̂(k)−j) = lim
K0

f(xl(k)). (3.20)

For any k ∈ K0, we obtain xk+1 = xl̂(k)−
l̂(k)−k−1∑
j=1

tl̂(k)−jd
l̂(k)−j . Note that l̂(k)− k− 1 ≤M +

1 and (3.19), we get lim
K0

‖xk+1 − xl̂(k)‖ = 0. So it follows from the convergence of {f(xl(k))} and

the uniform continuity of f(x) that

lim
K0

f(xk+1) = lim
K0

f(xl(k)).

So let k (∈ K0)→∞, taking the limit in (3.14), we have

lim
K0

tkα(dk)THkd
k = 0. (3.21)

Similar to the proof of (3.17), we obtain lim
K0

dk = 0. Hence, let K̃ = K0 and the conclusion

follows.

Case 2. The index set K0 = {k ∈ K | ∇f(xk)Tdk ≤ −1
2(dk)THkd

k} is finite, which implies

that K1 = {k ∈ K | ∇f(xk)Tdk > −1
2(dk)THkd

k} is infinite.

By contradiction, supposed that the conclusion is not true, then lim
K1

dk 6= 0. So there exist

K2 ⊆ K1 and a constant ε > 0, such that ‖dk‖ > ε for k ∈ K2.

Since dk is the solution of QSDP (xk, Hk) (2.7), by KKT condition of QSD(xk, Hk) (2.7) , it

follows that there exists a positive semidefinite matrix Yk such that

∇f(xk) +Hkd
k +DG(xk)∗Yk = 0, (3.22)

Tr((G(xk) +DG(xk)dk − zkIm)Yk) = 0, (3.23)

According to the assumption of Theorem 3.1, there exists M̃ > 0 such that ‖Yk‖F ≤ M̃.

By Lemma 3.4, we know lim
k→∞

h(xk) = 0, hence there exists k0 > 0, such that

h(xk) ≤ 1

2M̃m
aε2, for k (∈ K2) > k0, (3.24)

combining with ‖dk‖ > ε and the assumption A3, we obtain

h(xk) ≤ 1

2M̃m
(dk)THkd

k. (3.25)

It follows from (2.2) that

Tr(DG(xk)dkYk) = Tr((
n∑
i=1

dki
∂G(xk)

∂xi
)Yk) =

n∑
i=1

Tr(
∂G(xk)

∂xi
Yk)d

k
i =

n∑
i=1

<
∂G(xk)

∂xi
, Yk > dki .

(3.26)
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It follows from (3.23) that

Tr((DG(xk)dk)Yk) = Tr((G(xk)− zkIm)Yk), (3.27)

so (3.26) and (3.27) give rise to

n∑
i=1

<
∂G(xk)

∂xi
, Yk > dki = Tr((G(xk)− zkIm)Yk). (3.28)

By (3.22) and (3.28), we have

∇f(xk)Tdk = −(dk)THkd
k − (DG(xk)∗Yk)

Tdk

= −(dk)THkd
k −

n∑
i=1

<
∂G(xk)

∂xi
, Yk > dki

= −(dk)THkd
k + Tr((G(xk)− zkIm)Yk). (3.29)

By Neumann Inequality, we obtain

Tr((G(xk)− zkIm)Yk) ≤
m∑
i=1

λi(G(xk)− zkIm)λi(Yk)

≤
m∑
i=1

λi(G(xk)− zkIm)‖Yk‖F

≤
m∑
i=1

λi(G(xk)− zkIm)M̃

≤
m∑
i=1

λi(G(xk))M̃, (3.30)

the last inequality above is due to zk ≥ 0. According to the definition (2.8) of h(xk) and (3.30),

we obtain

Tr((G(xk)− zkIm)Yk) ≤ M̃mh(xk) ≤ 1

2
(dk)THkd

k. (3.31)

Substituting (3.31) into (3.29), it follows that

∇f(xk)Tdk ≤ −1

2
(dk)THkd

k,

which contradicts the definition of K1. Hence, the conclusion is true. �

Theorem 3.2 Supposed that {xk} is an infinite sequence generated by Algorithm A, and

the assumptions in Theorem 3.1 hold, then any accumulation point of {xk} is a KKT point of

NLSDP (1.1).

Proof. Supposed that x∗ is an accumulation point of {xk}, then there exists K ⊆ {1, 2, · · ·} ,

such that lim
k∈K

xk = x∗. In view of the assumption A3, without loss of generality, we suppose

that lim
k∈K

Hk = H∗.
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By Lemma 3.4, we have lim
k∈K

h(xk) = h(x∗) = 0, which means that x∗ is a feasible point of

NLSDP (1.1).

By Theorem 3.1, there exists K̃ ⊆ {1, 2, · · ·} such that lim
K̃

dk = d∗ = 0. By the proof of

Theorem 3.1, we know that K̃ ⊆ K.

According to KKT conditions of QSDP (2.7), we obtain

∇f(xk) +Hkd
k +DG(xk)∗Yk = 0,

Yk � 0, Tr((G(xk) +DG(xk)dk − zkIm)Yk) = 0.

Let k(∈ K̃)→∞, taking the limit, we obtain

∇f(x∗) +DG(x∗)∗Y∗ = 0,

Y∗ � 0, < G(x∗), Y∗ >= 0.

This implies that x∗ is a KKT point of NLSDP (1.1). �

4 Numerical experiments

In this section, preliminary numerical experiments of Algorithm A is implemented. Algorithm

A was coded by Matlab (2014a) and run on the computer with Windows 7 (64 bite), Intel(R)

Core(TM) i7-4790 CPU @ 3.60GHz 3.60GHz, RAM: 4.00GB.

In the numerical experiments, the parameters are chosen as follows: α = 0.25, β = 0.85, σ =

0.5, M = 3. And the termination criteria of Algorithm A is: ‖ dk ‖≤ 10−4.

The test problem is chosen from [11].

Problem 1. Nearest Correlation Matrix (NCM) Problem:

min f(X) = 1
2‖X − C‖

2
F

s.t X � εI,
Xii = 1, i = 1, 2, ...,m,

(4.1)

where C ∈ Sm is a given matrix, X ∈ Sm, ε is a scalar.

In the implementation, ε = 10−3, C is generated randomly, which diagonal elements are 1. We

test ten times for every fixed dimensionality.

We compare Algorithm A with the ones in [11] (denoted by Algo. YYH) and [14] ( denoted

by Algo. YYY ).

The numerical results are listed in Table 1. The meaning of the notations in Table 1 are

described as follows:

n : the dimensionality of independent variable;

m : the dimensionality ofG(x);

A− Iter : the average number of evaluation of iterations.

Table 1. Numerical results of NCM
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n m x0 Algorithm A-Iter

Algorithm A 15

10 5 (0.5, ..., 0.5)T Algo. YYY 8

Algo. YYH 9

Algorithm A 15

45 10 (0.5, ..., 0.5)T Algo. YYY 8

Algo. YYH 10

Algorithm A 17

105 15 (0.5, ..., 0.5)T Algo. YYY 10

Algo. YYH 11

Algorithm A 17

190 20 (0.5, ..., 0.5)T Algo. YYY 11

Algo. YYH 12

5 Concluding remarks

In this paper, we have presented a new SSDP algorithm for nonlinear semidefinite programming.

Two subproblems, which are constructed skillfully, are solved to generate the search directions.

The nonmonotone line search ensures that the objective function or constraint violation function is

sufficiently reduced. The global convergence of the proposed algorithm is shown under some mild

conditions. The preliminary numerical results show that the proposed algorithm is effective.
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Abstract

Here we consider quantitatively using convexity the approximation of a
function by general positive sublinear operators with applications to Max-
product operators. These are of Bernstein type, of Favard-Szász-Mirakjan
type, of Baskakov type, of Meyer-Köning and Zeller type, of sampling
type, of Lagrange interpolation type and of Hermite-Fejér interpolation
type. Our results are both: under the presence of smoothness and without
any smoothness assumption on the function to be approximated which
ful�lls a convexity property.

2010 AMSMathematics Subject Classi�cation: 41A17, 41A25, 41A36.
Keywords and Phrases: positive sublinear operators, Max-product oper-

ators, modulus of continuity, convexity.

1 Background

We make

Remark 1 Let f 2 C ([a; b]), x0 2 (a; b), 0 < h � min (x0 � a; b� x0), and
jf (t)� f (x0)j is convex in t 2 [a; b].
By Lemma 8.1.1, p. 243 of [1] we have that

jf (t)� f (x0)j �
!1 (f; h)

h
jt� x0j ; 8 t 2 [a; b] ; (1)

where
!1 (f; h) := sup

x;y2[a;b]
jx�yj�h

jf (x)� f (y)j ; (2)

the �rst modulus of continuity of f .

1
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We also make

Remark 2 Let f 2 Cn ([a; b]), n 2 N, x0 2 (a; b), 0 < h � min (x0 � a; b� x0),
and

��f (n) (t)� f (n) (x0)�� is convex in t 2 [a; b]. We have that
f (t) =

nX
k=0

f (k) (x0)

k!
(t� x0)k + It; (3)

where

It =

Z t

x0

�Z t1

x0

:::

�Z tn�1

x0

�
f (n) (tn)� f (n) (x0)

�
dtn

�
:::

�
dt1: (4)

Assuming f (k) (x0) = 0, k = 1; :::; n, we get

f (t)� f (x0) = It: (5)

By Lemma 8.1.1, p. 243 of [1] we have���f (n) (t)� f (n) (x0)��� � !1
�
f (n); h

�
h

jt� x0j ; 8 t 2 [a; b] : (6)

Furthermore it holds

jItj �
!1
�
f (n); h

�
h

jt� x0jn+1

(n+ 1)!
; 8 t 2 [a; b] : (7)

Hence we derive that

jf (t)� f (x0)j
(5)
�
!1
�
f (n); h

�
h

jt� x0jn+1

(n+ 1)!
; 8 t 2 [a; b] : (8)

We have proved the following results:

Theorem 3 Let f 2 C ([a; b]), x 2 (a; b), 0 < h � min (x� a; b� x), and
jf (�)� f (x)j is convex over [a; b]. Then

jf (�)� f (x)j � !1 (f; h)

h
j� � xj ; over [a; b] : (9)

Theorem 4 Let f 2 Cn ([a; b]), n 2 N, x 2 (a; b), 0 < h � min (x� a; b� x),
and

��f (n) (�)� f (n) (x)�� is convex over [a; b]. Assume that f (k) (x) = 0, k =
1; :::; n: Then

jf (�)� f (x)j �
!1
�
f (n); h

�
h

j� � xjn+1

(n+ 1)!
; over [a; b] : (10)

We give

2
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De�nition 5 Call C+ ([a; b]) := ff : [a; b]! R+ and continuousg : Let LN from
C+ ([a; b]) into C+ ([a; b]) be a sequence of operators satisfying the following
properties (see also [6], p. 17):
(i) (positive homogeneous)

LN (�f) = �LN (f) ; 8 � � 0; 8 f 2 C+ ([a; b]) ; (11)

(ii) (Monotonicity)
if f; g 2 C+ ([a; b]) satisfy f � g; then

LN (f) � LN (g) , 8 N 2 N; (12)

(iii) (Subadditivity)

LN (f + g) � LN (f) + LN (g) ; 8 f; g 2 C+ ([a; b]) : (13)

We call LN positive sublinear operators.

We make

Remark 6 As in [6], p. 17, we get that for f; g 2 C+ ([a; b])

jLN (f) (x)� LN (g) (x)j � LN (jf � gj) (x) ; 8 x 2 [a; b] : (14)

From now on we assume that LN (1) = 1, 8 N 2 N. Hence it holds

jLN (f) (x)� f (x)j � LN (jf (�)� f (x)j) (x) ; 8 x 2 [a; b] ; 8 N 2 N, (15)

see also [6], p. 17.

We obtain the following results:

Theorem 7 Let f 2 C+ ([a; b]), x 2 (a; b), 0 < h � min (x� a; b� x), and
jf (�)� f (x)j is a convex function over [a; b]. Let fLNgN2N positive sublinear
operators from C+ ([a; b]) into itself, such that LN (1) = 1, 8 N 2 N. Then

jLN (f) (x)� f (x)j �
!1 (f; h)

h
LN (j� � xj) (x) ; 8 N 2 N: (16)

Proof. By (9) and (15).

Theorem 8 Let f 2 Cn ([a; b] ;R+), n 2 N, x 2 (a; b), 0 < h � min (x� a; b� x),
and

��f (n) (�)� f (n) (x)�� is convex over [a; b]. Assume that f (k) (x) = 0, k =
1; :::; n: Let fLNgN2N positive sublinear operators from C+ ([a; b]) into itself,
such that LN (1) = 1, 8 N 2 N. Then

jLN (f) (x)� f (x)j �
!1
�
f (n); h

�
h (n+ 1)!

LN

�
j� � xjn+1

�
(x) ; 8 N 2 N: (17)

3
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Proof. By (10) and (15).
We continue with

Theorem 9 Let f 2 C+ ([a; b]), x 2 (a; b), 0 < LN (j� � xj) (x) � min (x� a; b� x),
8 N 2 N, and jf (�)� f (x)j is a convex function over [a; b]. Here LN are pos-
itive sublinear operators from C+ ([a; b]) into itself, such that LN (1) = 1, 8
N 2 N. Then

jLN (f) (x)� f (x)j � !1 (f; LN (j� � xj) (x)) ; 8 N 2 N: (18)

If LN (j� � xj) (x)! 0, then LN (f) (x)! f (x), as N ! +1:

Proof. By (16).

Theorem 10 Let f 2 Cn ([a; b] ;R+), n 2 N, x 2 (a; b), 0 < LN
�
j� � xjn+1

�
(x)

� min (x� a; b� x), 8 N 2 N, and
��f (n) (�)� f (n) (x)�� is convex over [a; b].

Assume that f (k) (x) = 0, k = 1; :::; n: Here fLNgN2N are positive sublinear
operators from C+ ([a; b]) into itself, such that LN (1) = 1, 8 N 2 N. Then

jLN (f) (x)� f (x)j �
!1

�
f (n); LN

�
j� � xjn+1

�
(x)
�

(n+ 1)!
; 8 N 2 N: (19)

If LN
�
j� � xjn+1

�
(x)! 0, then LN (f) (x)! f (x), as N ! +1:

Proof. By (17).
Next we combine both Theorems 7, 8:

Theorem 11 Let f 2 Cn ([a; b] ;R+), n 2 Z+, x 2 (a; b), 0 < h � min (x� a; b� x),
and

��f (n) (�)� f (n) (x)�� is convex over [a; b]. Assume that f (k) (x) = 0, k =
1; :::; n: Let fLNgN2N positive sublinear operators from C+ ([a; b]) into itself,
such that LN (1) = 1, 8 N 2 N. Then

jLN (f) (x)� f (x)j �
!1
�
f (n); h

�
h (n+ 1)!

LN

�
j� � xjn+1

�
(x) ; 8 N 2 N; n 2 Z+:

(20)
The initial conditions f (k) (x) = 0, k = 1; :::; n; are void when n = 0:

In this article we study under convexity quantitatively the approximation
properties of Max-product operators to the unit. These are special cases of pos-
itive sublinear operators. We present also results regarding the convergence to
the unit of general positive sublinear operators under convexity. Special empha-
sis is given to our study about approximation under the presence of smoothness.
Our work is inspired from [6].
Under our convexity conditions the derived convergence inequalities are el-

egant and compact with very small constants.
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2 Main Results

Here we apply Theorem 11 to Max-product operators.
We make

Remark 12 We start with the Max-product Bernstein operators ([6], p. 10)

B
(M)
N (f) (x) =

WN
k=0 pN;k (x) f

�
k
N

�WN
k=0 pN;k (x)

; 8 N 2 N, (21)

pN;k (x) =

�
N

k

�
xk (1� x)N�1, x 2 [0; 1] ;

W
stands for maximum, and f 2

C+ ([0; 1]) = ff : [0; 1]! R+ is continuousg ; where R+ := [0;1):
Clearly B(M)

N is a positive sublinear operators from C+ ([0; 1]) into itself with

B
(M)
N (1) = 1:

By [6], p. 31, we have

B
(M)
N (j� � xj) (x) � 6p

N + 1
, 8 x 2 [0; 1] , 8 N 2 N. (22)

And by [2] we get:

B
(M)
N (j� � xjm) (x) � 6p

N + 1
, 8 x 2 [0; 1] , m;N 2 N. (23)

Denote by

Cn+ ([0; 1]) = ff : [0; 1]! R+, n-times continuously di¤erentiableg ; n 2 Z+:

We present

Theorem 13 Let f 2 Cn+ ([0; 1]), n 2 Z+, x 2 (0; 1) and N� 2 N : 0 <
1p

N�+1
� min (x; 1� x), and

��f (n) (�)� f (n) (x)�� is convex over [0; 1]. Assume
that f (k) (x) = 0, k = 1; :::; n: Then

���B(M)
N (f) (x)� f (x)

��� � 6!1

�
f (n); 1p

N+1

�
(n+ 1)!

; 8 N 2 N : N � N�: (24)

It holds lim
N!+1

B
(M)
N (f) (x) = f (x) :

Proof. By (20) we get���B(M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

B
(M)
N

�
j� � xjn+1

�
(x)

(23)
�

!1
�
f (n); h

�
h (n+ 1)!

6p
N + 1

=

5
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(setting h := 1p
N+1

)

6!1

�
f (n); 1p

N+1

�
(n+ 1)!

; (25)

proving the claim.
We make

Remark 14 Here we focus on the truncated Favard-Szász-Mirakjan operators

T
(M)
N (f) (x) =

WN
k=0 sN;k (x) f

�
k
N

�WN
k=0 sN;k (x)

; x 2 [0; 1] ; N 2 N, f 2 C+ ([0; 1]) ; (26)

sN;k (x) =
(Nx)k

k! , see also [6], p. 11.
By [6], p. 178-179 we have

T
(M)
N (j� � xj) (x) � 3p

N
; 8 x 2 [0; 1] ; 8 N 2 N: (27)

And by [2] we get

T
(M)
N (j� � xjm) (x) � 3p

N
; 8 x 2 [0; 1] ; 8 m;N 2 N: (28)

The operators T (M)
N are positive sublinear from C+ ([0; 1]) into itself with T

(M)
N (1)

= 1, 8 N 2 N.

We give

Theorem 15 Let f 2 Cn+ ([0; 1]), n 2 Z+, x 2 (0; 1) and N� 2 N : 0 <
1p
N� � min (x; 1� x), and

��f (n) (�)� f (n) (x)�� is convex over [0; 1]. Assume
that f (k) (x) = 0, k = 1; :::; n: Then

���T (M)
N (f) (x)� f (x)

��� � 3!1

�
f (n); 1p

N

�
(n+ 1)!

; 8 N 2 N : N � N�: (29)

It holds lim
N!+1

T
(M)
N (f) (x) = f (x) :

Proof. By (20) we get���T (M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

T
(M)
N

�
j� � xjn+1

�
(x)

(28)
�

!1
�
f (n); h

�
h (n+ 1)!

3p
N
=

6
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(setting h := 1p
N
)

3!1

�
f (n); 1p

N

�
(n+ 1)!

; (30)

proving the claim.
We make

Remark 16 Next we study the truncated Max-product Baskakov operators (see
[6], p. 11)

U
(M)
N (f) (x) =

WN
k=0 bN;k (x) f

�
k
N

�WN
k=0 bN;k (x)

; x 2 [0; 1] ; f 2 C+ ([0; 1]) ; N 2 N,

(31)
where

bN;k (x) =

�
N + k � 1

k

�
xk

(1 + x)
N+k

:

From [6], pp. 217-218, we get (x 2 [0; 1])�
U
(M)
N (j� � xj)

�
(x) � 12p

N + 1
, N � 2, N 2 N: (32)

And as in [2], we obtain (m 2 N)�
U
(M)
N (j� � xjm)

�
(x) � 12p

N + 1
, N � 2, N 2 N; 8 x 2 [0; 1] : (33)

Also it holds U (M)
N (1) (x) = 1, and U (M)

N are positive sublinear operators from
C+ ([0; 1]) into itself, 8 N 2 N.

We give

Theorem 17 Let f 2 Cn+ ([0; 1]), n 2 Z+, x 2 (0; 1) and N� 2 N � f1g : 0 <
1p

N�+1
� min (x; 1� x), and

��f (n) (�)� f (n) (x)�� is convex over [0; 1]. Assume
that f (k) (x) = 0, k = 1; :::; n: Then

���U (M)
N (f) (x)� f (x)

��� � 12!1

�
f (n); 1p

N+1

�
(n+ 1)!

; 8 N 2 N : N � N�: (34)

It holds lim
N!+1

U
(M)
N (f) (x) = f (x) :

Proof. By (20) we get���U (M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

U
(M)
N

�
j� � xjn+1

�
(x)

(33)
�

7
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!1
�
f (n); h

�
h (n+ 1)!

12p
N + 1

=

(setting h := 1p
N+1

)

12!1

�
f (n); 1p

N+1

�
(n+ 1)!

; (35)

proving the claim.
We make

Remark 18 Here we study Max-product Meyer-Köning and Zeller operators
(see [6], p. 11) de�ned by

Z
(M)
N (f) (x) =

W1
k=0 sN;k (x) f

�
k

N+k

�
W1
k=0 sN;k (x)

; 8 N 2 N, f 2 C+ ([0; 1]) ; (36)

sN;k (x) =

�
N + k

k

�
xk, x 2 [0; 1].

By [6], p. 253, we get that

Z
(M)
N (j� � xj) (x) �

8
�
1 +

p
5
�

3

p
x (1� x)p
N

, 8 x 2 [0; 1] , N � 4: (37)

And by [2], we derive that

Z
(M)
N (j� � xjm) (x) �

8
�
1 +

p
5
�

3

p
x (1� x)p
N

, (38)

8 x 2 [0; 1], N � 4; 8 m 2 N.

The ceiling
�
8(1+

p
5)

3

�
= 9, and using a basic calculus technique (see [4]) we

get that g (x) := (1� x)
p
x has an absolute maximum over (0; 1] : g

�
1
3

�
= 2

3
p
3
.

That is (1� x)
p
x � 2

3
p
3
, 8 x 2 [0; 1] :

Consequently it holds

Z
(M)
N (j� � xjm) (x) � 6p

3
p
N
; (39)

8 x 2 [0; 1], 8 N 2 N : N � 4; 8 m 2 N.
Also it holds Z(M)

N (1) = 1, and Z(M)
N are positive sublinear operators from

C+ ([0; 1]) into itself, 8 N 2 N.

We give

8
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Theorem 19 Let f 2 Cn+ ([0; 1]), n 2 Z+, x 2 (0; 1) and N� 2 N : N� � 4

with 0 < 1p
N� � min (x; 1� x), and

��f (n) (�)� f (n) (x)�� is convex over [0; 1].
Assume that f (k) (x) = 0, k = 1; :::; n: Then���Z(M)

N (f) (x)� f (x)
��� � � 6p

3 (n+ 1)!

�
!1

�
f (n);

1p
N

�
; 8 N 2 N : N � N�:

(40)
It holds lim

N!+1
Z
(M)
N (f) (x) = f (x) :

Proof. By (20) we get���Z(M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

Z
(M)
N

�
j� � xjn+1

�
(x)

(39)
�

!1
�
f (n); h

�
h (n+ 1)!

6p
3
p
N
=

(setting h := 1p
N
) �

6p
3 (n+ 1)!

�
!1

�
f (n);

1p
N

�
; (41)

proving the claim.
We make

Remark 20 Here we mention the Max-product truncated sampling operators
(see [6], p. 13) de�ned by

W
(M)
N (f) (x) :=

WN
k=0

sin(Nx�k�)
Nx�k� f

�
k�
N

�WN
k=0

sin(Nx�k�)
Nx�k�

; x 2 [0; �] ; (42)

f : [0; �]! R+, continuous,
and

K
(M)
N (f) (x) :=

WN
k=0

sin2(Nx�k�)
(Nx�k�)2 f

�
k�
N

�
WN
k=0

sin2(Nx�k�)
(Nx�k�)2

; x 2 [0; �] ; (43)

f : [0; �]! R+, continuous.
By convention we take sin(0)

0 = 1; which implies for every x = k�
N , k 2

f0; 1; :::; Ng that we have sin(Nx�k�)
Nx�k� = 1:

We de�ne the Max-product truncated combined sampling operators (see also
[5])

M
(M)
N (f) (x) :=

WN
k=0 �N;k (x) f

�
k�
N

�WN
k=0 �N;k (x)

; x 2 [0; �] ; (44)

9
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f 2 C+ ([0; �]) ; where

M
(M)
N (f) (x) :=

8<:W
(M)
N (f) (x) , if �N;k (x) :=

sin(Nx�k�)
Nx�k� ;

K
(M)
N (f) (x) , if �N;k (x) :=

�
sin(Nx�k�)
Nx�k�

�2
:

(45)

By [6], p. 346 and p. 352 we get�
M

(M)
N (j� � xj)

�
(x) � �

2N
, (46)

and by [3] (m 2 N) we have�
M

(M)
N (j� � xjm)

�
(x) � �m

2N
, 8 x 2 [0; �] , 8 N 2 N: (47)

Also it holds M (M)
N (1) = 1, and M (M)

N are positive sublinear operators from
C+ ([0; �]) into itself, 8 N 2 N.

We give

Theorem 21 Let f 2 Cn ([0; �] ;R+), n 2 Z+, x 2 (0; �) and N� 2 N : 0 <
1
N� � min (x; � � x), and

��f (n) (�)� f (n) (x)�� is convex over [0; �]. Assume that
f (k) (x) = 0, k = 1; :::; n: Then���M (M)

N (f) (x)� f (x)
��� � � �n+1

2 (n+ 1)!

�
!1

�
f (n);

1

N

�
; (48)

8 N 2 N : N � N�; n 2 Z+:
It holds lim

N!+1
M

(M)
N (f) (x) = f (x) :

Proof. By (20) we have:���M (M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

M
(M)
N

�
j� � xjn+1

�
(x)

(47)
�

!1
�
f (n); h

�
h (n+ 1)!

�n+1

2N
=

(setting h := 1
N ) �

�n+1

2 (n+ 1)!

�
!1

�
f (n);

1

N

�
; (49)

proving the claim.
We make

10
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Remark 22 The Chebyshev knots of �rst kind xN;k := cos
�
(2(N�k)+1)
2(N+1) �

�
2

(�1; 1), k 2 f0; 1; :::; Ng; �1 < xN;0 < xN;1 < ::: < xN;N < 1, are the roots
of the �rst kind Chebyshev polynomial TN+1 (x) := cos ((N + 1) arccosx), x 2
[�1; 1] :
De�ne (x 2 [�1; 1])

hN;k (x) := (1� x � xN;k)
�

TN+1 (x)

(N + 1) (x� xN;k)

�2
; (50)

the fundamental interpolation polynomials.
The Max-product interpolation Hermite-Fejér operators on Chebyshev knots

of the �rst kind (see p. 12 of [6]) are de�ned by

H
(M)
2N+1 (f) (x) =

WN
k=0 hN;k (x) f (xN;k)WN

k=0 hN;k (x)
; 8 N 2 N, (51)

for f 2 C+ ([�1; 1]), 8 x 2 [�1; 1] :
By [6], p. 287, we have

H
(M)
2N+1 (j� � xj) (x) �

2�

N + 1
; 8 x 2 [�1; 1] , 8 N 2 N: (52)

And by [3], we get that

H
(M)
2N+1 (j� � xj

m
) (x) � 2m�

N + 1
; 8 x 2 [�1; 1] , 8 m;N 2 N: (53)

Notice H(M)
2N+1 (1) = 1, and H(M)

2N+1 maps C+ ([�1; 1]) into itself, and it is
a positive sublinear operator. Furthermore it holds

WN
k=0 hN;k (x) > 0, 8 x 2

[�1; 1]. We also have hN;k (xN;k) = 1, and hN;k (xN;j) = 0, if k 6= j, and
H
(M)
2N+1 (f) (xN;j) = f (xN;j), for all j 2 f0; 1; :::; Ng, see [6], p. 282.

We give

Theorem 23 Let f 2 Cn ([�1; 1] ;R+), n 2 Z+, x 2 (�1; 1) and let N� 2 N :
0 < 1

N�+1 � min (x+ 1; 1� x), and
��f (n) (�)� f (n) (x)�� is convex over [�1; 1].

Assume that f (k) (x) = 0, k = 1; :::; n: Then���H(M)
2N+1 (f) (x)� f (x)

��� � � 2n+1�

(n+ 1)!

�
!1

�
f (n);

1

N + 1

�
; (54)

8 N � N�, N 2 N; n 2 Z+:
It holds lim

N!+1
H
(M)
2N+1 (f) (x) = f (x) :

Proof. By (20) we get���H(M)
2N+1 (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

H
(M)
2N+1

�
j� � xjn+1

�
(x)

(53)
�
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!1
�
f (n); h

�
h (n+ 1)!

�
2n+1�

N + 1

�
=

(setting h := 1
N+1 ) �

2n+1�

(n+ 1)!

�
!1

�
f (n);

1

N + 1

�
; (55)

proving the claim.
We make

Remark 24 Let f 2 C+ ([�1; 1]). Let the Chebyshev knots of second kind

xN;k = cos
��

N�k
N�1

�
�
�
2 [�1; 1], k = 1; :::; N; N 2 N�f1g, which are the roots

of !N (x) = sin (N � 1) t sin t, x = cos t 2 [�1; 1]. Notice that xN;1 = �1 and
xN;N = 1:

De�ne

lN;k (x) :=
(�1)k�1 !N (x)

(1 + �k;1 + �k;N ) (N � 1) (x� xN;k)
; (56)

N � 2, k = 1; :::; N , and !N (x) =
QN
k=1 (x� xN;k) and �i;j denotes the Kro-

necher�s symbol, that is �i;j = 1, if i = j, and �i;j = 0, if i 6= j.
The Max-product Lagrange interpolation operators on Chebyshev knots of

second kind, plus the endpoints �1, are de�ned by ([6], p. 12)

L
(M)
N (f) (x) =

WN
k=1 lN;k (x) f (xN;k)WN

k=1 lN;k (x)
; x 2 [�1; 1] : (57)

By [6], pp. 297-298 and [3], we get that

L
(M)
N (j� � xjm) (x) � 2m+1�2

3 (N � 1) ; (58)

8 x 2 (�1; 1) and 8 m 2 N; 8 N 2 N, N � 4:
We see that L(M)

N (f) (x) � 0 is well de�ned and continuous for any x 2
[�1; 1]. Following [6], p. 289, because

PN
k=1 lN;k (x) = 1, 8 x 2 [�1; 1], for

any x there exists k 2 f1; :::; Ng : lN;k (x) > 0, hence
WN
k=1 lN;k (x) > 0. We

have that lN;k (xN;k) = 1, and lN;k (xN;j) = 0, if k 6= j. Furthermore it holds
L
(M)
N (f) (xN;j) = f (xN;j), all j 2 f1; :::; Ng ; and L(M)

N (1) = 1.

By [6], pp. 289-290, L(M)
N are positive sublinear operators.

Finally we present

Theorem 25 Let f 2 Cn ([�1; 1] ;R+), n 2 Z+, x 2 (�1; 1) and let N� 2 N :
N� � 4, with 0 < 1

N��1 � min (x+ 1; 1� x), and
��f (n) (�)� f (n) (x)�� is convex

over [�1; 1]. Assume that f (k) (x) = 0, k = 1; :::; n: Then���L(M)
N (f) (x)� f (x)

��� � � 2n+2�2

3 (n+ 1)!

�
!1

�
f (n);

1

N � 1

�
; (59)
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8 N 2 N : N � N� � 4; n 2 Z+:
It holds lim

N!+1
L
(M)
N (f) (x) = f (x) :

Proof. Using (20) we get:���L(M)
N (f) (x)� f (x)

��� � !1
�
f (n); h

�
h (n+ 1)!

L
(M)
N

�
j� � xjn+1

�
(x)

(58)
�

!1
�
f (n); h

�
h (n+ 1)!

�
2n+2�2

3 (N � 1)

�
=

(setting h := 1
N�1 ) �

2n+2�2

3 (n+ 1)!

�
!1

�
f (n);

1

N � 1

�
; (60)

proving the claim.
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Abstract : In this paper, we study the symmetry for the Carlitz’s generalized twisted q-Bernoulli

polynomials βn,χ,q,ζ(x). We obtain some interesting identities of the power sums and the Carlitz’s
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1. Introduction

Bernoulli polynomials, q-Bernoulli polynomials, the second kind Bernoulli polynomials, Euler

polynomials, tangent polynomials, and Bell polynomials were studied by many authors( see [1,

3, 4, 5, 6, 7, 8, 9, 10]). Recently, Y. He obtained several identities of symmetry for Carlitz’s q-

Bernoulli numbers and polynomials in complex field(see [1]). D. Kim et al.[3] studied some identities

of symmetry for generalized Carlitz’s q-Bernoulli numbers and polynomials by using the p-adic

integrals on Zp in p-adic field. The purpose of this paper is to obtain some interesting identities

of the power sums and Carlitz’s generalized twisted q-Bernoulli polynomials βn,χ,q,ζ(x) using the

symmetric properties for the p-adic invariant integral on Zp.
Let p be a fixed prime number. Throughout this paper we use the notation:

[x]q =
1− qx

1− q
, [x]−q =

1− (−q)x

1 + q
(cf. [1-4]) .

Hence, limq→1[x] = x for any x with |x|p ≤ 1 in the present p-adic case. Let

g ∈ UD(Zp) = {g|g : Zp → Cp is uniformly differentiable function}.

For g ∈ UD(Zp) the p-adic invariant integral on Zp is defined by Kim as follows:

I1(g) =

∫
Zp

g(x)dµ1(x) = lim
N→∞

1

pN

pN−1∑
x=0

g(x), (cf. [2, 3, 4]) . (1.1)

Let a fixed positive integer d with (p, d) = 1, set

X = Xd = lim←−
N

(Z/dpNZ), X1 = Zp,

X∗ =
∪

0<a<dp
(a,p)=1

a+ dpZp,

a+ dpNZp = {x ∈ X | x ≡ a (mod dpN )},
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where a ∈ Z satisfies the condition 0 ≤ a < dpN . It is easy to see that∫
X

g(x)dµq(x) =

∫
Zp

g(x)dµq(x). (1.2)

Let Tp = ∪N≥1CpN = limN→∞ CpN , where CpN = {ζ|ζpN = 1} is the cyclic group of order pN . For

ζ ∈ Tp, we denote by ϕζ : Zp → Cp the locally constant function x 7−→ ζx(cf. [6, 10]).

2. Symmetric identities for Carlitz’s generalized twisted q-Bernoulli numbers and

polynomials

Mathematicians investigated interesting properties of symmetry for special polynomials using

p-adic invariant integral on Zp(see [1, 3, 4, 5]). If we take χ0 = 1, then [5] is the special case of

this paper. Let χ be Dirichlet’s character with conductor d ∈ N with (d, p) = 1. For q ∈ Cp with

|q − 1|p < p−
1

p−1 , the twisted q-Bernoulli polynomials βn,q,ζ(x) are defined by

βn,q,ζ(x) =

∫
Zp

ϕζ(y)qy[x+ y]nq dµ1(y).

We introduce the Carlitz’s generalized twisted q-Bernoulli polynomials βn,χ,q,ζ(x) attached to χ.

The Carlitz’s generalized twisted q-Bernoulli polynomials βn,χ,q,ζ(x) attached to χ are defined by

βn,χ,q,ζ(x) =

∫
X

χ(y)ϕζ(y)qy[x+ y]nq dµ1(y).

When x = 0, βn,χ,q,ζ = βn,χ,q,ζ(0) is called the n-th Carlitz’s generalized twisted q-Bernoulli numbers

βn,χ,q,ζ . We note that
∞∑
n=0

βn,χ,q,ζ
tn

n!
=

∫
X

χ(y)ζyqye[x+y]qtdµ1(x).

Let w1 and w2 be natural numbers. Then, by (1.1) and (1.2), we obtain

1

w1

∫
X

χ(y)ζw1yqw1ye[w1w2x+w2j+w1y]qtdµ1(y)

= lim
N→∞

1

w1

1

dw2pN

dw2p
N−1∑

y=0

χ(y)ζw1yqw1ye[w1w2x+w2j+w1y]qtqw1y

= lim
N→∞

1

dw1w2pN

dw2−1∑
i=0

χ(i)qw1iζw1i

pN−1∑
y=0

ζdw1w2yqdw1w2ye[w1w2x+w2j+w1i+dw1w2y]qt.

(2.1)

From (2.1), we can derive the following equation (2.2):

1

w1

dw1−1∑
j=0

χ(j)ζw2jqw2j

∫
X

χ(y)ζw1yqw1ye[w1w2x+w2j+w1y]qtdµ1(y)

= lim
N→∞

1

dw1w2pN

dw1−1∑
j=0

dw2−1∑
i=0

pN−1∑
y=0

χ(i)χ(j)ζw2jζw1iqw2jqw1i

× e[w1w2x+w2j+w1i+dw1w2y)]qtζdw1w2yqdw1w2y.

(2.2)

By the same method as (2.2), we obtain

1

w2

dw2−1∑
j=0

χ(j)ζw1jqw1j

∫
X

χ(y)ζw2yqw2ye[w1w2x+w1j+w2y]qtdµ1(y)

= lim
N→∞

1

dw1w2pN

dw2−1∑
j=0

dw1−1∑
i=0

pN−1∑
y=0

χ(i)χ(j)ζw1iζw2iqw1jqw2i

× e[w1w2x+w1j+w2i+dw1w2y]qtζdw1w2yqdw1w2y.

(2.3)
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Therefore, by (2.2) and (2.3), we have the following theorem.

Theorem 1. For w1, w2 ∈ N , we have

1

w1

dw1−1∑
j=0

χ(j)ζw2jqw2j

∫
X

χ(y)ζw1yqw1ye[w1w2x+w2j+w1y]qtdµ1(y)

=
1

w2

dw2−1∑
j=0

χ(j)ζw1jqw1j

∫
X

χ(y)ζw2yqw2ye[w1w2x+w1j+w2y]qtdµ1(y).

(2.4)

By substituting Taylor series of ext into (2.4) and after calculations, we obtain the following corollary.

Corollary 2. For w1, w2 ∈ N, n ≥ 0, we have

[w1]nq
w1

dw1−1∑
j=0

χ(j)ζw2jqw2j

∫
X

χ(y)ζw1yqw1y

[
w2x+

w2

w1
j + y

]n
qw1

dµ1(y)

=
[w2]nq
w2

dw2−1∑
j=0

χ(j)ζw1jqw1j

∫
X

χ(y)ζw2yqw2y

[
w1x+

w1

w2
j + y

]n
qw2

dµ1(y).

By Corollary 2, we have the following theorem.

Theorem 3. For w1, w2 ∈ N, n ≥ 0, we have

[w1]nq
w1

dw1−1∑
j=0

χ(j)ζw2jqw2jβn,χ,qw1 ,ζw1

(
w2x+

w2

w1
j

)

=
[w2]nq
w2

dw2−1∑
j=0

χ(j)ζw1jqw1jβn,χ,qw2 ,ζw2

(
w1x+

w1

w2
j

)
.

By (2.5), we can derive the following equation:∫
X

χ(y)ζw1yqw1y

[
w2x+

w2

w1
j + y

]n
qw1

dµ1(y)

=
n∑
i=0

(
n

i

)(
[w2]q
[w1]q

)i
[j]iqw2 q

w2(n−i)j
∫
X

χ(y)ζw1yqw1y [w2x+ y]
n−i
qw1 dµ1(y)

=
n∑
i=0

(
n

i

)(
[w2]q
[w1]q

)i
[j]iqw2 q

w2(n−i)jβn−i,χ,qw1 ,ζw1 (w2x) .

(2.5)

Again, by (2.5), and Theorem 3, we have

[w1]nq
w1

dw1−1∑
j=0

χ(j)ζw2jqw2j

∫
X

χ(y)ζw1yqw1y

[
w2x+

w2

w1
j + y

]n
qw1

dµ1(y)

=

dw1−1∑
j=0

χ(j)ζw2jqw2j
n∑
i=0

(
n

i

)
[w2]iq[w1]n−iq

w1
[j]iqw2 q

w2(n−i)jβn−i,χ,qw1 ,ζw1 (w2x)

=

n∑
i=0

(
n

i

)
[w2]iq[w1]n−iq

w1
βn−i,χ,qw1 ,ζw1 (w2x)

dw1−1∑
j=0

ζw2jqw2(n−i+1)j [j]iqw2

=
n∑
i=0

(
n

i

)
[w2]iq[w1]n−iq

w1
βn−i,χ,qw1 ,ζw1 (w2x)Sn,i(dw1, ζ

w2 , qw2 |χ),

(2.6)

where

Sn,i(w1, ζ, q|χ) =

w1−1∑
j=0

χ(j)ζjq(n−i+h)j [j]iq.
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By the same method as (2.6), we get

[w2]nq
w2

dw2−1∑
j=0

χ(j)ζw1jqw1j

∫
X

χ(y)ζw2yqw2y

[
w1x+

w1

w2
j + y

]n
qw2

dµ1(y)

=
n∑
i=0

(
n

i

)
[w1]iq[w2]n−iq

w2
βn−i,χ,qw2 ,ζw2 (w1x)Sn,i(dw2, ζ

w1 , qw1 |χ).

(2.7)

Therefore, by (2.6) and (2.7), we have the following theorem.

Theorem 4. For w1, w2 ∈ N, n ≥ 0, we have
n∑
i=0

(
n

i

)
[w2]iq[w1]n−iq

w1
βn−i,χ,qw1 ,ζw1 (w2x)Sn,i(dw1, ζ

w2 , qw2 |χ)

=

n∑
i=0

(
n

i

)
[w1]iq[w2]n−iq

w2
βn−i,χ,qw2 ,ζw2 (w1x)Sn,i(dw2, ζ

w1 , qw1 |χ).

Remark 5. Let w1, w2 ∈ N, n ≥ 0, and χ be the trivial character. Then we have
n∑
i=0

(
n

i

)
[w2]iq[w1]n−iq

w1
βn−i,qw1 ,ζw1 (w2x)Sn,i(w1|ζw2 , qw2)

=
n∑
i=0

(
n

i

)
[w1]iq[w2]n−iq

w2
βn−i,qw2 ,ζw2 (w1x)Sn,i(w2|ζw1qw1).
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An efficient optimal algorithm for high frequency in
wavelet based image reconstruction

Jingjing Liu∗, Guoxi Ni†

LCP, Institute of Applied Physics and Computational Mathematics,Beijing,China

Abstract

Wavelet algorithms for high-resolution image reconstruction has been shown effec-
tively, it relies on the decomposition of low/high frequency, and hard/soft thresholding
arguments are often used to denoise for high frequency. In this paper, instead of using
this kind of thresholding arguments,, we apply the gradient based shrinkage thresh-
olding optimization for high-frequency, in this way, we can keep the useful information
in the original signal as much as possible, coupling the shrinkage thresholding op-
timization with the wavelet algorithm, we get an efficient reconstruction algorithm.
Numerical results show we obtain a higher resolution,better peak signal-to-noise ratios
and lower relative errors.

Key words: Wavelet; high-resolution; image reconstruction; shrinkage thresholding;
high frequency.

1 Introduction

Increasing the resolution is important and necessary for many applications, lots of studies
have been done on the high-resolution image reconstruction [13, 14, 18, 20, 21, 22, 23, 24, 27].

Among the methods in image processing, wavelet method is a well developed technology
[6, 9, 10, 12, 26]. In this method, global patterns are represented by densely distributed co-
efficients obtained from low-pass filtering, while local features are represented by coefficients
obtained from high-pass filtering. This makes it easy for us to distinct between smooth and
sharp image components. In this way wavelet frames can effectively separate smooth image
components and non smooth ones, and the wavelet-based procedure is essentially to approx-
imate iteratively the densely distributed coefficients folded by the given low-pass filter. To
overcome the incompatibility of symmetry and exact reconstruction, bi-orthogonal wavelet
system is thus proposed in image processing, see [1, 8, 25].

∗E-mail: liujingjing0618@126.com
†E-mail: gxni@iapcm.ac.cn
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The relatively complex hard/soft thresholding methods [11] are often used to denoise for
high frequency information, but some useful information will lose in the processing because
of its cut off action. Preserving useful high frequency part while removing noise is the
main goal in image denoising, some techniques developed in the past years has shown their
advantage than the hard- and soft-thresholding in the wavelet field, for example, the wavelet
packet method,it is based on the further decomposition of wavelet coefficients by packets,
and this leads to an essentially translation invariant wavelet packet system.

To get an efficient algorithm while keep useful information in high frequency as much as
possible, we consider the optimization strategy instead of hard/soft thresholding method for
the high frequency components, this strategy is based on the classic variation technology,
and has been previously used in image reconstruction, because of its computational complex,
a fast iterative shrinkage-thresholding algorithms are proposed in [2, 4], this kind of method
, which can be viewed as an extension of the classical gradient algorithm, is attractive due
to its simplicity, it is adequate for solving large-scale problems even with dense matrix data
in image reconstruction,to improve the convergence rate, a more fast iterative shrinkage-
thresholding algorithm with a significantly better global convergence rate is introduced in
[3, 28], this algorithm improves the convergence rate from O(1/k) to O(1/k2), it relies on
computing the next iteration based on the values not only in the previous one, but also in
two previously computed steps.

In this paper, we are intent to improve the wavelet algorithm in image reconstruction.
We begin with the bi-orthogonal wavelet systems, and obtain the decomposition formula,
which represent a perfect reconstruction equation for the symbols of the low-pass and the
high-pass filters,theoretical analysis shows that the noise is contains in high-frequency part,
and the hard/soft thresholding argument will inevitably delete some useful information,
instead of using this kind of thresholding argument for high-frequency components of the
original image, we take advantage of shrinkage thresholding algorithm for the optimization
of high-frequency, it has been proved that it has notable effect in image denoising, to get
the algorithm more efficient, we apply some accelerating iteration argument in shrinkage
thresholding algorithm.

The outline of the paper is as follows. the algorithms are derived in section 2. Numer-
ical examples are given in section 3 to illustrate the effectiveness of the algorithms. Some
concluding remarks are given in section 4.

2 Reconstruction algorithm

In this section, we construct a shrinkage thresholding optimization coupling with the wavelet
based algorithm for high resolution image reconstruction.

2
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2.1 Iterative scheme

Refer to [5], we obtain that using the periodic boundary condition and ordering the dis-
cretized values of f and g in a row-by-row fashion, we obtain M1M2×M1M2 linear system
of the form:

Lf = g (1)

where f is original image, g low-resolution image, L = Lx⊗Ly is the blurring matrix which
is made up from each sensor, and Lx, Ly have circulant structure as follow:

Lx =
1

L
· circulant(a),

where

a = [1, · · · , 1, 1
2
, 0, · · · , 0, 1

2
, 1, · · · , 1]t,

where circulant(a) represents circulant matrix, and the first L/2 entries in a are equal to 1,
the last L/2− 1 entries are equal to 1. The matrix Ly can be define similarly, these matrix
are circulant matrices, then we get that the matrix L is a block-circulant-circulant-block
(BCCB)matrix [17].

By the biorthogonal wavelet theory [7, 19], the symbols of the refinement masks and
wavelet masks satisfy the following equation

âdâ+
∑

ν∈Z2
K\{(0,0)}

b̂dν b̂
d
ν = 1 (2)

where K is sensor size.
The equation (2) is not only for the reconstruction of function but also for image recon-

struction, the matrix representation of the perfect reconstruction from biorthogonal system
can be written as

LdL+
∑

ν∈Z2
K\{(0,0)}

Md
νMν = I, (3)

here denote by L,Ld,Md
ν ,Mν the matrices generated by the symbols of the refinement and

wavelet masks â, âd, b̂ν , b̂dν , respectively.
Since g = Lf is just the observed high-resolution image, and the other Mνf, ν ̸= (0, 0),

represent the high-frequency components of f , from equation (3) we obtain an iterative
algorithm

fn+1 = Ldg + (
∑

ν∈Z2
K\{(0,0)}

Md
νMν)fn (4)

In the usual denoising procedure, the high frequency components are often penalized by
a factor, this smoothes the original signals,so a nonlinear denoising scheme can be built into
equation (4), and thus obtain an iterative algorithm

fn+1 = Ldg +
∑

ν∈Z2
2\{(0,0)}

Md
νT (Mνfn). (5)

3
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where T is a denoising operator, a hard/soft thresholding wavelet denoising algorithm is
presented in [7], in which a further decomposition by the translation invariant wavelet packets
is used, this can remedy the smoothing effect on the original signals in some sense, some
useful information in high frequency is still lost, this motivates us to consider an efficient
optimal method to keep information as much as possible.

2.2 Shrinkage thresholding optimization for high frequency

Let b =Mνfn,we consider the following formulation:

x∗ = min
x
F (x), F (x) = ||Ax− b||2, (6)

where A = LdL,and L is the blurring matrix in the last section, the norm || · || is the inner
product, and x is the vector we are looking for, this is the classical least square problem.
The optimization problem (6) can be cast as a second order cone programming problem and
thus could be solved via interior point methods.

Usually this problem is not only in large scale but also involves dense matrix data, which
often precludes the use and potential advantage of sophisticated interior point methods.
This motivated a simpler gradient-based algorithms for solving it, the gradient algorithm
generates a sequence {xk} via

xk = xk−1 − tk∇F (xk−1),

where tk > 0 is a suitable stepsize. It can be viewed as an approximal regularization of the
linearized function F at xk−1, and can be written equivalently as

xk = min
x
{F (xk−1) + (x− xk−1,∇F (xk−1)) +

1

2tk
||x− xk−1||2}.

After ignoring constant terms, this can be rewritten as

xk = min
x
{ 1

2tk
||x− (xk−1 − tk∇F (xk−1))||2},

the computation of xk reduces to solving a one-dimensional minimization problem for each
of its components, which produces

xk = Tλtk(xk−1 − tk∇F (xk−1)),

considering the expression of F (x) in (6), we get:

xk = Tλtk(xk−1 − 2tkA
T (Axk−1 − b)), (7)

where Tα : R2 → R2 is the thresholding operator defined by

Tα(xi) = (|xi| − α)+sgn(xi). (8)

4
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This algorithm (7) is a kind of iterative shrinkage thresholding algorithm similar as that
in [15].

It has been proved that for large-scale problems this first order methods are only practical
option, and the sequence xk converges quite slowly to its solution, that is

F (xk)− F (x∗) = O(1/k),

namely, it shares a sublinear global rate of convergence.
To improve the efficiency of the iterative shrinkage thresholding algorithm (ISTA) with

better global rate of convergence, Beck etc.[3] consider an improved fast iteration, that is
the xk in (7) is not dependent on the previous point xk−1, but rather on the point yk which
is a linear combination of the previous two point {xk−1, xk−2}, with this modification, they
get a fast ISTA, and the convergence rate is

F (xk)− F (x∗) = O(1/k2).

In this way, we get x∗ from b according to the above iterative shrinkage thresholding
algorithm.

2.3 Summary of Algorithms

For convenience,we call our shrinkage thresholding algorithm in wavelet based reconstruc-
tion algorithm as STWL,to compare with the hard/soft thresholding wavelet reconstructed
algorithm (abbr. TWL) in [7]. Now we embed the Shrinkage thresholding optimization
algorithm into the iteration scheme (5), denote the previous two iterations as {fn−1, fn−2},
then our algorithm for the model equation (5) can be summarized as following:

(1) Choose an initial approximation f0 (e.g., f0 = Ldg);
(2) Iterate until convergence:
Outer circulation:

fn+1 = Ldg +
∑

ν∈Z2
2\{(0,0)}

Md
ν T̃ (Mνfn). (9)

Begin inner loop:
To get optimal high frequency part T̃ (Mνfn). Let bν =Mνfn, y1,ν =Mνfn, h0,ν = 1, t1 =

1, then a fast iteration for (7) is

hk,ν = Tλtk(yk,ν − 2tkA
T (Ayk,ν − bν)),

tk+1 =
1 +

√
1 + 4t2k
2

,

yk+1,ν = hk,ν + (
tk − 1

tk+1

)(hk,ν − hk−1,ν),

5
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where Tλtk is defined as in (8), λ is estimated by the method given in [11] which uses the
median of the absolute value of the entries in the vector Mνfn.

End inner loop.
Return the optimized results y∗n,ν for high frequency T̃ (Mνfn), that is

fn+1 = Ldg +
∑

ν∈Z2
2\{(0,0)}

Md
ν y

∗
n,ν .

End outer circulation.
Remark: When the operator T̃ in (9) is realized by soft/hard thresholding operator

T ,then this reduces to the soft/hard thresholding wavelet reconstruction algorithm as that
in [7].

3 Experimental results

In this part, we present the efficiency and accuracy of our shrinkage thresholding wavelet
based reconstruction algorithm(abbr. STWL),and compare with the hard/soft thresholding
wavelet reconstructed method (abbr. TWL). As usual,we evaluate the methods using the
peak signal-to-noise ratio (PSNR),relative error (RE) and cpu time cost they are defined by

RE =
∥f − fc∥2
∥f∥2

,

and

PSNR = 10 log10
∥f∥22

∥f − fc∥22
for 1D signals, while as

PSNR = 10 log10
2552NM

∥f − fc∥22
for 2D images, respectively, with the size of the signals (images) is N × M . Where f is
original image, and fc is restored image.

In our tests, N = 1 for 1D signals while N =M for 2D images. Here we take 2× 2 and
4× 4 sensor arrays in 2D.

3.1 1D denoisy signal recovery

We take the original signal data from theWaveLab toolbox at http://statweb. stanford.edu/ wave-
lab/ developed by Donoho’s research group. Fig. 1(a) shows the original signal f . Fig. 1(b)
depicts the contaminated signal with white noise at signal-to-noise ratio (SNR = 25), here
we use matlab function awgn to add noise to the original signal. The results of denoising by
the above two algorithms with periodic conditions are shown in Fig. 1(c) and (d), respec-
tively. From the data results of experiments in table 1, it shows that our algorithm STWL
has a better performance, and has a better time efficiency than TWL.

6
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Fig. 1: (a) Original signal; (b) Contaminated by white noise at SNR = 25; (c) Reconstructed
signal from the algorithm TWL; (d) Reconstructed signal from our algorithm STWL .

Table 1: Corresponding PSNR, RE and timecost values using algorithm TWL in [7] and our
algorithm STWL.

Algorithms
SNR = 25 SNR = 30

PSNR RE timecost PSNR RE timecost
TWL 47.1560 0.0946 0.7956 48.0624 0.0904 0.9984
STWL 53.3382 0.0695 0.6396 57.5931 0.0562 0.7332

3.2 High-resolution image reconstruction

In this section, we use the classical ”boat”, the ”Lena” and the ”cameraman” images with
size of 256 × 256 as the original images for our tests, and consider 2 × 2 sensor arrays and
4 × 4 sensor arrays respectively, and the Gaussian white noise is added to these original
images.
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In the algorithm TWL, the thresholding value λ is chosen to be σn,ν
√

2 log (M1M2),
where the variance σn,ν is estimated by the median of the absolute value of the entries in the
vector Mνfn named high frequency term. In our algorithm STWL, we have decomposed the
image data into low and high frequency parts, and denoise the high frequency information by
shrinkage thresholding method, the Lipschitz constant is computable in the examples since
the eigenvalues of the matrix ATA can be easily calculated using the two-dimensional cosine
transform [17]. For simplicity, we will only consider the matrices for the periodic case.

3.2.1 2× 2 sensor array

For 2× 2 sensor arrays, the corresponding refinement mask m is the piecewise linear spine,

m(−1) = 1

4
,m(0) =

1

2
,m(1) =

1

4
,

and m(α) = 0 for all other α. The nonzero terms of the dual mask of m used in this paper
are

md(−2) = −1

8
,md(−1) = 1

4
,md(0) =

3

4
,md(1) =

1

4
,md(2) = −1

8
.

The dual pair of the wavelet masks are rα := (−1)αmd(1− α) and rd(α) := (−1)αm(1− α),
see [12] for details.

The tensor product dual pair of the refinement symbols are given by â(ω) = m̂(ω1)m̂(ω2),
âd(ω) = m̂d(ω1)m̂

d(ω2), and the corresponding wavelet symbols are b̂(0,1)(ω) = m̂(ω1)r̂(ω2),

b̂d(0,1)(ω) = m̂d(ω1)r̂
d(ω2), b̂(1,0)(ω) = r̂(ω1)m̂(ω2), b̂

d
(1,0)(ω) = r̂d(ω1)m̂

d(ω2), b̂(1,1)(ω) =

r̂(ω1)r̂(ω2), b̂
d
(1,1)(ω) = r̂d(ω1)r̂

d(ω2), where ω = (ω1, ω2).
Although we give here only the details of the refinable functions and their corresponding

wavelets with dilation 2I, the whole theory can be carried over to the general isotropic integer
dilation matrices.

The wavelet matrices are formed by the tensor product,and we consider

Z2
2 = {(0, 0), (0, 1), (1, 0), (1, 1)}.

In particular, we have

L = L2 ⊗ L2, M(0,1) = L2 ⊗M2, M(1,0) =M2 ⊗ L2, M(1,1) =M2 ⊗M2,

Ld = Ld
2 ⊗ Ld

2, Md
(0,1) = Ld

2 ⊗Md
2 , M

d
(1,0) =Md

2 ⊗ Ld
2, Md

(1,1) =Md
2 ⊗Md

2 .

where

L2 = circulant(
1

2
,
1

4
, 0, · · · , 0, 1

4
), Ld

2 = circulant(
3

4
,
1

4
,−1

8
, 0, · · · , 0,−1

8
,
1

4
)

M2 = circulant(
1

4
,−3

4
,
1

4
,
1

8
, 0, · · · , 0, 1

8
), Md

2 = circulant(
1

4
, 0, · · · , 0, 1

4
,−1

2
).
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Fig.2 demonstrate the reconstructed high-resolution image for the ”boat” , the ”Lena”
and the ”cameraman” images respectively, in these figures, (a1)-(c1) are the original images,
(a2)-(c2) are with noise PSNR = 40dB, (a3)-(c3) are the denoisy images with the algorithm
TWL, and (a4)-(c4) are obtained by our algorithm STWL. Table 2 gives the PSNR, RE, and
the cputime of the reconstructed images for different levels of Gaussian noise, our algorithm
shows less RE, less cputime and better PSNR, we can conclude that our algorithm STWL
is better than the original algorithm TWL in [7].

(a1) (a2) (a3) (a4)

(b1) (b2) (b3) (b4)

(c1) (c2) (c3) (c4)

Fig. 2: (a1)-(c1) the original images; (a2)-(c2) the noisy images; (a3)-(c3) the reconstructed
image by algorithm TWL; (a4)-(c4) the reconstructed images by our algorithm STWL.
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Table 2: Comparison of PSNR, RE and cputime values using algorithm TWL and STWL
for 2× 2 sensor arrays with different kinds noise level.

Image Evaluation
TWL STWL

SNR = 35 SNR = 40 SNR = 35 SNR = 40

boat
PSNR 81.9938 82.2142 82.4965 82.4724
RE 0.0166 0.0164 0.0162 0.0162

timecost 10.3585 9.9529 5.9280 5.8344

Lena
PSNR 84.0785 84.1040 84.6254 85.0012
RE 0.0149 0.0149 0.0145 0.0143

timecost 11.3881 11.7157 5.9436 5.5380

cameraman
PSNR 85.8451 86.1629 86.1727 86.8056
RE 0.0137 0.0135 0.0135 0.0130

timecost 11.2165 9.7033 5.9124 5.6472

3.2.2 4× 4 sensor array

In this case, we give the refinable and wavelet masks with dilation 4I that used to generate
the matrices for 4× 4 sensor arrays.

For 4× 4 sensor arrays, the corresponding mask is

m(α) =
1

8
,
1

4
,
1

4
,
1

4
,
1

8
, α = −2, · · · , 2,

with m(α) = 0 for all other α. The nonzero terms of a dual refinement mask of m is

md(α) = − 1

16
,
1

8
,
5

16
,
1

4
,
5

16
,
1

8
,− 1

16
, α = −3, · · · , 3.

The nonzero terms of the corresponding wavelet masks are

r1(α) = −
1

8
,−1

4
, 0,

1

4
,
1

8
, α = −2, · · · , 2,

r2(α) = −
1

16
,−1

8
,
5

16
,−1

4
,
5

16
,−1

8
,− 1

16
, α = −2, · · · , 4,

r3(α) =
1

16
,
1

8
,− 7

16
, 0,

7

16
,−1

8
,− 1

16
, α = −2, · · · , 4.

The dual wavelet masks are

rd1(α) = (−1)1−αr3(1− α), rd2(α) = (−1)1−αm(1− α), rd3(α) = (−1)1−αr1(1− α)
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The observed high-resolution image g is generated by applying the bivariate lowpass filter
on the true image f ,again, we consider periodic boundary condition. The matrices

L,Ld,Mν ,M
d
ν , ν ∈ Z2

4 \ {(0, 0)}

can be generated by the corresponding filters.
Fig.3 shows the reconstructed high-resolution image for the ”boat” , the ”Lena” and

the ”cameraman” images, (a1)-(c1) are blurred with noise PSNR = 40dB, (a2)-(c2) are
obtained from the algorithm TWL, and (a1)-(c1) are obtained from our algorithm STWL.
From Table 3, we can also find that our algorithm shows less RE, less cputime and better
PSNR, since the problem is more difficult than the 2× 2 sensor case, we need more cputime
consuming, we can see that the performance of our algorithm STWL is much better than
the original algorithm TWL.

Table 3: Comparison of PSNR, RE and cputime values using algorithm TWL and STWL
for 4× 4 sensor arrays with different kinds noise level.

Image Evaluation
TWL STWL

SNR = 30 SNR = 40 SNR = 30 SNR = 40

boat
PSNR 67.3135 67.4297 68.3053 68.5968
RE 0.0345 0.0343 0.0329 0.0324

timecost 19.5157 20.4673 15.9277 15.8809

Lena
PSNR 69.9279 69.9769 71.3131 71.4538
RE 0.0303 0.0302 0.0283 0.0281

timecost 20.9041 20.0773 16.1773 15.9745

cameraman
PSNR 72.9596 73.2392 73.6651 73.9353
RE 0.0260 0.0257 0.0251 0.0248

timecost 19.8589 20.9041 14.8981 15.6313

4 Conclusions

In this paper, we constructed a shrinkage thresholding algorithm in wavelet based image
reconstruction, instead of using the hard/soft thresholding algorithm we apply the iterative
shrinkage thresholding algorithm for the optimization for high frequency. Our new algorithm
works effectively both in one-dimensional and two-dimensional situations, numerical tests
show that this algorithm gives higher resolution, larger signal-to noise ratios,lower relative
errors and less cputime.
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(a1) (a2) (a3)

(b1) (b2) (b3)

(c1) (c2) (c3)

Fig. 3: (a1)-(c1) is the noisy images,(a2)-(c2) is reconstructed from the algorithm TWL;
(a3)-(c3) is reconstructed from our algorithm STWL.

Acknowledgments

This work is supported by China Natural Science Fund (No.91130020) and Defense Industrial
Technology Development Program (No.B1520133015).

References

[1] Chenglong Bao, Bin Dong, Likun Hou, Zuowei Shen,Image restoration by minimizing zero
norm of wavelet frame coefficients, Inverse Problems, 32(11), (2016),115004.

12

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 28, NO.5, 2020, COPYRIGHT 2020 EUDOXUS PRESS, LLC

876 LIU-NI 865-878



[2] A. Beck, M. Teboulle, Fast gradient-based algorithms for constrained total variation image
denoising and deblurring problems, IEEE Trans. Image Process. 18, 2419-2434(2009).

[3] A. Beck, M. Teboulle, A fast iterative shrinkage-thresholding algorithm for linear inverse
problems, SIAM Journal on Imaging Sciences. 2(1), 183-202(2009).

[4] J. Bioucas-Dias, M. Figueiredo, A new TWIST: Two-step iterative shrinkage/thresholding
algorithms for image restoration, IEEE Trans. Image Process.,16, 2992-3004(2007).

[5] N. Bose, K. Boo, High-resolution image reconstruction with multisensors, Int. J. Imag. Syst.
Technol. 9, 294-304(1998).

[6] A. Chambolle, R. A. DeVore, N. Y. Lee, and B. J. Lucier, Nonlinear wavelet image processing:
Variational problems, compression, and noise removal through wavelet shrinkage, IEEE Trans.
Image Proces., 7, 319-335 (1998).

[7] R.H. Chan, T. Chan, L. Shen, Z. Shen, Wavelet algorithms for high-resolution image recon-
struction, SIAM J. Sci. Comput. 24(4), 1408-1432(2003).

[8] R.H. Chan, T. Chan, L. Shen, Z. Shen, Wavelet deblurring algorithms for spatially varying
blur from high-resolution image reconstruction, Linear Algebra Appl. 366, 139-155(2003).

[9] R. H. Chan, S. D. Riemenschneider, L. Shen, Z. Shen, Tight frame: an efficient way for
high-resolution image reconstruction, Applied and Computational Harmonic Analysis. 17, 91-
115(2004).

[10] T. Chan and J. Shen, Variational image inpainting, Commun. Pure Appl. Math, vol. 58,
579-619 (2005).

[11] D. Donoho, De-noising by soft-thresholding, IEEE Trans, Inform. Theory, 41, 613-627(1995).

[12] I. Daubechies, Ten lectures on wavelets, CBMS-NSF Regional Conf. Ser. in Appl. Math., 61.
SIAM, Philadelphia, 1992.

[13] M. Elad, A. Feuer, Restoration of a single superresolution image from several blurred, noisy
and undersampled measured images, IEEE Trans. Image Process. 6, 1646-1658(1997).

[14] M. Elad, A. Feuer, Superresolution restoration of an image sequence: adaptive filtering ap-
proach, IEEE Trans. Image Process. 8(3), 387-395(1999).

[15] M. A. T. Figueiredo and R. D. Nowak, An EM algorithm for wavelet-based image restoration,
IEEE Trans. Image Process., 12, 906-916(2003).

[16] T. M. Stadtmiller, J. C. Gillete, R. C. Hardie, Aliasing reduction in staring infrared images
utilizing subpixel techniques, Aerospace and Electronics Conference, 2(11), 874-880(1995).

[17] P. C. Hansen, J. G. Nagy and D. P. O’Leary, Deblurring Images: Matrices, Spectra and
Filtering, SIAM, Philadelphia, 2006.

13

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 28, NO.5, 2020, COPYRIGHT 2020 EUDOXUS PRESS, LLC

877 LIU-NI 865-878



[18] T. Huang, R. Tsay, Multiple frame image restoration and registration, in: T. S. Huanf(Ed.),
Advances in Computer Vision and Image Processing, vol. 1, 317-339(1984).

[19] H. Ji, S. Riemenschneider, and Z. Shen, Multivariate compactly supported fundamental refin-
able functions, dual and biorthogonal wavelets, Stud. Appl. Math.,102, 862-874(1999).

[20] M. Ng, R. Chan, T. Chan, A. Yip, Cosine transform preconditioners for high resolution image
reconstruction, Linear Algebra Appl. 316, 89-104(2000).

[21] M. Ng, R. Chan, W. Tang, A fast algorithm for deeblurring models with Neumann boundary
conditions, SIAM J.Sci. Comput. 21, 851-866(2000).

[22] M. K. Ng, N, Bose, Analysis of displacement errors in high-resolution image reconstruction
with multisensors, IEEE Trans. Circuits Systems I Fund. Theory Appl. 49(6), 806-813(2002).

[23] A. Patti, M. Sezan, A. Tekalp, Superresolution video reconstruction with arbitrary sampling
lattices and nonzero aperture time, IEEE Trans. Image Process. 6, 1064-1076(1997).

[24] R. Schultz, R. Stevenson, Extraction of high-resolution frames from video sequences, IEEE
Trans. Image Process. 5, 996-1011(1996).

[25] Z. Shen, Extension of matrices with Laurent polynomial entries, in proceedings of the 15th
IMACS World Congress 1997 on Scientific Computation, Modelling and Applied Mathematics,
A. Syclow, ed., 57-61(1997).

[26] L. Shen, Q. Sun, Bi-orthogonal wavelet system for high-resolution image reconstruction, IEEE
Trans. Signal Process. 52(7),1997-2011(2003).

[27] P. Vandewalle, J. Kovacevic, and M. Vetterli, Reproducible research in signal processing What,
why, and how, IEEE Signal Process., 26, 37-47(2009).

[28] M. Zulfiquar, A. Bhotto, M. O. Ahmad, M. N. S. Swamy, An improved fast iterative shrinkage
thresholding algorithm for image deblurring, SIAM Journal on Imaging Sciences. 8(3),1640-
1657(2015).

14

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 28, NO.5, 2020, COPYRIGHT 2020 EUDOXUS PRESS, LLC

878 LIU-NI 865-878



Negative Domain Local fractional Inequalities

George A. Anastassiou
Department of Mathematical Sciences

University of Memphis
Memphis, TN 38152, U.S.A.

ganastss@memphis.edu

Abstract

This research is about inequalities in a local fractional environment
over a negative domain. The author presents the following types of an-
alytic local fractional inequalities: Opial, Hilbert-Pachpatte, comparison
of means, Poincare and Sobolev. The results are with respect to uni-
form and Lp norms, involving left and right Riemann-Liouville fractional
derivatives.
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1 Introduction

Many sources motivate us to write this work. The first one comes next. It is
the famous Opial inequality ([13]):∫ a

0

|y′ (x) y (x)| dx ≤ a

2

∫ a

0

|y′ (x)|2 dx, (1)

where y (x) is absolutely continuous function and y (0) = 0. The above inequal-
ity is proved sharp.

The well known Ostrowski ([14]) inequality also motivates this work and has
as follows:∣∣∣∣∣ 1

b− a

∫ b

a

f (y) dy − f (x)

∣∣∣∣∣ ≤
(

1

4
+

(
x− a+b

2

)2
(b− a)

2

)
(b− a) ‖f ′‖∞ , (2)

where f ∈ C1 ([a, b]), x ∈ [a, b], and it is a sharp inequality.
Next Dρ

∗af indicates the left Caputo fractional derivative of order ρ > 0,
anchored at a ∈ R, see [10], p. 50.
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The author in [7], pp. 82-83, proved the following left Caputo fractional
Landau inequality: Let 0 < ν ≤ 1, f ∈ AC2 ([0, b]) (i.e. f ′ ∈ AC ([0, b]),
absolutely continuous functions), ∀ b > 0. Suppose ‖f‖∞,R+

< +∞, Dν+1
∗0 f ∈

L∞ (R+), and ∥∥Dν+1
∗a f

∥∥
∞,[a,+∞)

≤
∥∥Dν+1
∗0 f

∥∥
∞,R+

, ∀ a ≥ 0. (3)

Then

‖f ′‖∞,R+
≤ (ν + 1)

(
2

ν

) ν
ν+1

(Γ (ν + 2))
− 1
ν+1

(
‖f‖∞,R+

) ν
ν+1
(∥∥Dν+1

∗0 f
∥∥
∞,R+

) 1
ν+1

,

(4)
that is ‖f ′‖∞,R+

is finite.
The last inequality is another inspiration.
The author’s monographs [2], [3], [4], [5], [6], [8], motivate and support

largely this work too. See also [1].
Under the point of view of local fractional differentiation the author examines

the broad area of analytic inequalities and produces a variety of well-known
inequalities in a local fractional setting over a negative domain to all possible
directions.

2 Background

We mention

Definition 1 ([11]) Let x, x′ ∈ [a, b], f ∈ C ([a, b]). The Riemann-Liouville
(R-L) fractional derivative of a function f of order q (0 < q < 1) is defined as

Dq
xf (x′) =

{
Dq
x+f (x′) , x′ > x,

Dq
x−f (x′) , x′ < x

}
=

1

Γ (1− q)

{
d
dx′

∫ x′

x
(x′ − t)−q f (t) dt, x′ > x,

− d
dx′

∫ x
x′ (t− x′)−q f (t) dt, x′ < x,

(5)

the left and right R-L fractional derivatives, respectively.

We need

Definition 2 ([11], [12]) The local fractional derivative of order q (0 < q < 1)
of a function f ∈ C ([a, b]) is defined as

Dqf (x) = lim
x′→x

Dq
x (f (x′)− f (x)) . (6)

More generally we define

2
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Definition 3 ([9]) Let N ∈ Z+, 0 < q < 1, the local fractional derivative of
order (N + q) of a function f ∈ CN ([a, b]) is defined by

DN+qf (x) = lim
x′→x

Dq
x

(
f (x′)−

N∑
n=0

f (n) (x)

n!
(x′ − x)

n

)
. (7)

If N = 0, then Definition 3 collapses to Definition 2.
We need

Definition 4 (related to Definition 3) Let f ∈ CN ([a, b]), N ∈ Z+. Set

F (x, x′ − x; q,N) := Dq
x

(
f (x′)−

N∑
n=0

f (n) (x)

n!
(x′ − x)

n

)
. (8)

Let x′ − x := t, then x′ = x+ t, and

F (x, t; q,N) = Dq
x

(
f (x+ t)−

N∑
n=0

f (n) (x)

n!
tn

)
. (9)

We make

Remark 5 Here x′, x ∈ [a, b], and a ≤ x+ t ≤ b, equivalently a−x ≤ t ≤ b−x.
From a ≤ x ≤ b, we get a− x ≤ 0 ≤ b− x. We assume here that F (x, ·; q,N) ∈
C1 ([a− x, b− x]). Clearly, then it holds

DN+qf (x) = F (x, 0; q,N) , (10)

and DN+qf (x) exists in R.

We would need:

Theorem 6 ([9]) Let f ∈ CN ([a, b]), N ∈ Z+. Here x, x′ ∈ [a, b], and
F (x, ·; q,N) ∈ C1 ([a− x, b− x]). Then

f (x′) =
N∑
n=0

f (n) (x)

n!
(x′ − x)

n
+
DN+qf (x)

Γ (q + 1)
|x′ − x|q + (11)

1

Γ (q + 1)

∫ x′−x

0

dF (x, t; q,N)

dt
|(x′ − x)− t|q dt.

Corollary 7 (to Theorem 6, N = 0) Let f ∈ C ([a, b]), x, x′ ∈ [a, b], and
F (x, ·; q, 0) ∈ C1 ([a− x, b− x]). Then

f (x′) = f (x) +
Dqf (x)

Γ (q + 1)
|x′ − x|q + (12)

1

Γ (q + 1)

∫ x′−x

0

dF (x, t; q, 0)

dt
|(x′ − x)− t|q dt.
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We make

Remark 8 Let f ∈ CN ([a, b]), N ∈ Z+. Here x, x′ ∈ [a, b] : x′ < x, and
F (x, ·; q,N) ∈ C1 ([a− x, b− x]), 0 < q < 1. By Theorem 6 we get

f (x′) =
N∑
n=0

f (n) (x)

n!
(x′ − x)

n
+
DN+qf (x)

Γ (q + 1)
(x− x′)q −

1

Γ (q + 1)

∫ 0

x′−x

dF (x, t; q,N)

dt
(t− x′ + x)

q
dt. (13)

Clearly then we get:
Let f ∈ CN ([a, 0]), a < 0, N ∈ Z+, F (0, ·; q,N) ∈ C1 ([a, 0]), 0 < q < 1.

Then, for any x ∈ [a, 0], we derive

f (x) =
N∑
n=0

f (n) (0)

n!
xn +

DN+qf (0)

Γ (q + 1)
(−x)

q −

1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt. (14)

In this article we will use a lot (14).

Remark 9 Let f ∈ CN ([a, 0]), N ∈ Z+, a < 0, x ∈ [a, 0]; F (0, ·; q,N) ∈
C1 ([a, 0]), 0 < q < 1. Then, by (14), we have

f (x) =
N∑
n=0

f (n) (0)

n!
xn +

DN+qf (0)

Γ (q + 1)
(−x)

q
(15)

− 1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt.

Assume that f (n) (0) = 0, n = 0, 1, ..., N, and DN+qf (0) = 0 (= F (0, 0; q,N) =
Dq

0f (0)).
Then

−f (x) =
1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt, (16)

∀ x ∈ [a, 0] .
Here it is

F (0, t; q,N) = Dq
0 (f (t)) ∈ C1 ([a, 0]) ,

where Dq
0 is the right Riemann-Liouville fractional derivative.

Let a ≤ x ≤ w ≤ 0, then

−f (w) =
1

Γ (q + 1)

∫ 0

w

dF (0, t; q,N)

dt
(t− w)

q
dt. (17)
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Consider p1, q1 > 1 : 1
p1

+ 1
q1

= 1. Then

|f (w)| = 1

Γ (q + 1)

∫ 0

w

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣ (t− w)
q
dt ≤

1

Γ (q + 1)

(∫ 0

w

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt)
1
q1
(∫ 0

w

(t− w)
qp1 dt

) 1
p1

=

1

Γ (q + 1)

(−w)
qp1+1
p1

(qp1 + 1)
1
p1

(∫ 0

w

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt)
1
q1

=

1

Γ (q + 1)

(−w)
qp1+1
p1

(qp1 + 1)
1
p1

(z (w))
1
q1 , (18)

where

z (w) :=

∫ 0

w

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt, (19)

all a ≤ x ≤ w ≤ 0, and z (0) = 0.
From

−z (w) =

∫ w

0

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt,
we get

−z′ (w) = (−z (w))
′

=

∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣q1 , (20)

and ∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣ = (−z′ (w))
1
q1 . (21)

Therefore we obtain

|f (w)|
∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣ ≤ (22)

1

Γ (q + 1) (qp1 + 1)
1
p1

(−w)
qp1+1
p1 (z (w))

1
q1 (−z′ (w))

1
q1 .

Hence it holds ∫ 0

x

|f (w)|
∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣ dw ≤ (23)

1

Γ (q + 1) (qp1 + 1)
1
p1

∫ 0

x

(−w)
qp1+1
p1 (z (w) (−z′ (w)))

1
q1 dw ≤

1

Γ (q + 1) (qp1 + 1)
1
p1

(∫ 0

x

(−w)
qp1+1

dw

) 1
p1
(∫ 0

x

z (w) (−z′ (w)) dw

) 1
q1

=

1

Γ (q + 1) (qp1 + 1)
1
p1

(
(−x)

qp1+2

qp1 + 2

) 1
p1
(
−z

2 (w)

2
|0x
) 1
q1

= (24)
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1

Γ (q + 1) (qp1 + 1)
1
p1 (qp1 + 2)

1
p1

(−x)
qp1+2
p1

(z (x))
2
q1

2
1
q1

.

We have proved that ∫ 0

x

|f (w)|
∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣ dw ≤
(−x)

q+ 2
p1

2
1
q1 Γ (q + 1) [(qp1 + 1) (qp1 + 2)]

1
p1

(∫ 0

x

∣∣∣∣dF (0, w; q,N)

dw

∣∣∣∣q1 dw)
2
q1

. (25)

We have established the following negative domain Lp-Opial type local right
fractional inequality:

Theorem 10 Let p1, q1 > 1 : 1
p1

+ 1
q1

= 1; f ∈ CN ([a, 0]), N ∈ Z+, a < 0,

x ∈ [a, 0]; F (0, ·; q,N) ∈ C1 ([a, 0]), 0 < q < 1. Assume that f (n) (0) = 0,
n = 0, 1, ..., N, and DN+qf (0) = 0 (= F (0, 0; q,N) = Dq

0f (0)). [Here it is
F (0, t; q,N) = Dq

0 (f (t)) ∈ C1 ([a, 0]), where Dq
0 is the right Riemann-Liouville

fractional derivative]. Then∫ 0

x

|f (t)|
∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣ dt ≤
(−x)

q+ 2
p1

2
1
q1 Γ (q + 1) [(qp1 + 1) (qp1 + 2)]

1
p1

(∫ 0

x

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt)
2
q1

, (26)

⇔
it holds ∫ 0

x

|f (t)|
∣∣∣∣dDq

0 (f (t))

dt

∣∣∣∣ dt ≤
(−x)

q+ 2
p1

2
1
q1 Γ (q + 1) [(qp1 + 1) (qp1 + 2)]

1
p1

(∫ 0

x

∣∣∣∣dDq
0 (f (t))

dt

∣∣∣∣q1 dt)
2
q1

, (27)

∀ x ∈ [a, 0] .

The case p1 = q1 = 2 follows:

Corollary 11 All as in Theorem 10, with p1 = q1 = 2. Then∫ 0

x

|f (t)|
∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣ dt ≤ (28)

(−x)
q+1

2Γ (q + 1)
√

(q + 1) (2q + 1)

(∫ 0

x

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣2 dt
)
,

⇔

6
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it holds ∫ 0

x

|f (t)|
∣∣∣∣dDq

0 (f (t))

dt

∣∣∣∣ dt ≤ (29)

(−x)
q+1

2Γ (q + 1)
√

(q + 1) (2q + 1)

(∫ 0

x

(
dDq

0 (f (t))

dt

)2

dt

)
,

∀ x ∈ [a, 0] .

We make

Remark 12 Let f1, f2 according to the assumptions of Theorem 10. Then

−f1 (x1) =
1

Γ (q + 1)

∫ 0

x1

dF1 (0, t1; q,N)

dt1
(t1 − x1)

q
dt1, (30)

∀ x1 ∈ [a1, 0] , a1 < 0;

−f2 (x2) =
1

Γ (q + 1)

∫ 0

x2

dF2 (0, t2; q,N)

dt2
(t2 − x2)

q
dt2, (31)

∀ x2 ∈ [a2, 0] , a2 < 0.
Here it is

Fi (0, ti; q,N) = Dq
0 (fi (ti)) ∈ C1 ([ai, 0]) , i = 1, 2;

where Dq
0 is the right Riemann-Liouville fractional derivative.

Consider p1, q1 > 1 : 1
p1

+ 1
q1

= 1.
Hence

|fi (xi)| ≤
1

Γ (q + 1)

∫ 0

xi

∣∣∣∣dFi (0, ti; q,N)

dti

∣∣∣∣ (ti − xi)q dti, (32)

i = 1, 2; ∀ xi ∈ [ai, 0] .
We get by Hölder’s inequality:

|f1 (x1)| ≤

1

Γ (q + 1)

(∫ 0

x1

(t1 − x1)
qp1 dt1

) 1
p1
(∫ 0

x1

∣∣∣∣dF1 (0, t1; q,N)

dt1

∣∣∣∣q1 dt1)
1
q1

≤ (33)

1

Γ (q + 1)

(−x1)
qp1+1
p1

(qp1 + 1)
1
p1

∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

,

∀ x1 ∈ [a1, 0] .
Similarly, we obtain

|f2 (x2)| ≤ 1

Γ (q + 1)

(−x2)
qq1+1
q1

(qq1 + 1)
1
q1

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

, (34)
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∀ x2 ∈ [a2, 0] .
Therefore we have

|f1 (x1)| |f2 (x2)| ≤ 1

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

(35)

(−x1)
qp1+1
p1 (−x2)

qq1+1
q1

∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

≤

(using Young’s inequality for a, b ≥ 0, a
1
p1 b

1
q1 ≤ a

p1
+ b

q1
)

1

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

[
(−x)

qp1+1

p1
+

(−x2)
qq1+1

q1

]
∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

, (36)

∀ xi ∈ [ai, 0] , i = 1, 2.
So far we have established

|f1 (x1)| |f2 (x2)|[
(−x)qp1+1

p1
+ (−x2)

qq1+1

q1

] ≤ 1

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

(37)

∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

,

∀ xi ∈ [ai, 0] , i = 1, 2.
The denominator of left hand side of (37) can be zero only when x1 = 0 and

x2 = 0. By integrating (37) over [a1, 0]× [a2, 0] we get∫ 0

a1

∫ 0

a2

|f1 (x1)| |f2 (x2)| dx1dx2[
(−x)qp1+1

p1
+ (−x2)

qq1+1

q1

] ≤ a1a2

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

(38)

∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

.

We have proved the following negative domains local right fractional Hilbert-
Pachpatte inequality:

Theorem 13 Let p1, q1 > 1 : 1
p1

+ 1
q1

= 1; i = 1, 2 for fi ∈ CN ([ai, 0]), N ∈ Z+,

ai < 0; Fi (0, ·; q,N) ∈ C1 ([ai, 0]), 0 < q < 1. Assume that f
(n)
i (0) = 0, n =

0, 1, ..., N, and DN+qfi (0) = 0 , i = 1, 2 (i.e. Fi (0, 0; q,N) = Dq
0fi (0) = 0).

[Here it is Fi (0, ti; q,N) = Dq
0 (fi (ti)) ∈ C1 ([ai, 0]), where Dq

0 is the right
Riemann-Liouville fractional derivative]. Then∫ 0

a1

∫ 0

a2

|f1 (x1)| |f2 (x2)| dx1dx2[
(−x)qp1+1

p1
+ (−x2)

qq1+1

q1

] ≤ a1a2

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

(39)
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∥∥∥∥dF1 (0, t1; q,N)

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dF2 (0, t2; q,N)

dt2

∥∥∥∥
p1,[a2,0]

,

⇔
it holds∫ 0

a1

∫ 0

a2

|f1 (x1)| |f2 (x2)| dx1dx2[
(−x)qp1+1

p1
+ (−x2)

qq1+1

q1

] ≤ a1a2

(Γ (q + 1))
2

(qp1 + 1)
1
p1 (qq1 + 1)

1
q1

(40)

∥∥∥∥dDq
0 (f1 (t1))

dt1

∥∥∥∥
q1,[a1,0]

∥∥∥∥dDq
0 (f2 (t2))

dt2

∥∥∥∥
p1,[a2,0]

.

We make

Remark 14 Let f ∈ CN ([a, 0]), a < 0, N ∈ Z+, F (0, ·; q,N) ∈ C1 ([a, 0]),
0 < q < 1. Then for any x ∈ [a, 0], we have

f (x) =
N∑
n=0

f (n) (0)

n!
xn +

DN+qf (0)

Γ (q + 1)
(−x)

q
(41)

− 1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt.

Assume that f (n) (0) = 0, n = 0, 1, ..., N. Here DN+qf (0) = F (0, 0; q,N) =
Dq

0f (0), where Dq
0 is the right Riemann-Liouville fractional derivative.

So far we have

f (x) =
DN+qf (0)

Γ (q + 1)
(−x)

q
+R (x) , (42)

where

R (x) := − 1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt. (43)

We also assume that Dq
0f ∈ C1 ([a, 0]).

We can rewrite

R (x) = − 1

Γ (q + 1)

∫ 0

x

(
d

dt
Dq

0f (t)

)
(t− x)

q
dt. (44)

We notice that

|R (x)| ≤ 1

Γ (q + 1)

∫ 0

x

∣∣∣∣ ddtDq
0f (t)

∣∣∣∣ (t− x)
q
dt ≤

1

Γ (q + 1)

∥∥∥∥ ddtDq
0f (t)

∥∥∥∥
∞,[a,0]

(−x)
q+1

q + 1
.
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That is

|R (x)| ≤ (−x)
q+1

Γ (q + 2)

∥∥∥∥ ddtDq
0f (t)

∥∥∥∥
∞,[a,0]

, (45)

∀ x ∈ [a, 0] .
Hence, it holds∫ 0

a

f (x) dx =
DN+qf (0)

Γ (q + 1)

∫ 0

a

(−x)
q
dx+

∫ 0

a

R (x) dx = (46)

DN+qf (0)

Γ (q + 1)

(−a)
q+1

q + 1
+

∫ 0

a

R (x) dx =
DN+qf (0)

Γ (q + 2)
(−a)

q+1
+

∫ 0

a

R (x) dx.

Therefore, we get∫ 0

a

f (x) dx− DN+qf (0)

Γ (q + 2)
(−a)

q+1
=

∫ 0

a

R (x) dx. (47)

Consequently, we derive∣∣∣∣∫ 0

a

f (x) dx− (Dq
0f) (0)

Γ (q + 2)
(−a)

q+1

∣∣∣∣ ≤ ∫ 0

a

|R (x)| dx ≤ (48)

∥∥ d
dtD

q
0f (t)

∥∥
∞,[a,0]

Γ (q + 2)

∫ 0

a

(−x)
q+1

dx =

∥∥ d
dtD

q
0f (t)

∥∥
∞,[a,0]

Γ (q + 2)

(−a)
q+2

q + 2

=

∥∥ d
dtD

q
0f (t)

∥∥
∞,[a,0] (−a)

q+2

Γ (q + 3)
. (49)

We have proved the following negative domain local right fractional compar-
ison of means results:

Theorem 15 Let f ∈ CN ([a, 0]), a < 0, N ∈ Z+, Dq
0f ∈ C1 ([a, 0]), 0 < q < 1.

Assume f (n) (0) = 0, n = 0, 1, ..., N. Then∣∣∣∣∫ 0

a

f (x) dx− (Dq
0f) (0)

Γ (q + 2)
(−a)

q+1

∣∣∣∣ ≤
∥∥ d
dtD

q
0f (t)

∥∥
∞,[a,0] (−a)

q+2

Γ (q + 3)
, (50)

⇔ ∣∣∣∣ 1

(−a)

∫ 0

a

f (x) dx− (Dq
0f) (0)

Γ (q + 2)
(−a)

q

∣∣∣∣ ≤
∥∥ d
dtD

q
0f (t)

∥∥
∞,[a,0] (−a)

q+1

Γ (q + 3)
. (51)

We make

Remark 16 All as in Theorem 10. Then

−f (x) =
1

Γ (q + 1)

∫ 0

x

dF (0, t; q,N)

dt
(t− x)

q
dt, (52)
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∀ x ∈ [a, 0] .
Let p1, q1 > 1 : 1

p1
+ 1

q1
= 1. Thus

|f (x)| ≤ 1

Γ (q + 1)

∫ 0

x

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣ (t− x)
q
dt ≤

1

Γ (q + 1)

(∫ 0

x

∣∣∣∣dF (0, t; q,N)

dt

∣∣∣∣q1 dt)
1
q1
(∫ 0

x

(t− x)
qp1 dt

) 1
p1

≤

1

Γ (q + 1)

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥
q1,[a,0]

(−x)
qp1+1
p1

(qp1 + 1)
1
p1

. (53)

That is

|f (x)| ≤ (−x)
qp1+1
p1

Γ (q + 1) (qp1 + 1)
1
p1

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥
q1,[a,0]

, (54)

∀ x ∈ [a, 0] .
Therefore

|f (x)|q1 ≤ (−x)
q1(q+1)−1

(Γ (q + 1))
q1 (qp1 + 1)

q1
p1

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥q1
q1,[a,0]

. (55)

Consequently, it holds ∫ 0

a

|f (x)|q1 dx ≤

(−a)
q1(q+1)[

Γ (q + 1) (qp1 + 1)
1
p1

]q1
q1 (q + 1)

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥q1
q1,[a,0]

. (56)

That is

‖f‖q1,[a,0] ≤
(−a)

(q+1)

Γ (q + 1) (qp1 + 1)
1
p1 (q1 (q + 1))

1
q1

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥
q1,[a,0]

. (57)

We have proved the following negative domain local right fractional Poincare
inequality:

Theorem 17 All as in Theorem 10. Then

‖f‖q1,[a,0] ≤
(−a)

(q+1)

Γ (q + 1) (qp1 + 1)
1
p1 (q1 (q + 1))

1
q1

∥∥∥(Dq
0 (f))

′
∥∥∥
q1,[a,0]

. (58)

We make
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Remark 18 All as in Theorem 10, plus r > 0. By (54) we have

|f (x)| ≤ (−x)
qp1+1
p1

Γ (q + 1) (qp1 + 1)
1
p1

∥∥∥∥dF (0, t; q,N)

dt

∥∥∥∥
q1,[a,0]

, (59)

∀ x ∈ [a, 0] .
Hence it holds

|f (x)|r ≤ (−x)
r
(
q+ 1

p1

)
[
Γ (q + 1) (qp1 + 1)

1
p1

]r ∥∥∥(Dq
0 (f))

′
∥∥∥r
q1,[a,0]

. (60)

Consequently, we get

∫ 0

a

|f (x)|r dx ≤ (−a)
r
(
q+ 1

p1

)
+1[

Γ (q + 1) (qp1 + 1)
1
p1

]r [
r
(
q + 1

p1

)
+ 1
] ∥∥∥(Dq

0 (f))
′
∥∥∥r
q1,[a,0]

.

(61)

We have proved the following negative domain local ritgh fractional Sobolev
type inequality:

Theorem 19 All as in Theorem 10, plus r > 0. Then

‖f‖r,[a,0] ≤
(−a)

q+ 1
p1

+ 1
r

Γ (q + 1) (qp1 + 1)
1
p1

[
r
(
q + 1

p1

)
+ 1
] 1
r

∥∥∥(Dq
0 (f))

′
∥∥∥
q1,[a,0]

. (62)
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Abstract

This paper deals with the approximate controllability for a class of semilinear
integro-differential functional control equations, which is provided under general suf-
ficient conditions on the system operator, controller and nonlinear terms. Our used
tool is applying results similar to Fredholm alternative for nonlinear operators under
restrictive assumptions. Finally, a simple example to which our main result can be
applied is given.
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1 Introduction

In this paper, we deal with the approximate controllability for semilinear integro-differential
functional control equations in the form{

d
dtx(t) = Ax(t) +

∫ t
0 k(t− s)g(s, x(s), u(s))ds+Bu(t), 0 < t ≤ T,

x(0) = x0
(1.1)
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in a Hilbert space H, where k belongs to L2(0, T )(T > 0) and g is a nonlinear mapping as
detailed in Section 2. The principal operator A generates an analytic semigroup (S(t))t≥0
and B is a bounded linear operator from another Hilbert space U to H.

The controllability problem is a question of whether is possible to steer a dynamic
system from an initial state to an arbitrary final state using the set of admissible controls.
Naito [13] was the first to deal with the range condition argument of controller in order
to obtain the approximate controllability of a semilinear control system. In [3, 9, 17, 18],
they have studied continuously about controllability of semilinear systems dominated by
linear parts(in case g ≡ 0) by assuming that S(t) is compact operator for each t > 0 as
matters connected with [13]. Another approach used to obtain sufficient conditions for
approximate solvability of nonlinear equations is a fixed point theorem combined with
technique of operator transformations by configuring the resolvent as seen in [2]

The controllability for various nonlinear equations has been studied by many authors,
for example, see [5, 6, 12] for local controllability of neutral functional differential systems
with unbounded delay, [10, 14] for neutral evolution integrodifferential systems with state
dependent delay.

Sukavanam and Tomar [15] studied the approximate controllability for the general
retarded initial value problem by assuming that the Lipschitz constant of the nonlinear
term is less then 1, and Wang [17] for general retarded semilinear equations assuming the
growth condition of the nonlinear term and the compactness of the semigroup.

In this paper, authors want to use a different method than the previous one. Our used
tool is the theorems similar to the Fredholm alternative for nonlinear operators under
restrictive assumption, which is on the solution of nonlinear operator equations λT (x) −
F (x) = y in dependence on the real number λ, where T and F are nonlinear operators
defined a Banach space X with values in a Banach space Y . In order to obtain the
approximate controllability for a class of semilinear integro-differential functional control
equations, it is necessary to suppose that T acts as the identity operator while F related
to the nonlinear term of (1.1) is completely continuous

In Section 2, we introduce regularity properties for (1.1). Since we apply the Fredholm
theory in the proof of the main theorem, we assume some compactness of the embedding
between intermediate spaces. Then by virtue of Aubin [1], we can show that the solution
mapping of a control space to the terminal state space is completely continuous. Based
on Section 2, it is shown the sufficient conditions on the controller and nonlinear terms
for approximate controllability for (1.1) by using the Fredholm theory. Finally, a simple
example to which our main result can be applied is given.

2 Semilinear functional equations

Let V and H be complex Hilbert spaces forming a Gelfand triple

V ↪→ H ≡ H∗ ↪→ V ∗

2
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by identifying the antidual of H with H. Therefore, for the brevity, we may regard that
||u||∗ ≤ |u| ≤ ||u|| for all u ∈ V , where the notations | · |, || · || and || · ||∗ denote the norms
of H, V and V ∗, respectively as usual. Let a(u, v) be a bounded sesquilinear form defined
in V × V satisfying G̊arding’s inequality

Re a(u, u) ≥ c0||u||2 − c1|u|2, c0 > 0, c1 ≥ 0.

Let A be the operator associated with this sesquilinear form:

(Au, v) = −a(u, v), u, v ∈ V.

Then A is a bounded linear operator from V to V ∗. The realization of A in H which is
the restriction of A to

D(A) = {u ∈ V : Au ∈ H}
is also denoted by A. For the sake of simplicity we assume that c1 = 0 and hence the
closed half plane {λ : Reλ ≥ 0} is contained in the resolvent set of A. It is known that A
generates an analytic semigroup S(t) in both H and V ∗. As seen in Lemma 3.6.2 of [16],
there exists a constant M > 0 such that

|S(t)x| ≤M |x| and ||S(t)x||∗ ≤M ||x||∗, (2.1)

The following initial value problem for the abstract linear parabolic equation{
dx(t)
dt = Ax(t) + k(t), 0 < t ≤ T,
x(0) = x0.

(2.2)

By virtue of Theorem 3.3 of [4](or Theorem 3.1 of [9]), we have the following result on
the corresponding linear equation (2.2).

Proposition 2.1. Suppose that the assumptions for the principal operator A stated above
are satisfied. Then the following properties hold:
1) For x0 ∈ V and k ∈ L2(0, T ;H), T > 0, there exists a unique solution x of (2.2)
belonging to

L2(0, T ;D(A)) ∩W 1,2(0, T ;H) ⊂ C([0, T ];V )

and satisfying

||x||L2(0,T ;D(A))∩W 1,2(0,T ;H) ≤ C1(||x0||+ ||k||L2(0,T ;H)), (2.3)

where C1 is a constant depending on T .
2) Let x0 ∈ H and k ∈ L2(0, T ;V ∗), T > 0. Then, there exists a unique solution x of
(2.2) belonging to

L2(0, T ;V ) ∩W 1,2(0, T ;V ∗) ⊂ C([0, T ];H)

and satisfying
||x||L2(0,T ;V )∩W 1,2(0,T ;V ∗) ≤ C1(|x0|+ ||k||L2(0,T ;V ∗)), (2.4)

where C1 is a constant depending on T .
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By virtue of Proposition 2.1, we have the following lemma.

Lemma 2.1. Suppose that k ∈ L2(0, T ;H) and x(t) =
∫ t
0 S(t − s)k(s)ds for 0 ≤ t ≤ T .

Then there exists a constant C2 such that

||x||L2(0,T ;H) ≤ C2T ||k||L2(0,T ;H), (2.5)

and
||x||L2(0,T ;V ) ≤ C2

√
T ||k||L2(0,T ;H). (2.6)

Consider the following initial value problem for the abstract semilinear parabolic equa-
tion {

d
dtx(t) = Ax(t) +

∫ t
0 k(t− s)g(s, x(s), u(s))ds+Bu(t),

x(0) = x0.
(2.7)

Let U be a Hilbert space and the controller operator B be a bounded linear operator
from U to H.

Let g : R+ × V × U → H be a nonlinear mapping satisfying the following:

Assumption (F).

(i) For any x ∈ V , u ∈ U the mapping g(·, x, u) is strongly measurable;

(ii) There exist positive constants L0, L1, L2 such that

(a) u 7→ g(t, x, u) is an odd mapping (g(·, x,−u) = −g(·, x, u));

(b) for all t ∈ R+, x, x̂ ∈ V , and u, û ∈ U ,

|g(t, x, u)− g(t, x̂, û)| ≤ L1||x− x̂||+ L2||u− û||U ,
|g(t, 0, 0)| ≤ L0.

For x ∈ L2(0, T ;V ), we set

f(t, x, u) =

∫ t

0
k(t− s)g(s, x(s), u(s))ds

where k belongs to L2(0, T ).

Lemma 2.2. Let Assumption (F) be satisfied. Assume that x ∈ L2(0, T ;V ) for any T > 0.
Then f(·, x, u) ∈ L2(0, T ;H) and

||f(·, x, u))||L2(0,T ;H) ≤ L0||k||L2(0,T )T/
√

2

+ ||k||L2(0,T )

√
T (L1||x||L2(0,T ;V ) + L2||u||L2(0,T ;U)). (2.8)

Moreover if x, x̂ ∈ L2(0, T ;V ), then

||f(·, x, u)− f(·, x̂, û)||L2(0,T ;H)

≤ ||k||L2(0,T )

√
T (L1||x− x̂||L2(0,T ;V ) + L2||u− û||L2(0,T ;U)). (2.9)

4
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The proof is easily from Assumption (F), and using the Hölder inequality.

By virtue of Theorem 2.1 of [8], we have the following result on (2.7).

Proposition 2.2. Let Assumption (F) be satisfied. Then there exists a unique solution x
of (2.7) such that

x ∈ L2(0, T ;V ) ∩W 1,2(0, T ;V ∗) ⊂ C([0, T ];H)

for any x0 ∈ H. Moreover, there exists a constant C3 such that

||x||L2(0,T ;V )∩W 1,2(0,T ;V ∗) ≤ C3(|x0|+ ||u||L2(0,T ;U)). (2.10)

Corollary 2.1. Assume that the embedding D(A) ⊂ V is completely continuous. Let
Assumption (F) be satisfied, and xu be the solution of equation (2.7) associated with u ∈
L2(0, T ;U). Then the mapping u 7→ xu is completely continuous from L2(0, T ;U) to
L2(0, T ;V ).

Proof. If u is bounded in L2(0, T ;U), then so is xu in L2(0, T ;D(A)) ∩W 1,2(0, T ;H) by
(2.8). Since D(A) is compactly embedded in V by assumption, the embedding

L2(0, T ;D(A)) ∩W 1,2(0, T ;H) ⊂ L2(0, T ;V )

is completely continuous in view of Theorem 2 of [1], the mapping u 7→ xu is completely
continuous from L2(0, T ;U) to L2(0, T ;V ).

3 Approximate controllability

Throughout this section, we assume that D(A) is compactly embedded in V . Let x(T ; f, u)
be a state value of the system (2.7) at time T corresponding to the nonlinear term f and
the control u. We define the reachable sets for the system (2.7) as follows:

RT (f) = {x(T ; f, u) : u ∈ L2(0, T ;U)},
RT (0) = {x(T ; 0, u) : u ∈ L2(0, T ;U)}.

Definition 3.1. The system (2.7) is said to be approximately controllable in the time
interval [0, T ] if for every desired final state x1 ∈ H and ε > 0 there exists a control function
u ∈ L2(0, T ;U) such that the solution x(T ; f, u) of (2.7) satisfies |x(T ; f, u)−x1| < ε, that
is, if RT (f) = H where RT (f) is the closure of RT (f) in H, then the system (2.9) is called
approximately controllable at time T .

Let us introduce the theory of the degree for completely continuous perturbations of
the identity operator, which is the infinite dimensional version of Borsuk’s theorem. Let
0 ∈ D be a bounded open set in a Banach space X, D its closure and ∂D its boundary.
The number d[I − T ;D, 0] is the degree of the mapping I − T with respect to the set D
and the point 0 (see Fučik et al. [7] or Lloid [11]).

5
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Theorem 3.1. (Borsuk’s theorem) Let D be a bounded open symmetric set in a Banach
space X, 0 ∈ D. Suppose that T : D → X be odd completely continuous operator satisfying
T (x) 6= x for x ∈ ∂D. Then d[I −T ;D, 0] is odd integer. That is, there exists at least one
point x0 ∈ D such that (I − T )(x0) = 0.

Definition 3.2. Let T be a mapping defined by on a Banach space X with value in a real
Banach space Y . The mapping T is said to be a (K,L, α)-homeomorphism of X onto Y
if

(i) T is a homeomorphism of X onto Y ;

(ii) there exist real numbers K > 0, L > 0, and α > 0 such that

L||x||αX ≤ ||T (x)||Y ≤ K||x||αX , ∀x ∈ X.

Lemma 3.1. Let T be an odd (K,L, α)-homeomorphism of X onto Y and F : X → Y a
continuous operator satisfying

lim sup
||x||X→∞

||F (x)||Y
||x||αX

= N ∈ R+.

Then if |λ| /∈ [NK ,
N
L ] ∪ {0} then

lim
||x||X→∞

||λT (x)− F (x)||Y =∞.

Proof. Suppose that there exist a constant M > 0 and a sequence {xn} ⊂ X such that

||λT (xn)− F (xn)||Y ≤M (3.1)

as xn →∞. From (3.1) it follows that

λT (xn)

||xn||αX
− F (xn)

||xn||αX
→ 0.

Hence, we have

lim sup
n→∞

|λ|||T (xn)||Y
||xn||αX

= N,

and so, |λ|K ≥ N ≥ |λ|L. It is a contradiction with |λ| /∈ [NK ,
N
L ].

Proposition 3.1. Let T be an odd (K,L, α)-homeomorphism of X onto Y and F : X → Y
an odd completely continuous operator. Suppose that for λ 6= 0,

lim
||x||X→∞

||λT (x)− F (x)||Y =∞. (3.2)

Then λT − F maps X onto Y .

6

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 28, NO.5, 2020, COPYRIGHT 2020 EUDOXUS PRESS, LLC

897 Yong Han Kang et al 892-902



Proof. We follow the proof Theorem 1.1 in Chapter II of Fučik et al. [7]. Suppose that
there exists y ∈ Y such that λT (x) = y. Then from (3.2) it follows that FT−1 : Y → Y
is an odd completely continuous operator and

lim
||y||Y→∞

||y − FT−1(y
λ

)||Y =∞.

Let y0 ∈ Y . There exists r > 0 such that

||y − FT−1(y
λ

)||Y > ||y0||Y ≥ 0

for each y ∈ Y satisfying ||y||Y = r. Let Yr = {y ∈ Y : ||y||Y < r} be a open ball. Then
by view of Theorem 3.1, we have d[y−FT−1( yλ);Yr, 0] is an odd number. For each y ∈ Y
satisfying ||y||Y = r and t ∈ [0, 1], there is

||y − FT−1(y
λ

)− ty0||Y ≥ ||y − FT−1(
y

λ
)||Y − ||y0||Y > 0

and hence, by the homotopic property of degree, we have

d[y − FT−1(y
λ

);Yr, y0] = d[y − FT−1(y
λ

);Yr, 0] 6= 0.

Hence, by the existence theory of the Leray-Schauder degree, there exists a y1 ∈ Yr such
that

y1 − FT−1(
y1
λ

) = y0.

We can choose x0 ∈ X satisfying λT (x0) = y1, and so, λT (x0) − F (x0) = y0. Thus, it
implies that λT − F is a mapping of X onto Y .

Combining Lemma 3.1. and Proposition 3,1, we have the following results.

Corollary 3.1. Let T be an odd (K,L, α)-homeomorphism of X onto Y and F : X → Y
an odd completely continuous operator satisfying

lim sup
||x||X→∞

||F (x)||Y
||x||αX

= N ∈ R+.

Then if |λ| /∈ [NK ,
N
L ]∪{0} then λT −F maps X onto Y . Therefore, if N = 0, then for all

λ 6= 0 the operator λT − F maps X onto Y .

First we consider the approximate controllability of the system (2.7) in case where the
controller B is the identity operator on H under Assumption (F) on the nonlinear operator
f in Section 2. Hence, noting that H = U , we consider the linear system given by{

d
dty(t) = Ay(t) + u(t),

y(0) = x0,
(3.3)

7
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and the following semilinear control system{
d
dtx(t) = Ax(t) + f(t, x(t), v(t)) + v(t),

x(0) = x0.
(3.4)

Theorem 3.2. Assume that

lim sup
||u||→∞

||f(·, xu, u)||L2(0,T ;H)

||u||L2(0,T ;H)
< 1. (3.5)

Under the Assumption (F) we have

RT (0) ⊂ RT (f).

Therefore, if the linear system (3.3) with f = 0 is approximately controllable, then so is
the semilinear system (3.4).

Proof. Let x(t) be solution of (3.4) corresponding to a control u. First, we show that there
exist a v ∈ L2(0, T ;H) such that{

v(t) = u(t)− f(t, x(t), v(t)), 0 < t ≤ T,
v(0) = u(0).

Let us define an operator F : L2(0, T ;H)→ L2(0, T ;H) as

Fv = −f(·, xv, v).

Then by Corollary 2.1, F is a compact mapping from L2(0, T ;H) to itself, and we have

lim
||v||→∞

||λI(v)− F (v)||L2(0,T ;H) =∞,

where the identity operator I on L2(0, T ;H) is an odd (1, 1, 1)-homeomorphism. Thus,
from (3.5) and Corollary 3.1, if λ ≥ 1 then λI − F maps L2(0, T ;H) onto itself. Hence,
we have showed that there exists a v ∈ L2(0, T ;H) such that v(t) = u(t)− f(t, y(t), v(t)).
Let y and x be solutions of (3.3) and (3.4) corresponding to controls u and v, respectively.
Then, equation (3.4) is rewritten as

d

dt
x(t) = Ax(t) + f(t, x(t), v(t)) + v(t), 0 < t ≤ T

= Ax(t) + f(t, x(t), v(t)) + u(t)− f(t, y(t), v(t))

= Ax(t) + u(t)

8
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with x(0) = x0, which means

x(t) =S(t)x0 +

∫ t

0
S(t− s){f(s, x(s), v(s)) + v(s)}ds

=S(t)x0 +

∫ t

0
S(t− s)u(s)ds = y(t),

where y be solution of (3.3) corresponding to a control u. Therefore, we have proved that
RT (0) ⊂ RT (f).

Corollary 3.2. Let us assume that

||k||L2(0,T )

√
T
(
L1C3 + L2

)
< 1,

where C3 is the constant in Proposition 2.2. Under the Assumption (F), we have

RT (0) ⊂ RT (f)

in case where B ≡ I.

Proof. By Lemma 2.2 and Proposition 2.2, we have

||Fu||L2(0,T ;H) = ||f(·, xu, u)||L2(0,T ;H)

≤ L0||k||L2(0,T )T/
√

2 + ||k||L2(0,T )

√
T (L1||x||L2(0,T ;V ) + L2||u||L2(0,T ;U))

≤ L0||k||L2(0,T )T/
√

2 + ||k||L2(0,T )

√
T
{
L1C3

(
|x0|+ ||u||L2(0,T ;U)

)
+ L2||u||L2(0,T ;U)

}
.

Hence, we have

lim sup
||u||→∞

||F (u)||L2(0,T ;H)

||u||L2(0,T ;U)
≤ ||k||L2(0,T )

√
T
(
L1C3 + L2

)
.

Thus, from Theorem 3.2, it follows that if λ ≥ 1 then λI−F maps L2(0, T ;H) onto itself,
and so, by the same argument as in the proof of theorem it holds that RT (0) ⊂ RT (f).

From now on, we consider the initial value problem for the semilinear parabolic equa-
tion (2.7). Let U be some Hilbert space and the controller operator B be a bounded linear
operator from U to H.

Assumption (B) There exists a constant β > 0 such that R(f) ⊂ R(B) and

||Bu|| ≥ β||u||, ∀u ∈ L2(0, T ;U).

Consider the linear system given by{
d
dty(t) = Ay(t) +Bu(t),

y(0) = x0.
(3.6)

9
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Theorem 3.3. Under the Assumptions (3.5), (B) and (F), we have

RT (0) ⊂ RT (f).

Therefore, if the linear system (3.6) with f = 0 is approximately controllable, then so is
the semilinear system (2.7).

Proof. Let y be a solution of the linear system (3.6) with f = 0 corresponding to a control
u, and let x be a solutions of the semilinear system (3.4) corresponding to a control v. Set
v(t) = u(t)−B−1f(t, x(t), v(t)). Then, system (2.9) is rewritten as

d

dt
x(t) = Ax(t) + f(t, x(t), v(t)) +Bv(t), 0 < t ≤ T

= Ax(t) + f(t, x(t), v(t)) +Bu(t)− f(t, x(t), v(t))

with x(0) = x0. Hence, we have

x(t) =S(t)x0 +

∫ t

0
S(t− s){f(s, x(s), v(s)) + v(s))}ds

=S(t)x0 +

∫ t

0
S(t− s)u(s))ds = y(t).

Thus, we obtain that RT (0) ⊂ RT (f).
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1 Introduction
The distance from u in a metric space (X, d) to a nonempty subset E of X is
defined by

dist(u,E) := inf{d(u, v) : v ∈ E}.
It is denoted by K(E) the family of nonempty compact subsets of E. The
Hausdorff distance on K(E) is defined by

H(U, V ) := max{sup
u∈U

dist(u, V ), sup
v∈V

dist(v, U)} for all U, V ∈ K(E).

∗Corresponding author.
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For an element x in E, if x ∈ T (x), then x is said to be a fixed point of T .
Moreover, if {x} = T (x), then x is said to be an endpoint of T . It denote by
Fix(T ) the set of all fixed points of T and by End(T ) the set of all endpoints
of T . We can see that for every a multi-valued mapping T , End(T ) ⊂ Fix(T )
and whenever t is a single-valued mapping, End(T ) = Fix(T ).

The notion of endpoints for multi-valued mappings is significant notion which
put between the notion of fixed points for single-valued mappings and the notion
of fixed points for multi-valued mappings.

Aubin and Siegel [3] were first studied the existence of endpoints for special
kind of contractive mappings on complete metric spaces. The endpoint results
for several types of contractive mappings have been quickly developed and many
of papers have showed (see, e.g.,[9],[18],[20],[21]).

On the other hand, Panyanak [15] presented the existence of endpoints for
multi-valued nonexpansive mappings in uniformly convex Banach spaces. Next,
Kudtha and Panyanak [13] proved the existence of endpoints for Suzuki map-
pings in uniformly convex hyperbolic spaces.

Recently, Panyanak [16] established the convergence theorems to an end-
point for modified Ishikawa iteration of multi-vaued nonexpansive mappings in
uniformly convex Banach spaces.

Motivated and inspired by above mention, we prove the convergence results
to an endpoint for modified SP-iteration of multi-valued Suzuki mappings in
uniformly convex hyperbolic spaces. The numerical example for supporting our
main result is also presented.

2 Preliminaries
For this paper, we work in the setting of a hyperbolic space which is defined by
Kohlenbach [12].

Definition 2.1 A hyperbolic space [12] is a metric space (X, d) together
with a mapping W : X2 × [0, 1]→ X satisfying the following statements:

(W1) d(u,W (x, y, α)) ≤ (1− α)d(u, x) + αd(u, y);
(W2) d(W (x, y, α),W (x, y, β)) = |α− β|d(x, y);
(W3) W (x, y, α) = W (y, x, (1− α));
(W4) d(W (x, z, α),W (y, w, α)) ≤ (1− α)d(x, y) + αd(z, w),

for all x, y, u, z, w ∈ X and α, β ∈ [0, 1].
If x, y ∈ X and α ∈ [0, 1], then we use the notion (1−α)x⊕αy for W (x, y, α).

A hyperbolic space (X, d,W ) is said to be uniformly convex [14] if for any r > 0
and ε ∈ (0, 2] there exists a δ ∈ (0, 1] such that for all u, x, y ∈ X, we have

d(W (x, y,
1

2
), u) ≤ (1− δ)r,

provided d(x, u) ≤ r, d(y, u) ≤ r and d(x, y) ≥ εr.
A mapping η : (0,∞) × (0, 2] → (0, 1] which provides such δ = η(r, ε) for

given r > 0 and ε ∈ (0, 2] is well known as a modulus of uniformly convexity of

2
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X. We call η monotone if it decreases with r (for a fixed ε), i.e., for any given
ε > 0 and for any r2 ≥ r1 > 0, we have η(r2, ε) ≤ η(r1, ε).

A nonempty subset E of a hyperbolic space X is convex if W (x, y, α) ∈ E
for any x, y ∈ E and α ∈ [0, 1].

Obviously, uniformly convex Banach spaces are uniformly convex hyperbolic
spaces, CAT(0) spaces are also uniformly convex hyperbolic spaces, [14].

Definition 2.2 [7] A multi-valued mapping T : E → CB(E) is called to be a
Suzuki mapping if

1

2
dist(x, T (x)) ≤ d(x, y) implies H(T (x), T (y)) ≤ d(x, y) (1)

for all x, y ∈ X.

Definition 2.3 [1] A multi-valued mapping T : E → CB(E) is said to satisfy
condition (Eµ) provided that

dist(x, T (y)) ≤ µdist(x, T (x)) + d(x, y), for all x, y ∈ E.

We say that T satisfies condition (E) whenever T satisfies condition (Eµ) for
some µ ≥ 1.

Lemma 2.4 [6] If E is a nonempty closed convex subset of X and T : E →
CB(E) is a multi-valued Suzuki mapping, then T satisfies the condition (E3).

We need the following definition of convergence in hyperbolic spaces [5] which
is called ∆-convergence.

Let {xn} be a bounded sequence in a hyperbolic space X. Define a function
r(·, {xn}) : X → [0,∞) by

r(x, {xn}) = lim sup
n→∞

d(x, xn), for all x ∈ X.

The asymptotic radius of a bounded sequence {xn} with respect to a nonempty
subset K of X is defined and denoted by

rK({xn}) = inf{r(x, {xn}) : x ∈ K}.

The asymptotic center of a bounded sequence {xn} with respect to a nonempty
subset K of X is defined and denoted by

ACK({xn}) = {x ∈ X : r(x, {xn}) ≤ r(y, {xn}), for all y ∈ K}.

Recall that a sequence {xn} in X is said to ∆-converge to x ∈ X if x is the
unique asymptotic center of {un} for every subsequence {un} of {xn}. In this
case, we write ∆-limn→∞ xn = x and call x the ∆-lim of {xn}.

The sequence {xn} is called to be regular relative to E if r(E, {xn}) =
r(E, {xnj}) for every subsequence {xnj} of {xn}. It is known that every bounded
sequence in a Banach space has a regular subsequence (see [8]). The proof is
metric in nature and carries over to the present setting without change.

3
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Lemma 2.5 [4] Let (X, d,W ) be a complete uniformly convex hyperbolic space
with a monotone modulus of uniform convexity η and E is a closed convex subset
of X if {xn} is a bounded sequence in E, then the asymptotic center of {xn} is
in E.

Lemma 2.6 [10] Let (X, d,W ) be a complete uniformly convex hyperbolic space
with a monotone modulus of uniform convexity η. Let x ∈ X and {αn} be a
sequence in [a, b] for some a, b ∈ (0, 1). If {xn} and {yn} are sequences in X such
that lim supn→∞ d(xn, x) ≤ c, lim supn→∞ d(yn, x) ≤ c, limn→∞ d(W (xn, yn, αn), x) =
c for some c ≥ 0, then

lim
n→∞

d(xn, yn) = 0.

Lemma 2.7 [11] Every bounded sequence in a complete CAT(0)(and hence
hyperbolic) space has a ∆-convergent subsequence.

Lemma 2.8 [7] If {xn} is a bounded sequence in complete uniformly convex
hyperbolic space (X, d,W ) with A({xn}) = {p}, {un} is a subsequence of {xn}
with A({un}) = {u} and the sequence {d(xn, u)} converges, then p = u.

Definition 2.9 [8] Let E be a nonempty subset of a metric space (X, d) and
x ∈ X. The radius of E relative to x is defined by

rx(E) := sup{d(x, y) : y ∈ E}.

The diameter of E is defined by

diam(E) := sup{d(x, y) : x, y ∈ E}.

Definition 2.10 [2] Let T : E → CB(E) be a multi-valued mapping. A
sequence {xn} in E is called an approximate fixed point sequence (resp. an
approximate endpoint sequence) for T if limn→∞ dist(xn, T (xn)) = 0 (resp.
limn→∞ rxn

(T (xn)) = 0). A mapping T is said to have the approximate fixed
point property (resp. the approximate endpoint property) if it has an approxi-
mate fixed point sequence (resp. an approximate endpoint sequence) in E.

Lemma 2.11 [15] Let E be a nonempty subset of X, {xn} be a sequence in E
and T : E → K(E) be a multi-valued mapping. Then rxn

(T (xn)) → 0 if and
only if dist(xn, T (xn))→ 0 and diam(T (xn))→ 0.

Lemma 2.12 [13] Let E be a nonempty bounded closed convex subset of a com-
plete uniformly convex hyperbolic space X with monotone modulus of uniform
convexity and T : E → K(E) be a multi-valued Suzuki mapping. Then T has
an endpoint if and only if T has the approximate endpoint property.

Next, we also need the following definitions that will be used in the next
section.

A sequence {xn} in E is said to be Fejér monotone with respect to E if

d(xn+1, q) ≤ d(xn, q) for all q ∈ E and n ∈ N.

4
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Definition 2.13 [13] Let E be a nonempty subset of a hyperbolic space X.
A mapping T : E → K(E) is said to satisfy condition (J) if there exists a
nondecreasing function h : [0,∞) → [0,∞) with h(0) = 0, h(r) > 0 for r ∈
(0,∞) such that

rx(T (x)) ≥ h(dist(x,End(T ))) for all x ∈ E.

The mapping T is called semicompact if for any sequence {xn} in E such that

lim
n→∞

rxn(T (xn)) = 0,

there exists a subsequence {xnj
} of {xn} and q ∈ E such that limn→∞ xnj

= q.

3 Main results
For this part, we start by introducing the notion of the modified SP-iteration
process for multi-valued mappings. Notice that it is an improvement of the
one so called the SP-iteration process given in Phuengrattana and Suantai [17].
They [17] also showed that SP-iteration process is a generalized version and the
sequence generated by the SP-iteration process converges faster than Ishikawa
for the class of nondecreasing and continuous functions.

Let X be a hyperbolic space and E be a nonempty convex subset of X,
{αn}, {βn}, {γn} be sequences in [0, 1] and T : E → K(E) be a multi-valued
mapping. The sequence generated by the modified SP-iteration is defined by
z1 ∈ E, 

yn = W (un, zn, γn)

wn = W (vn, yn, βn)

zn+1 = W (xn, wn, αn),

(2)

where un ∈ T (zn) such that d(zn, un) = rzn(T (zn)), vn ∈ T (yn) such that
d(vn, yn) = ryn(T (yn)) and xn ∈ T (wn) such that d(xn, wn) = rwn

(T (wn)).
We need the following important Lemmas that will be used in the sequel.

Lemma 3.1 Let E be a nonempty bounded closed convex subset of a complete
uniformly convex hyperbolic space X with monotone modulus of uniform convex-
ity and T : E → K(E) be a multi-valued Suzuki mapping. If {zn} is a sequence
in E, then the following holds:

zn
∆−→ z, dist(zn, T (zn))→ 0 and diam(T (zn))→ 0 imply z ∈ End(T ).

Proof. From Lemma 2.5, we obtain that z ∈ E. For each n ∈ N, we can choose
wn ∈ T (zn) such that d(zn, wn) = dist(zn, T (zn)). By passing throught a subse-
quence, we may assume that {zn} is regular relative to E. Let A(E, {zn}) = {z}
and r = r(E, {zn}). By similar way in the proof of Lemma 2.12, we obtain that
z ∈ End(T ).

5
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Lemma 3.2 Let E be a nonempty closed convex subset of a complete uniformly
convex hyperbolic space X with monotone modulus of uniform convexity and
T : E → K(E) be a multi-valued Suzuki mapping with End(T ) ̸= ∅. Let
{zn} be a sequence generated by the modified SP-iteration process (2). Then
limn→∞ d(zn, q) exists for each q ∈ End(T ).

Proof. Let T be a multi-valued Suzuki mapping and q ∈ End(T ). Therefore,

1

2
dist(q, T (q)) = 0 ≤ d(q, yn), (3)

1

2
dist(q, T (q)) = 0 ≤ d(q, wn), (4)

and
1

2
dist(q, T (q)) = 0 ≤ d(q, zn), (5)

for all n ∈ N. This implies that

H(T (q), T (yn)) ≤ d(q, yn), (6)

H(T (q), T (wn)) ≤ d(q, wn), (7)

and
H(T (q), T (zn)) ≤ d(q, zn). (8)

Using (2) and (8), we obtain that

d(yn, q) = d(W (un, zn, γn), q)

≤ (1− γn)d(un, q) + γnd(zn, q)

= (1− γn)dist(un, T (q)) + γnd(zn, q)

≤ (1− γn)H(T (zn), T (q)) + γnd(zn, q)

≤ (1− γn)d(zn, q) + γnd(zn, q)

≤ d(zn, q). (9)

Next, using (2), (6) and (9)

d(wn, q) = d(W (vn, yn, βn), q)

≤ (1− βn)d(vn, q) + βnd(yn, q)

= (1− βn)dist(vn, T (q)) + βnd(yn, q)

≤ (1− βn)H(T (yn), T (q)) + βnd(yn, q)

≤ (1− βn)d(yn, q) + βnd(yn, q)

≤ d(yn, q) ≤ d(zn, q). (10)

6
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Again, using (2), (7) and (10)

d(zn+1, q) = d(W (xn, wn, αn), q)

≤ (1− αn)d(xn, q) + αnd(wn, q)

= (1− αn)dist(xn, T (q)) + αnd(wn, q)

≤ (1− αn)H(T (wn), T (q)) + αnd(wn, q)

≤ (1− αn)d(wn, q) + αnd(wn, q)

≤ d(wn, q)

≤ d(zn, q). (11)

This shows that sequence {d(zn, q)} is decreasing and bounded below. Thus
limn→∞ d(zn, q) exists for each q ∈ End(T ).

Next, we prove ∆-convergence theorem for a multi-valued mapping in hy-
perbolic spaces.

Theorem 3.3 Let E be a nonempty closed convex subset of a complete uni-
formly convex hyperbolic space X with monotone modulus of uniform convexity
and T : E → K(E) be a multi-valued Suzuki mapping with End(T ) ̸= ∅. Let
{zn} be a sequence generated by the modified SP-iteration process (2). Then
{zn} ∆-converges to an endpoint of T .

Proof. First we will prove that rzn(T (zn))→ 0. Let q ∈ End(T ). Since T is a
multi-valued Suzuki mapping and

1

2
dist(q, T (q)) = 0 ≤ d(q, zn)

for all n ∈ N, then
H(T (q), T (zn)) ≤ d(q, zn).

From Lemma 3.2, we know that for each q ∈ End(T ), limn→∞ d(zn, q) exists.
Let limn→∞ d(zn, q) = t ≥ 0. If t = 0, then

d(zn, un) ≤ d(zn, q) + d(q, un)

= d(zn, q) + dist(T (q), un)

≤ d(zn, q) +H(T (q), T (zn))

≤ d(zn, q) + d(zn, q).

Taking n→∞ on above inequality, we have

lim
n→∞

rzn(T (zn)) = lim
n→∞

d(zn, un) = 0.

7
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If t > 0, then

d(yn, q) = d(W (un, zn, γn), q)

≤ (1− γn)d(un, q) + γnd(zn, q)

= (1− γn)dist(un, T (q)) + γnd(zn, q)

≤ (1− γn)H(T (zn), T (q)) + γnd(zn, q)

≤ (1− γn)d(zn, q) + γnd(zn, q)

≤ d(zn, q).

Letting limsup as n→∞ on the both sides of above inequality, we have

lim sup
n→∞

d(yn, q) ≤ lim sup
n→∞

d(zn, q) ≤ t. (12)

From (11), we have d(zn+1, q) ≤ d(wn, q).
Then we obtain that

t ≤ lim inf
n→∞

d(zn+1, q) ≤ lim inf
n→∞

d(wn, q). (13)

From the proof in (10), we have d(wn, q) ≤ d(yn, q).
Taking liminf as n→∞ on above inequality and using (13),

t ≤ lim inf
n→∞

d(yn, q). (14)

Combine (12) and (14), we obtain that

lim
n→∞

d(W (un, zn, γn), q) = lim
n→∞

d(yn, q) = t. (15)

Since

d(un, q) = dist(un, T (q))

≤ H(T (zn), T (q)) ≤ d(zn, q),

this implies that
lim sup
n→∞

d(un, q) ≤ t. (16)

By (15), (16), limn→∞ d(zn, q) = t together with Lemma 2.6, we have

lim
n→∞

d(un, zn) = 0. (17)

From the condition of the modified SP-iteration, so

lim
n→∞

rzn(T (zn)) = lim
n→∞

d(un, zn) = 0. (18)

Hence by the both cases we can conclude that rzn(T (zn))→ 0. It follows from
Lemma 2.11, we have dist(zn, T (zn))→ 0 and diam(T (zn))→ 0.

8
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To show that {zn} ∆-converges to an endpoint of T . Now we prove that
Wω(zn) := ∪{sn}⊂{zn}AC(E, {sn}) ⊂ End(T ) and Wω(zn) consists of exactly
one point. Let s ∈ Wω(zn). Therefore there exists a subsequence {sn} of
{zn} such that AC(E, {sn}) = {s}. From Lemma 2.5 and Lemma 2.7, there
exists a subsequence {tn} of {sn} such that ∆-limn→∞ tn = t ∈ E. Since
dist(tn, T (tn)) → 0 and diam(T (tn)) → 0 and it follows from Lemma 3.1, we
have t ∈ End(T ) and limn→∞ d(zn, t) exists by Lemma 3.2. Thus by Lemma 2.8
we have s = t ∈ End(T ). This shows that Wω(zn) ⊂ End(T ). Next, we prove
that Wω(zn) consists of exactly one point. Let {sn} be a subsequence of {zn}
such that AC(E, {sn}) = {s} and AC(E, {zn}) = {z}. Since s ∈ Wω(zn) ⊂
End(T ) and from Lemma 3.2, we know that {d(zn, s)} exists. By Lemma 2.8,
z = s. Therefore the proof is completed.

Next, we present the following key lemma for proving the strong convergence
theorem.

Lemma 3.4 Let E be a nonempty closed subset of a complete hyperbolic space
X and {wn} be a Fejér monotone sequence with respect to E. Then {wn}
converges strongly to an element of E if and only if limn→∞ dist(wn, E) = 0.

Proof. Assume that {wn} converges strongly to q ∈ E. Thus limn→∞ d(wn, q) =
0. Because 0 ≤ dist(wn, E) ≤ d(wn, q), therefore limn→∞ dist(wn, E) = 0.
Conversely, suppose that limn→∞ dist(wn, E) = 0. Since {wn} is a Fejér mono-
tone sequence with respect to E, we have

d(wn+1, q) ≤ d(wn, q) for all q ∈ E.

Thus infq∈Ed(wn+1, q) ≤ infq∈Ed(wn, q), which means that
dist(wn+1, E) ≤ dist(wn, E). Therefore limn→∞ dist(wn, E) exists. By hypoth-
esis, we obtain that limn→∞ dist(wn, E) = 0. Next, we show that {wn} is a
Cauchy sequence in E. Let r > 0. Since limn→∞ dist(wn, E) = 0, there exists
n0 ∈ N such that

dist(wn, E) <
r

2
for all n ≥ n0.

Inparticular, inf{d(wn0
, q) : q ∈ E} < r

2 .
Therefore there exists q0 ∈ E such that d(wn0 , q0) < r

2 . For any n,m ≥ n0, we
have

d(wn+m, wn) ≤ d(wn+m, q0) + d(q0, wn)

≤ d(wn0
, q0) + d(q0, wn0

)

≤ r

2
+
r

2
= r.

This means that a sequence {wn} is a Cauchy sequence in E. Since E is a
closed subset of a complete hyperbolic space X, we have E is also complete.
Then {wn} must be convergent to a point in E.

9
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Theorem 3.5 Let E be a nonempty closed convex subset of a complete uni-
formly convex hyperbolic space X with monotone modulus of uniform convexity
and T : E → K(E) be a multi-valued Suzuki mapping with End(T ) ̸= ∅. Let
{zn} be a sequence generated by the modified SP-iteration process (2). If T
satisfies condition (J), then {zn} converges strongly to an endpoint of T .

Proof. First, we will show that End(T ) is closed. Let {zn} ⊆ End(T ) such
that zn → z ∈ E. We will prove that z ∈ End(T ). Since T is a multi-valued
Suzuki mapping, therefore T satisfies condition (E3). Then

dist(zn, T z) ≤ 3dist(zn, T (zn)) + d(zn, z)→ 0 as n→∞.

This implies that z ∈ T (z). Next, we show that {z} = T (z). Take any point
w ∈ T (z). Since T is a multi-valued Suzuki mapping,

1

2
dist(zn, T (zn)) = 0 ≤ d(zn, z) implies that H(T (zn), T (z)) ≤ d(zn, z).

Since zn ∈ End(T ), we have

d(w, z) ≤ d(w, zn) + d(zn, z)

= dist(w, T (zn)) + d(zn, z)

≤ H(T (z), T (zn)) + d(zn, z)

≤ d(zn, z) + d(zn, z)→ 0 as n→∞.

Hence w = z. Because w ∈ T (z) is arbitrary, then T (z) = {z}, so z ∈
End(T ). Thus End(T ) is closed. Next, as in the proof of Theorem 3.3, we
have rzn(T (zn))→ 0 and it follows from T satisfies condition (J),

h(dist(zn, End(T ))) ≤ rzn(T (zn))→ 0.

This implies that limn→∞ h(dist(zn, End(T ))) = 0. Since h : [0,∞)→ [0,∞) is
nondecreasing with h(0) = 0, h(r) > 0 for r ∈ (0,∞), we obtain that
limn→∞ dist(zn, End(T )) = 0. As in the proof of Lemma 3.2 implies that {zn}
is Fejér monotone with respect to End(T ). By applying Lemma 3.4, we obtain
the desired result.

Theorem 3.6 Let E be a nonempty closed convex subset of a complete uni-
formly convex hyperbolic space X with monotone modulus of uniform convexity
and T : E → K(E) be a multi-valued Suzuki mapping with End(T ) ̸= ∅. Let
{zn} be a sequence generated by the modified SP-iteration process (2). If T is
semicompact, then {zn} converges strongly to an endpoint of T .

Proof. As in the proof of Theorem 3.3, rzn(T (zn))→ 0 and T is semicompact,
we may assume a subsequence znk

→ z for some z ∈ E. Again, as in the proof
of Theorem 3.3, we obtain that rznk

(T (znk
))→ 0. By Lemma 2.11, we also get
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dist(znk
, T (znk

)) → 0 as k → ∞. Since T is a multi-valued Suzuki mapping,
therefore T satisfies condition(E3). Because of

dist(z, T (z)) ≤ d(z, znk
) + dist(znk

, T (z))

≤ d(z, znk
) + 3dist(znk

, T (znk
)) + d(znk

, z)→ 0 as k →∞,

we obtain that z ∈ T (z). Next, we show that {z} = T (z).
Notice that 1

2dist(z, T (z)) = 0 ≤ d(znk
, z) for all k ∈ N. Since T is a multi-

valued Suzuki mapping, we have

H(T (znk
, T (z))) ≤ d(znk

, z).

We now let u ∈ T (z) and choose wnk
∈ T (znk

) so that d(u,wnk
) = dist(u, T (znk

)).
For all k ∈ N, we obtain that

d(z, u) ≤ d(z, znk
) + d(znk

, wnk
) + d(wnk

, u)

≤ d(z, znk
) + rznk

(T (znk
)) + dist(u, T (znk

))

≤ d(z, znk
) + rznk

(T (znk
)) +H(T (z), T (znk

))

≤ d(z, znk
) + rznk

(T (znk
)) + d(z, znk

).

Taking limit as k → ∞, we get that z = u for all u ∈ T (z) and so {z} = T (z).
Hence z ∈ End(T ). By Lemma 3.2, limn→∞ d(zn, q) exists for each q ∈ End(T ),
it follows that zn → z as n→∞. This completes the proof.

4 Numerical example
In this section, we give an example shows that there exists a mapping which is a
multi-valued Suzuki mapping but is not a nonexpansive mapping. Furthermore,
we illustrate that a sequence generated by the modified SP-iteration process (2)
converges to an endpoint of the multi-valued Suzuki mapping.

Example 4.1 LetX = R with metric defined by d(x, y) = |x−y| and E = [0, 3].
Define W : X2 × [0, 1] → X by W (x, y, α) := αx + (1 − α)y for all x, y ∈ X
and α ∈ [0, 1]. Then (X, d,W ) is a complete uniformly hyperbolic space with a
monotone modulus of uniform convexity and E is a nonempty compact convex
subset of X. Let T : E → K(E) defined by

Tz =

{
{0}, z ̸= 3;
{1}, z = 3.

By [19] showed that the mapping T is a Suzuki mapping. But T is not a
nonexpansive mapping if we take x = 2.9 and y = 3. Moreover, End(T ) =

{0}. For initial point z0 = 0.1 and αn = βn = γn =
1√

3n+ 7
. Therefore

{αn}, {βn}, {γn} ⊆ [0, 1]. Set stop parameter to |zn − 0| ≤ 10−12, where 0 is
an endpoint of T . By using MATLAB, we compute the sequence generated by
the modified SP-iteration process (2) converging to 0 as in Table 1 and Figure 1.
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iterate the modified SP-iteration process
z0 0.1
z1 0.024068308483
z2 0.006367770608
z3 0.001780515413
z4 0.000516698713
: :

z20 0.000000000008
z21 0.000000000003
z22 0.000000000000

Table 1: Sequences generated by SP-iteration process

Figure 1 Convergence of iterative sequences generated by SP-iteration
process
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