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ABSTRACT

The new matrix polynomial structures of special functions are emerging with wide variety of applications
in many of the engineering fields. The focus of this paper is mainly to obtain different types of integral
representations for modified Jacobi Matrix Polynomial namely finite and infinite single integral
representations, double integral representations of the polynomial.
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INTRODUCTION

In the past few years, many authors extended classical polynomials to matrix polynomials. Many authors
generalized the hypergeometric series, Appell’s hypergeometric functions also to matrix version of the
functions. Recently, a good number of authors studied matrix version of Jacobi, Hermite, Legendre and
other polynomials [1]-[4]. The theory of matrix polynomials provides a way to solve many problems in
mathematical physics which have real time applications. L.Jodar [5]-[8] introduced matrix form of
Laguerre and Hermite and Hypergeometric function. Subhi Khan and others extended Laguerre
polynomials with two variables [9]. Parihar and Patel [10] introduced the modified Jacobi polynomials
and derived generating function and recurrence relations of modified Jacobi polynomial. Later on Sri
Lakshmi, V [4] introduced matrix form of modified Jacobi polynomial and derived generating function,
recurrence relations of matrix version of modified Jacobi polynomial. Srimanarayana, N et.al [11], [12],
derived integral representations for Generalized Hypergeometric function and modified Konhauser’s
polynomial. In the present study finite and infinite integral representations and double integral

representations has been established for J(* (X, W) .

Preliminary Definitions

In the present article, we abide by the rules of matrix theory. Assume Py, P,...,P,€C™ " , where P, be
the matrix of size ‘m’ and the matrix polynomial of degree 'n’ as f,(z)=P,z"+P,_, 2" +..+ P z+P,,
where Pn is not a null matrix. Also, [ and O be the identity and null matrices in C™"™ . For a matrix

PeC™™, o(P) is the spectrum of P and the matrix P is a positive stable matrix.

In[13], forall PeC™"™ and P+n| isinvertible, where ‘n’ is an integer, then the Pochhammer symbol
is defined by
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PP+1)...(P+(n=1)I);n=0
(P), =4 (P+n)T*(P) ;n=0 (1)
I ;n=0
For preliminary matrix version of Gamma, Beta, and Hypergeometric functions one can refer [2], [5], [6],
[7], and [13]. In [10], Parihar and Patel defined modified Jacobi Polynomial using a difference operator
[14]. Later, Sri Lakshmi, V, et.al extended the same as modified Jacobi Matrix polynomial, JrEA)(X,W) as

follows [4].
P (x,w) _(A+D), 2Fl[—nl Ry A;w}
n! w

X r
_(A+), i(_”' ) (w] ")

nt = ri(l+A),

To obtain different integral representations, the following well-known results have been used:
Maclaurin’s theorem is

(2)

(3)

= £ (0)s'
f(s)= L (4)
o !
so that the coefficients " (0);1=0,1, 2, — ——are obtained by the integrals
@ f(s)ds |
f0(0)= j > 5=0,1,2...
27r| S )
For Re(M) and Re(n - m) >0, we have
(m), r(n) [ omiia “m-1
= FMTA-4)""dSg (6)
(n); I(mI(n—m) }[
r(n)= [ e t""dt (7)
if Real(m,n) >0, then
11 k-1 k 14
(I-x)"y (@-y) ™ (1 )
If Real (k1)>0, Real(A)>0 then
J’J‘uk 4! 1(1 U— V)/l dudyv = F(k)r(|)l—‘(/1) 9)
r'k+l+A4)
where ‘A’ is the area lies between u, v > 0 and u+v < 1.
7l2
B(a,b)=2 j (sint)?**(cost)®dt (10)
0
A A+l
A), =2 Z || === 11
e [ZN 2 ] o

provided Re(s)>0 and Re (a)>0 [15], [16]

Integral Representation For J (¥ (X, W)
A. Integral Representation by a Contour Integral
By the generating function of J rEA) (X, W), we have
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o 7(A)
ZJ (XW) t|:(_|+A —Wt) (12)

n=0 ( n
Assume f(u)=e" 1Fl(i, I +A;—wu) (13)
w

Using Maclaurin’s theorem (4) and using (5), we arrive at the following:

Theorem 1: Assume A be any square matrix of order n” A#0

A+ I _n- X
JB(x,w)= (A+1), ) Iu "' F| =, 1+ A-wu |du (14)
W
Where the contour 1ntegral is around the u-plane in anti-clockwise sense.
Proof
Using Maclaurin’s Theorem, we have
= £ M)y
=Y —
“~ n!
f(u
= f™(0)= j W gy;n=01,-—-
2zi? u
= W (x,w
if e, F, [ L+ A - WU} ZMUH
o (1+A),

f(u
( )du which leads to

n+l

ntIPW(x,w)  nl OJf
(1+A),  2zi
0+
JﬁA)(X,W):M f u"e',F, (1, |+ A —wujdu
2 w

7l

B. Real Integral Representation
If ‘A’ be any square matrix of order NxNn and JrEA) (X, W) be the modified Jacobi matrix polynomial, then

the real integral representations of this polynomial are as follows:

e, ( j(m
IM(x, w) Z J'ms(m +r—n)o do
r,m=0 |’|(|
(15)
Proof
Using (14), it reduces to (by choosing the contour U =e"

(A _(A+1), pi0(-n-1) ( )Wr ¢ .7
I (X’W)_n!(zm)j Z; ri(l +A), ledg

(A1), e (6 w( j(mew
:Wl Z Z(; r'r(I+A) do

By changing the order of summation and integration, we obtain

:(A+|)n z ( ](_ ) Te(mmr)iﬁ do

nl(2rz) o ri(1+A),
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(),
:(A(‘;ﬁ')) r;(, TUTA), Icis(m+r—n)d6’

Consequently, we arrive at

(-w)
3P (W) = (A+') 3 —( ) Jeis(m-+r-m)o do

r,m=0 rl(l

C. Finite Single Integral Representation
Theorem 2

Assume A be any square matrix of order ‘n’ A=0.1f Re(a) and Re(b —a) are positive, then

r'(b LA K nlb, 2
( ) 5 Wt dt (16)

I'(a)I'(b-a)s L+ A a
Proof: By using (3)

37 (xw) =

X r
JA (A+1), < (_nl)r (erw
P x,w)= >

nt = ri(l+A)

_(A+1)
oo Z.: ri(1+A),(a) (b),
On using (1.5), we have

X\
e e OO oo

w a+r-1 b—a—1
2, () Tt e

By interchanging the order of integration and summation, we have

(e, (vaj (b). |

— F(b) (1ot _opaa (A,

O !t (1-t) - ZO: "TIVE)

_- 1—1(b) v[ta—l(l t)b —a—1 _nl’b,%;\/\/t dt
I'(a)l'(b-a) a(l+A)

Theorem 3

Assume A be any square matrix of order '’ A#0

1
If real part of 4, b>— E , then

/2 nl X a+b a+b+1,
J’(sint)z""‘l(cost)”"14F3 'w' 2 " 2 ’wsin’tcos’t | dt
0

(1+A), a, b;

2T(a+b) (1 +A)

337 (x,w) =
n!'T"(a)I'(b)

(17)
By the equation (3) oer(]A) (X, W), we have
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I (x,w) = (I lA)”

2F{—nl,i;uA;w}
n W
X\
(1A, & (_”')r(wlw T'(a+b+2r)(a), (b),
~nl & (1+A),r!  (a),(b),[(a+b+2r)

(I +A), < (_nl)r(\j(vjr W 2T'(a+b+2r) T Sint)22 1 (cos )22 Lt
Y Z(; (1+A),r! I'(a)(b) l( ) (cost)

On interchanging the order of integration and summation, we have

(-nl) (Xj (a+bj (a+b+1)
_ (|+A)nr(a+b)ﬁ/2 i ry2a-l 261N w2 ), 2 b i 2T pnr . r
2 ar@ro) ! I o)™ —— @), N (oSt

i X atb a+b+1
_ 2 (a+b)(1 + A) I(Sint)zafl(COSt)ZbﬂFg n w2 ' 2 wsin?tcos®t | dt
nr'@rb) -

(I+A), a, b;

Hence the proof.

D. Infinite Single Integral Representation
If “ A’ be any square matrix of order nxn and JrsA)(X,W) be the modified Jacobi matrix polynomial,

then infinite single integral representation of this polynomial is as follows:

Theorem 4
Assume Abe any square matrix of order ‘'’ A= 0.

X
T -nl,—;
et F, w’ wt? |dt
- al+A

(I+A),

0 _
T W)= I'(a)n!

(18)
Proof
From the equation (3) of Jr(]A) (X, W), we have

J2(x,w) =(IJ;—|A)”2F{—nI,%;I +A;w}

XY o
(A, Zn:(nl)r(wjrw I'(a+r)
nr@ & (1+A),r (),

(1+A), < (_m)f(\j(v) "
B n!l“(a;,z;‘(l+A)rr!(ra)r J e

On interchanging the order of integration and summation, we have

—nl Xj 2\r
_{+A), Tetztmz”:( i )r(w i ) dt
r(a)nl —o r=0 (a)r(l +A)r rl

—00
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X
T -nl,—;

:—(F”A)n' je—‘ t?*%,F, w'wt? |dt
@nts, a,l+A

Hence the theorem.

E. Double integral representation
Theorem 5
Assume A be any square matrix of order ‘n’ A# 0. If real part of a, b, A >0 then

T(A)(1 + A XA AL
JrEA)(X,W): = gi)(lj_/%)n - J‘J‘uaf b—l(l_u_v)ﬂ—a—b—14|:3 "W 2 2 T2 ww | dudv
nil(@)T'(b)['(A—-a-b) a b, 1+A
(19)

Proof: From the equation (3) of JrEA) (X, W) we have

JrﬁA)(x,W):wzFl[—nl,i; I +A;W}
n! w

2l

R e e N A

_ F(i)(l + A)n z 2 r 2 2 AW/, J'J'ua+r—lvb+r—1(1_u _V)i—a—b—ldu dv

Nr@IO(i-a-b)S  (1+A),rl@),b), %

On interchanging the order of integration and summation, we have

A 1
1V A +—=
2 2

F(A)+A), nl,

T nIF@)(b)(A-a-b)

J‘ J‘ Uyt 1-u-Vv) J-a—b-1 .F -
A

o = |x
+ N>

;uvw dudv

a, 1+A ;

Hence the theorem.

Applications
If “ A’ be any square matrix of order nxn and JrEA)(X,W) be the modified Jacobi matrix polynomial,

then the applications of the above theorems of this polynomial are as follows:

Theorem 6
1 ta—l
IV x,w)=| —— I (x, wt) dt
P xw) ! g (W)
Proof

By setting a = b, in (15), we come across at

(—mx(xj(wof

(A) _1 (A, w
J (X,W)—J- (l—t) n! ; r! (I +A),—

Theorem 7
1 ta—l

IM(x, W)= j — L (xt) dt (20)
, (1-1)

Proof

By considering W —> 0 and setting @ =D in (15), we arrive at the following:
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" AT, & (nl), (xt)
I (X’W)_I 1-t) n! Z; nt(l +A), a

0
1 al

! 0 — LW (xt) dt

Where L("(x) is the Laguerre matrix polynomial of one variable [2].

Theorem 8
-nl ;
IO (x, W)= o (I+A), J‘ ot T «t2 |dt
nil'(a) 7, al+A
Proof

By assuming W — 0, we have
IR (x, w) = (+A), J' e t'p2al & (), ()
ll—‘( ) r=0 (a)r (l +A)r r!

2 _nl ;
=_('+A)“j e t? F, xt? |dt
nil'(a) 7, a,l+A

CONCLUSION

This research paper is intended to give some of integral representations of Modified Jacobi Matrix
Polynomials. Also, interesting particular cases as applications to some of our results has been discussed.
One can get Laplace Transform of this modified Jacobi Matrix polynomial and its applications. These
matrix integral representations emerge to a wide variety of applications in mathematical physics and
engineering. These results are significant in nature and are capable of studying further research work.

Acknowledgment
The authors are very thankful to the reviewers for their comments and suggestions. And they are very
thankful to their corresponding organizations for their encouragement

REFERENCES

[1] M.M.Makky.(2021)Extended of Legendre Matrix Polynomials of two variables.International Journal
of Mathematical Analysis. 15(2).85-93. doi: 10.12988/ijma.2021.912102

[2] Fuli He, Ahmed Bakhet, M.Hidan&M.Abdalla.(2019)Two Variables Shivley’s Matrix Polynomials.
Symmetry.11(2) https://doi.org/10.3390/sym11020151

[3] G.Yasmin& S Khan. (2014)Hermite matrix-based polynomial of two variables and lie algebraic
Techniques. Southeast Asian BullMath.38.603-618.
https://www.researchgate.net/publication/264236643_Hermite_Matrix_based_Polynomials_of_two
_Variables_and_Lie_Algebraic_Techniques.

[4] V .Sri LakshmiN. Srimannarayana, B.Satyanarayana,M.RadhaMadhavi&D.Ramesh.(2020). On
Modified Jacobi Matrix Polynomials.International Journal of Advanced Science and
Technology.29(1.85).924-932.
https://www.researchgate.net/publication/343650134_0n_Modified_]Jacobi_Matrix_Polynomials

[5] L.Jodar&E.Defez.(1998)A  Connection between Laguerre’s and Hermite’s matrix
polynomials.Appl.MathLett.11(1) 13-17.. https://doi.org/10.1016/S0893-9659(97)00125-0

[6] L.Jordar&].C.Cortes. (1998) On the Hypergeometric Matrix function, ].Comp.Anal. Math, 99. 205- 217.
https://doi.org/10.1016/S0377-0427(98)00158-7

[71 L.Jordar&].Sastre,(2000)The growth of Laguerre matrix polynomials of

[8] bounder intervals.Appl.Math Lett.13, 21-26. https://core.ac.uk/download/pdf/82551946.pdf

[9] L.Jordar,R.Company,E.Navarro.(1994) Laguerre matrix polynomials and system of second-order
differential equations, Appl.Num. Math,15, 53-63.
https://www.sciencedirect.com/science/article/pii/0168927494000123

[10] Subi Khan& N.A.M Hassan.(2010) 2-Variables Laguerre polynomials and Lie-algebraic
techniques.].Phys.A, 43. 204-235.
https://www.sciencedirect.com/science/article/pii/0168927494000123

773 V.Sri Lakshmi et al 767-774


https://www.researchgate.net/publication/264236643_Hermite_Matrix_based_Polynomials_of_two_Variables_and_Lie_Algebraic_Techniques
https://www.researchgate.net/publication/264236643_Hermite_Matrix_based_Polynomials_of_two_Variables_and_Lie_Algebraic_Techniques
https://www.researchgate.net/publication/343650134_On_Modified_Jacobi_Matrix_Polynomials
.%20https:/core.ac.uk/download/pdf/82551946.pdf
.%20https:/www.sciencedirect.com/science/article/pii/0168927494000123
.%20https:/www.sciencedirect.com/science/article/pii/0168927494000123
https://www.sciencedirect.com/science/article/pii/0168927494000123

Journal of Computational Analysis and Applications VOL. 33, NO. 6, 2024

[11] C.L.Parihar&V.C.Patel, (1979) On Modified Jacobi Polynomial.].Indian Acad. Math., 1.1, 41-46.
https://www.researchgate.net/publication/343650134_0On_Modified_]Jacobi_Matrix_Polynomials

[12] N .Srimannarayana ,B.Satyanarayana& D. Ramesh.(2019)Some Integral Results Associated with
Generalized Hypergeometric Function. International Journal of Recent Technology and Engineering,
2277-3878.8(1.2).1067-1071.
https://www.ijrte.org/wp-content/uploads/papers/v8i2/B1867078219.pdf

[13] N.Srimannarayana, B.Satyanarayana, D.Ramesh& M. RadhaMadhavi.(2020) Integral representations
for Modified Konhauser’sPolynomial.International Journalof Advanced Science and
Technology.29(.3), 6473-6481. http://sersc.org/journals/index.php/IJAST/article/view /7237

[14] M. Abdalla, (2018) Special matrix functions: characteristics, achievements and future directions.
Linear and Multilinear Algebra, 68(1) 1-28.https://doi.org/10.1080/03081087.2018.1497585

[15] L.M.Milne-Thomson,The Calculus of Finite Differences, Macmillan, London, 1951.

[16] Srivastava H.M &W.Karlsson, Multiple Gaussian Hypergeometric Series, Ellis Horwood Limited,
England, 1985.

[17] Rainville, E.D, Special Functions, Macmillan, New York, 1960.

774 V.Sri Lakshmi et al 767-774


https://www.ijrte.org/wp-content/uploads/papers/v8i2/B1867078219.pdf
https://doi.org/10.1080/03081087.2018.1497585

