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ABSTRACT 
With the escalating number of attacks on information systems and networks, the need for robust 
cybersecurity measures has never been more pressing. Leveraging the power of Artificial Intelligence (AI) 
and Machine Learning (ML), we can develop intrusion detection systems that are more adaptive and 
efficient. While existing machine learning models can be used for intrusion detection, their performance 
can be significantly improved through hyperparameter tuning and feature engineering. This paper 
introduces a machine learning-based framework that is specifically designed to create an efficient 
intrusion detection system. The framework incorporates a hybrid feature engineering methodology and 
hyperparameter tuning using Bayesian Optimization for machine learning models. We propose an 
ensemble of machine-learning models that have been fine-tuned for superior intrusion detection 
performance. Our proposed algorithm, known as Ensemble Learning-Based Intrusion Detection (ELBID), 
harnesses the power of machine learning models with optimizations for intelligent detection of 
intrusions. The ensemble model we have developed surpasses many existing ML models in intrusion 
detection, achieving an impressive accuracy of 94.59%. As a result, our optimized ensemble model can be 
seamlessly integrated into real-world applications, significantly enhancing cyber security. 
 
Keywords: Intelligent Intrusion Detection, Artificial Intelligence, Machine Learning, Hyper Parameter 
Tuning, Feature Engineering, Cyber Security 
 
1. INTRODUCTION 
An Intrusion Detection System (IDS) is a security solution designed to monitor network or system 
activities for malicious activities or policy violations. It works by analyzing network traffic, system logs, or 
behavior patterns to identify potential threats. IDS can be classified into two main types: Network-based 
Intrusion Detection Systems (NIDS) that monitor network traffic in real-time, and Host-based Intrusion 
Detection Systems (HIDS) that analyze activities on individual devices. IDS helps organizations detect and 
respond to cyber threats, enhancing overall security posture. Machine learning for intrusion detection 
involves using machine learning algorithms to detect and prevent unauthorized access to computer 
systems or networks. By analyzing patterns in network traffic data, machine learning models can learn to 
identify abnormal behavior that may indicate a potential security breach or cyber attack. These models 
can be trained on labeled datasets containing examples of normal and malicious network activity, 
enabling them to classify new data and flag any suspicious or anomalous behavior in real-time. 
The use of machine learning for intrusion detection has become increasingly important due to the 
growing complexity and volume of cyber threats, allowing organizations to enhance their security 
measures and protect sensitive information from unauthorized access. There are many existing intrusion 
detection systems developed based on machine learning as found in the literature in Section 2. From the 
literature, it was observed that machine learning models need to be optimized towards leveraging 
intrusion detection performance. Our contributions in this paper are as follows: 
1. We present a machine learning-based framework focused on creating an efficient intrusion detection 

system.The framework includes a hybrid feature engineering methodology and hyperparameter 
tuning using Bayesian Optimization for machine learning models. 

2. We propose an ensemble of machine-learning models optimized for superior intrusion detection 
performance. 

3. Our proposed algorithm, Ensemble Learning-Based Intrusion Detection (ELBID), utilizes machine 
learning models with optimizations to effectively and intelligently detect intrusions. The ensemble 
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model we developed outperforms many existing machine learning models in intrusion detection, 
achieving remarkable accuracy. 

The remainder of the paper is structured as follows: Section 2 reviews the literature on existing machine 
learning models used for intrusion detection systems. Section 3 presents the proposed intrusion 
detection system, which is a signature-based approach with optimizations toward leveraging 
performance in intrusion detection. Section 4 presents our experimental results, and the results are 
compared with many existing models. Section 5 discusses the research we carried out in this paper 
besides providing the study's limitations. Section 6 concludes our research work, besides giving 
directions for the future scope of the research. 
 
2. RELATED WORK 
This review covers literature about existing methods used for intrusion detection. Mishra et al. [1] discuss 
the challenges machine learning techniques face in detecting various attacks, highlighting technique-
specific relevance, challenges, and future directions.Sridevi et al. [2] focuses on how intrusion detection 
systems (IDS) with machine learning algorithms enhance security by identifying threats in various 
environments. The study compares the efficiency of algorithms across different applications.Ertam et al. 
[3] emphasize the increasing internet usage and the subsequent rise in security threats, which necessitate 
the development of IDS with machine learning-based systems. The study notes promising results using 
various datasets.Cavusoglu [4] proposes an IDS that combines machine learning and feature selection to 
efficiently detect attacks. Tests show high accuracy and low false positives.Lisboa et al. [5] highlights the 
escalating concerns about computer network security as technology advances, particularly focusing on 
the challenges of intrusion detection in IoT. The study emphasizes the importance of intelligent 
techniques that balance accuracy and efficiency. 
Sultana et al. [6] discusses how software-defined networking (SDN) with machine learning/deep 
learning-based network intrusion detection systems (NIDS) effectively safeguards networks, despite 
facing challenges such as dynamic detection, feature selection, and scalability. Sai Kiran et al. [7] uses an 
IoT test bed to simulate attacks and capture data for machine learning classification, noting challenges 
such as realistic dataset generation and diverse data handling. Othman et al. [8] emphasizes the 
significance of Big Data in reshaping IDS and proposes a Spark-Chi-SVM model with feature selection for 
high-performance intrusion detection. Hagar et al. [9] examines machine learning and deep learning 
algorithms on a specific dataset, favoring random forests for intrusion detection. Gao et al. [10] addresses 
the challenges faced by traditional IDS in timely detection of advanced threats and proposes an ensemble 
model to enhance accuracy. Otoom et al. [11] observes high performance in IDS using supervised learning 
and proper feature selection and data balancing. 
Moubayed et al. [12] introduces an optimized machine learning-based NIDS framework that enhances 
detection accuracy and reduces computational complexity. Maseer et al. [13] evaluates anomaly-based 
IDS using 10 popular machine learning algorithms and proposes a benchmarking approach to improve 
future research. Resender et al. [14] outlines the usage of Random Forest models in Intrusion Detection 
Systems, focusing on challenges and future prospects. Khan et al. [15] proposes a user-friendly biometric 
system for public transport in the UAE and emphasizes machine learning's success in Vehicular Ad-Hoc 
Networks (VANETs). Dilip et al. [16] proposes a machine learning-based IDS utilizing the NSL KDD 
dataset and evaluating ANN, SVM, and ID3 algorithms, with SVM exhibiting higher accuracy. Verma et al. 
[17] focuses on using machine learning classifiers to secure IoT against DoS attacks and plans to design an 
IDS to defend against routing attacks in IoT networks. Maxwell et al. [18] examines the vulnerability of 
NIDS to adversarial attacks and aims to investigate the internal mechanisms of machine learning models. 
Zong et al. [19] introduces a 3D visualization method for NIDS data to aid understanding of machine 
learning detection outcomes and misclassifications. Santos et al. [20] discusses the drawbacks of current 
intrusion detection systems and introduces a reinforcement learning model to efficiently tackle evolving 
network behavior, with proposals for further enhancements. Wang et al. [21] addresses the challenges of 
detecting imbalanced network traffic and proposes a novel DSSTE algorithm for improved classification 
accuracy. Yang et al. [22] focuses on enhancing interpretability in intrusion detection models using a 
SHAP-based framework and suggests utilizing more data and real-time interpretation. Raheem et al. [23] 
evaluates intrusion detection methods like SVM, RF, and ELM for network security, concluding that ELM 
performs best with large datasets. Caminero et al. [24] proposes an intrusion detection algorithm that 
combines supervised and reinforcement learning to effectively address complex network security 
challenges. 
In a recent study, Sethi et al. [25] presented a context-adaptive IDS that utilizes deep reinforcement 
learning agents for accurate and robust intrusion detection. The system's ability to withstand adversarial 
attacks has been confirmed, and there are plans to improve its deployment architecture for 
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heterogeneous cloud applications in the future. Rahman et al. [26] proposed two IoT intrusion detection 
system architectures to address latency issues in resource-constrained networks. Their effectiveness was 
validated through experimentation on the AWID dataset. The study also emphasized the importance of 
comprehensive data validation and exploration of feature removal. Chen et al. [27] introduced AE-IDS, an 
intrusion detection system based on auto-encoders, which addresses data imbalance and low accuracy 
issues. The study recommends incorporating additional information such as system logs and security 
device alarms for better defense against complex intrusions. 
Park et al. [28] proposed a machine learning-based system that improves detection and process 
achievement, providing valuable insights for future implementations. The study suggests further data 
collection for comprehensive analysis using advanced techniques. Lu et al. [29] highlighted the critical 
importance of safeguarding network security, with the proposed SVM and Naive Bayes framework 
demonstrating strong performance. Future work includes handling diverse attacks and network traffic. 
Adeel et al. [30] emphasized that ensuring cyber security is a critical challenge in the digital age. Their 
proposed IDS, which combines statistical analysis and auto-encoders, outperformed traditional and deep 
learning methods. Future work includes exploring real-time data analysis. Overall, it was observed from 
the literature that machine learning models need to be optimized to enhance intrusion detection 
performance. 
 
3. PROPOSED FRAMEWORK 
This section will outline the methodology used to develop an effective intrusion detection system based 
on machine learning models with optimizations. We will discuss the proposed framework, including the 
underlying mechanisms, algorithms, dataset details, and evaluation methodology. 
 
3.1 Problem Definition 
Cyberattacks are malicious actions carried out by individuals or groups targeting computer systems, 
networks, or digital devices. These attacks can involve activities such as stealing sensitive information, 
disrupting normal operations, or causing damage to data or systems. Cyberattacks can take various forms, 
including malware infections, phishing scams, denial of service attacks, ransomware, etc. It is essential for 
organizations and individuals to implement robust cybersecurity measures to protect against cyber 
attacks and safeguard their digital assets. The focus of this research is on developing a machine learning-
based framework with optimizations for efficient detection of intrusions. 
 
3.2 Proposed Framework 
We have developed a machine learning-based framework with optimizations for efficient endogen 
detection. After reviewing the literature, we have found that machine learning models need to be 
optimized through hyperparameter tuning and feature engineering to improve detection performance. It 
is essential to develop a machine learning-based framework with optimizations to ensure that the 
underlying machine learning models achieve optimal performance, especially in the case of supervised 
learning models. To achieve this, we emphasize the importance of feature engineering and 
hyperparameter tuning in our proposed framework. Through feature engineering, the underlying 
machine learning models receive quality training, and with hyperparameter tuning, the models are 
optimized with suitable values for their hyperparameters. The proposed intrusion detection system is a 
signature-based system that relies on training samples. 
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Figure 1:  Outline of the proposed machine learning-based framework for realizing an efficient intrusion 

detection system 
 
Figure 1 illustrates the proposed framework for an intrusion detection system (IDS) utilizing machine 
learning. The framework comprises three stages: data pre-processing, feature engineering, and signature-
based intrusion detection. In the data pre-processing stage, raw data is gathered and prepared for further 
analysis. This involves data sampling using k-means clustering to reduce the data set's size and 
normalization using z-score normalization to ensure that all features are on the same scale. Feature 
engineering includes selecting the most relevant features from the data set. The framework utilizes 
information gain (IG) and Fast Correlation Based Filter (FCBF) for feature selection. The final stage is 
signature-based intrusion detection, where a machine-learning model is trained to identify malicious 
traffic patterns. The framework deploys a stacked ensemble model, which is a combination of different 
machine-learning models. The model is optimized using Bayesian optimization (BO). The framework also 
addresses class imbalance, a situation where there is a significant difference between the number of 
normal data points and the number of attack data points. If the data set is imbalanced, the framework 
uses SMOTE (Synthetic Minority Oversampling Technique) to generate synthetic data points for the 
minority class. 
 
3.3 Feature Engineering 
Feature engineering involves modifying, selecting, or creating new features from existing data to improve 
machine learning model performance. This includes techniques such as imputation, scaling, encoding 
categorical variables, creating interaction terms, and transforming variables to make them more suitable 
for the model. Careful feature engineering can improve a model's predictive power by capturing 
underlying data patterns.  
Feature selection on the CICIDS2017 dataset focuses on choosing a relevant subset of features or 
variables to enhance model performance. This is crucial for reducing overfitting, decreasing training time, 
and improving model interpretability. Before feature selection, it's important to understand the dataset, 
conduct exploratory data analysis, handle missing values, encode categorical variables, and normalize or 
scale the data if necessary. Evaluating the selected features using cross-validation and performance 
metrics is also essential to ensure the effectiveness of the feature selection process. 
A hybrid feature selection approach based on IG and FCBF methods is proposed in this paper. This 
method combines the strengths of IG and FCBF to enhance feature selection effectiveness. Initially, FCBF 
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is used to filter out features based on their correlation with the target and mutual correlation with other 
features, reducing the feature space and removing redundant or less informative features. Information 
Gain is then applied to the remaining subset of features to comprehensively assess the predictive power 
of each feature. Features that survive both FCBF and Information Gain filtering steps are selected as the 
final subset for training machine learning models. This integrated approach leverages the strengths of 
both methods, with FCBF handling correlations and redundancy and Information Gain providing 
information content assessment. The hybrid approach effectively balances the trade-off between feature 
relevance and redundancy, leading to improved model performance, reduced overfitting, and faster 
training times. 
 
3.4 Hyperparameter Optimization  
Hyperparameter optimization is a critical step in training machine learning models. It involves adjusting 
the hyperparameters of a model to enhance its performance. Hyperparameters are configuration settings 
that are defined before the training process begins and are not changed during training. They include 
parameters such as learning rate, batch size, number of hidden layers in a neural network, and 
regularization strength. Hyperparameter optimization can be done using techniques like grid search, 
random search, Bayesian optimization, as well as more advanced methods such as genetic algorithms and 
reinforcement learning. The aim of hyperparameter optimization is to identify the best set of 
hyperparameters that result in improved model performance on a validation dataset. 
This paper utilized a hyperparameter optimization technique called Bayesian optimization with a tree-
based Parzen estimator (BO-TPE). BO-TPE combines Bayesian optimization, which is a sequential model-
based optimization technique, with the Tree-structured Parzen Estimator (TPE) algorithm. In BO-TPE, the 
TPE algorithm represents the objective function as a probability distribution and uses this model to guide 
the search for optimal hyperparameters. This method strikes a balance between exploring new 
hyperparameters and exploiting the best ones found so far to effectively search the hyperparameter 
space and identify the optimal configuration. Overall, BO-TPE is a powerful approach for hyperparameter 
optimization in machine learning. It is capable of efficiently navigating complex search spaces and 
identifying high-performing hyperparameter configurations with relatively few objective function 
evaluations. 
 
3.5 Proposed Algorithm  
We have developed a new algorithm called Ensemble Learning-Based Intrusion Detection (ELBID) to 
enhance the accuracy and reliability of network intrusion detection. This algorithm leverages the 
strengths of multiple machine learning (ML) models to address the challenge of detecting intrusions in 
network traffic. By using an ensemble learning approach, ELBID combines the predictions of several 
individual ML models to make more precise and dependable decisions. To achieve this, the algorithm goes 
through a structured process of data preprocessing, feature engineering, model training, and performance 
evaluation, using the CICIDS2017 dataset as the basis for testing and validation. 
 

Algorithm: Ensemble Learning-Based Intrusion Detection (ELBID) 
Input:CICIDS2017 dataset D, ML models M (GB, XGB, RF, ET) 
Output: Intrusion detection results R, performance statistics P 

1. Begin 
2. D'DataPreprocess(D) 
3. FHybridFeatureEngineering(D') 
4. (T1, T2, T3)DataSplit(D', F) //trian, test, val 
5. For each model m in M 
6. m.paramsHyperparameterTuning(parameterSpace, D', F) 
7. End For 
8. For each model m in M 
9. m'TrainModel(m, T1) 
10. RDetectIntrusions(T2, m') 
11. PEvaluatePerformance(T3, R) 
12.    Display R  
13.    Display P 
14. End For 
15. ensembleModelStackingEnsemble(M) 
16. ensembleModel.paramsHyperparameterTuning(parameterSpace, D', F) 
17.    RDetectIntrusions(T2, ensembleModel) 
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18.    PEvaluatePerformance(T3, R) 
19.    Display R  
20.    Display P 
21. End 

 
Algorithm 1 
Ensemble Learning-Based Intrusion Detection (ELBID) 
The ELBID algorithm, Algorithm 1, uses a combination of machine learning (ML) models to detect 
intrusions in the CICIDS2017 dataset. The algorithm involves several steps including data preprocessing, 
hybrid feature engineering, data splitting, hyperparameter tuning, model training, intrusion detection, 
and performance evaluation for individual ML models as well as a stacking ensemble model. The ELBID 
algorithm addresses the challenge of detecting intrusions in network traffic by employing an ensemble 
learning approach, which combines the strengths of multiple ML models to improve the accuracy and 
robustness of intrusion detection. The CICIDS2017 dataset contains a comprehensive collection of benign 
and malicious network activities, forming the foundation for this study.  The dataset undergoes initial 
data preprocessing to handle missing values, normalize features, and make it ready for feature 
engineering. A hybrid approach to feature engineering techniques is then applied to enhance the dataset's 
features. The preprocessed dataset is split into training, testing, and validation sets to ensure robust 
model evaluation.  
Each ML model undergoes hyperparameter tuning to optimize its performance. Following this, each 
model is trained on the training set and used to detect intrusions in the testing set. The performance of 
each model is evaluated on the validation set, and results are displayed. Finally, a stacking ensemble 
model is created by combining the individual models, and its performance is also evaluated and 
displayed. The ELBID algorithm demonstrates the effectiveness of ensemble learning in intrusion 
detection. By combining multiple ML models, the algorithm achieves improved performance over 
individual models. The detailed process of data preprocessing, feature engineering, and model tuning 
ensures that the models are well-prepared to handle the complex task of intrusion detection. Using the 
CICIDS2017 dataset provides a challenging and realistic environment for testing the algorithm's 
capabilities. The ELBID algorithm presents a robust approach to network intrusion detection. The 
algorithm achieves high performance by leveraging the strengths of multiple ML models and employing a 
rigorous process of data preparation and model tuning. This study highlights the potential of ensemble 
learning in enhancing the accuracy and reliability of intrusion detection systems. 
 
3.6 Dataset Details 
The dataset identified as CICIDS2017 [31] is utilized in empirical studies to build and analyze intrusion 
detection systems. This dataset is widely recognized and utilized in research for intrusion detection. It 
comprises network traffic data that is valuable for training and assessing intrusion detection systems. The 
dataset contains various types of network traffic, including normal and malicious traffic, making it an 
essential resource for developing and evaluating intrusion detection algorithms. Researchers frequently 
use this dataset to gauge the effectiveness of various intrusion detection techniques and algorithms. 
CICIDS2017 provides a comprehensive range of features for each network flow or connection, 
encompassing statistical, payload, and flow features. This enables researchers to apply diverse machine 
learning and statistical techniques to identify and categorize network intrusions. Professionals and 
experts in cybersecurity, machine learning, and network security harness the CICIDS2017 dataset for 
training and testing intrusion detection models, comparing different algorithms, and enhancing the 
accuracy of their detection systems. 
 
3.7 Performance Evaluation  
A confusion matrix, which can be seen in Figure 4, is a tool used to evaluate the performance of intrusion 
detection models (IDS). It summarizes the model's predictions compared to the actual ground truth 
labels. 
 

 
Figure 4. Confusion matrix 
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True Positives (TP): Instances where the model correctly predicts an intrusion (attack) when the actual 
label is also an intrusion. True Negatives (TN): Instances where the model correctly predicts normal 
behavior (no attack) when the actual label is also normal. False Positives (FP): Instances where the model 
incorrectly predicts an intrusion when the exact label is normal (Type I error). False Negatives (FN): 
Instances where the model incorrectly predicts normal behavior when the actual label is an intrusion 
(Type II error). 

Precision (p) = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1) 

Recall (r) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (2) 

F1-score = 2 ∗
(𝑝∗ 𝑟)

(𝑝+𝑟)
   (3) 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (4) 

The confusion matrix provides several metrics for evaluating the performance of an Intrusion Detection 
System (IDS). Accuracy measures the overall correctness of the model's predictions. Precision (or Positive 
Predictive Value) measures the proportion of predicted intrusions that are actually intrusions. Recall (or 
Sensitivity or True Positive Rate) measures the proportion of actual intrusions that are correctly 
predicted by the model. F1 Score calculates the harmonic mean of precision and recall, providing a single 
metric that balances both measures. 
 
4. EXPERIMENTAL RESULTS 
In this section, we present experimental results related to intrusion detection using an optimized 
machine-learning framework and various algorithms. The experiments were conducted on a personal 
computer running Windows 11 operating system with a 13th Gen Intel(R) Core(TM) i7-1355U processor, 
running at 1700 Mhz with 10 cores, 12 logical processors, and 16 GB of RAM. The machine learning 
models were implemented using the Scikit-learn library. The models used in the empirical study consist 
of XGBoost, Random Forest, LightGBM, and Gradient Boosting. 
 

  

Figure 5. Confusion matrix of XGB (left) and XGB with HO (right) 
 
Figure 5 shows two confusion matrices placed side by side. They demonstrate the performance of two 
different models: XGB (on the left) and XGB with HO (on the right). These matrices compare the predicted 
labels (y_pred) to the true labels (y_true) for seven classes (0 to 6). The color-coding on each matrix forms 
a gradient from light to dark, indicating the frequency of occurrences, with lighter colors representing 
higher frequencies. The left confusion matrix displays 3,622 correct predictions for class 0, while the right 
matrix for XGB with HO shows 3,630 correct predictions for class 0. Both models exhibit similar 
performance across other classes, with minor differences in the number of correct and incorrect 
predictions. Red lines have been used to distinguish the boundaries between different classes for clarity. 
Overall, the XGB with HO model seems to have slightly improved performance compared to the standard 
XGB model, as seen in the higher number of correct predictions for certain classes. 
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Figure 6. Confusion matrix of RF (left) and RF with HO (right) 

 
Figure 6 presents two confusion matrices placed side by side. These matrices illustrate the performance 
of two models: RF (Random Forest) on the left and RF with HO (Hyperparameter Optimization) on the 
right. Each confusion matrix compares the predicted labels (y_pred) against the true labels (y_true) for 
seven classes (0 to 6). The color gradient from light to dark represents the frequency of occurrences, with 
lighter shades indicating higher counts. In the left matrix, the RF model correctly predicts 3,626 instances 
of class 0, whereas the right matrix for the RF with HO model correctly predicts 3,629 instances of class 0. 
Both models demonstrate similar accuracy across other classes, with minor variations in correct and 
incorrect predictions. Red lines are used to delineate the class boundaries for better visibility. Overall, the 
RF with HO model shows a slight improvement in performance over the standard RF model, as indicated 
by a marginal increase in correct predictions for certain classes. 
 

  
Figure 7. Confusion matrix of LGBM (left) and LGBM with HO (right) 

 
Figure 7 displays two confusion matrices side by side, showing the performance of two models: LGBM 
(LightGBM) on the left and LGBM with HO (Hyperparameter Optimization) on the right. These matrices 
compare the predicted labels (y_pred) with the true labels (y_true) across seven classes (0 to 6). The color 
gradient ranging from light to dark indicates the frequency of occurrences, with lighter shades 
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representing higher frequencies. In the left matrix, the LGBM model correctly predicts 3,616 instances of 
class 0, while the right matrix for the LGBM with HO model correctly predicts 3,624 cases of class 0. Both 
models exhibit similar accuracy across other courses, with slight differences in the number of correct and 
incorrect predictions. The red lines help to separate the class boundaries clearly. Overall, the LGBM with 
HO model demonstrates a minor improvement in performance over the standard LGBM model, as seen by 
the slight increase in correct predictions for certain classes. 
 

 
 

Figure 8. Confusion matrix of Gradient Boosting (left) and Gradient Boosting with HO (right) 
 
Figure 8 displays two confusion matrices comparing the performance of two gradient-boosting models in 
a classification task. The left matrix illustrates the performance of a standard Gradient Boosting model, 
while the right matrix corresponds to a Gradient Boosting model with Hyperparameter Optimization 
(HO). The matrices show the true labels (y_true) along the vertical axis and the predicted labels (y_pred) 
along the horizontal axis, with labels ranging from 0 to 6. Each cell in the matrices represents the count of 
instances for each true-predicted label pair, with darker cells indicating higher counts. Both models 
exhibit high accuracy for label 0, with over 3600 correctly predicted instances, and moderate 
performance for labels 3, 5, and 6. Labels 1, 2, and 4 have significantly fewer instances, suggesting areas 
for potential model improvement. 
 

Table 1. Performance of different models for intrusion detection 
IDS Model Precision Recall F1-Score Accuracy 
LGBM 0.914112 0.91356 0.913744 0.91356 

LGBM (with HO) 0.91448 0.914112 0.914204 0.914112 

GB 0.916044 0.916044 0.916044 0.916044 

GB (with HO) 0.91586 0.91586 0.91586 0.91586 

RF 0.91448 0.91448 0.91448 0.91448 

RF (with HO) 0.915492 0.915492 0.915492 0.915492 

XGB 0.912456 0.912364 0.912364 0.912364 

XGB (with HO) 0.915952 0.916044 0.915952 0.916044 

Ensemble 0.93577 0.93577 0.93577 0.93577 

Ensemble (with HO) 0.94582 0.945915 0.94582 0.945915 

As presented in Table 1, various machine learning models and the ensemble model were used to evaluate 
intrusion detection performance with and without hyperparameter optimization. 
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Table 2. Performance comparison 
IDS Model Precision Recall F1-Score Accuracy 
KNN [32] 0.896241 0.895962 0.896055 0.889917 
RF [32] 0.917259 0.916236 0.916701 0.916329 
DBN [33] 0.918468 0.915585 0.91698 0.918747 
Ensemble with 
HO(Proposed) 

0.94582 0.945915 0.94582 0.945915 

 
As presented in Table 2, the performance of the proposed model used for intrusion detection is compared 
against many state-of-the-art models. 
 

 
Figure 9. Precision comparison among intrusion detection models 

 
In Figure 9, a precision comparison of various intrusion detection models is illustrated. This includes both 
standard and hyperparameter-optimized (HO) versions of models such as LightGBM (LGBM), Random 
Forest (RF), Gradient Boosting (GB), and XGBoost (XGB), as well as their ensemble versions. The precision 
of each model is shown on the y-axis, with values ranging from 0.89 to 0.95. On the x-axis, the different 
models are listed and color-coded for clarity. The standard versions of LGBM, RF, and GB exhibit similar 
precision values, around 0.914 to 0.916. However, the XGB model with hyperparameter optimization 
achieves the highest precision at 0.94582, followed by the ensemble model also with hyperparameter 
optimization at 0.93577. This indicates that hyperparameter optimization significantly enhances the 
precision of XGB and ensemble models in detecting intrusions. 
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Figure 10. Recall comparison among intrusion detection models 

 
In Figure 10, we have a comparison of recall scores for different intrusion detection models, including 
both their standard and hyperparameter-optimized (HO) versions. The models analyzed are LightGBM 
(LGBM), Random Forest (RF), Gradient Boosting (GB), and XGBoost (XGB), as well as ensemble versions 
of these models. The recall values, which range from 0.89 to 0.95, are displayed on the y-axis, while the x-
axis shows the models, each represented by different colors. The standard versions of LGBM, RF, and GB 
show similar recall values, approximately 0.913 to 0.916. Notably, the XGB model with HO achieves the 
highest recall at 0.945915, followed by the ensemble model with HO at 0.93577. These results emphasize 
the substantial improvement in recall achieved through hyperparameter optimization, particularly for the 
XGB and ensemble models in intrusion detection tasks. 
 

 
Figure 11. F1 score comparison among intrusion detection models 
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Figure 11 compares F1 scores for various intrusion detection models, including both standard and 
hyperparameter-optimized (HO) versions. The evaluated models are LGBM, LGBM (with HO), RF, RF 
(with HO), GB, XGB, XGB (with HO), Ensemble, and Ensemble (with HO). The F1 scores for each model are 
as follows: LGBM (0.913744), LGBM (with HO) (0.914204), RF (0.916044), RF (with HO) (0.91586), GB 
(0.91448), XGB (0.915492), XGB (with HO) (0.912364), Ensemble (0.93577), and Ensemble (with HO) 
(0.94582). The chart indicates that the "Ensemble (with HO)" model achieved the highest F1 score of 
0.94582, demonstrating superior performance in intrusion detection compared to the other models. The 
next best performing model is the "Ensemble" without HO, with an F1 score of 0.93577. Other models 
have similar F1 scores, all around the 0.91-0.92 range. This comparison highlights the effectiveness of 
ensemble methods, particularly when hyperparameter optimization (HO) is applied. 
 

 
Figure 12. Accuracy comparison among intrusion detection models 

 
In Figure 12, we compare the accuracy scores of different intrusion detection models, including both 
standard and hyperparameter-optimized (HO) versions. The evaluated models are LGBM, LGBM (with 
HO), RF, RF (with HO), GB, GB (with HO), XGB, XGB (with HO), Ensemble, and Ensemble (with HO). The 
accuracy scores for each model are as follows: LGBM (0.91356), LGBM (with HO) (0.914112), RF 
(0.916044), RF (with HO) (0.91586), GB (0.91448), GB (with HO) (0.916044), XGB (0.915492), XGB (with 
HO) (0.912364), Ensemble (0.93577), and Ensemble (with HO) (0.945915). According to the chart, the 
"Ensemble (with HO)" model achieved the highest accuracy score of 0.945915, demonstrating superior 
performance in intrusion detection compared to the other models. The next best performing model is the 
"Ensemble" without HO, with an accuracy score of 0.93577. Other models have relatively similar accuracy 
scores, all hovering around the 0.91-0.92 range. This comparison emphasizes the effectiveness of 
ensemble methods, particularly when hyperparameter optimization (HO) is applied. 
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Figure 13. Performance comparison of the proposed and existing intrusion detection models 

 
Figure 13 compares the performance of various intrusion detection models based on four metrics: 
Precision, Recall, F1-Score, and Accuracy. The models compared are K-Nearest Neighbors (KNN), Random 
Forest (RF), Deep Belief Network (DBN), and the proposed Ensemble with HO. The results indicate that 
the proposed Ensemble with HO model outperforms the other models across all metrics, scoring 0.94582 
for Precision, 0.94515 for Recall, 0.94582 for F1-Score, and 0.94515 for Accuracy. This suggests that the 
proposed model is more effective in detecting intrusions than the other tested models 
 
5. DISCUSSION 
In today's world, there has been a significant increase in security issues related to networks and 
information systems. Cyberattacks on information systems and networks have been on the rise, 
necessitating continuous research to address this threat by developing various security measures to 
protect the cyberspace. While traditional security measures have been effective in safeguarding data and 
information systems, the emergence of artificial intelligence has made it essential to enhance 
cybersecurity through learning-based approaches suitable for solving complex problems. The utilization 
of machine learning models for intrusion detection systems is crucial in the current era. However, the 
effectiveness of machine learning models in intrusion detection depends on the quality of the training 
data. Therefore, it is imperative to optimize machine learning models through hyperparameter tuning 
and feature engineering to enhance cyber attack detection performance. The framework proposed in this 
paper includes such optimizations and demonstrates that the proposed models could outperform existing 
ones. However, it is important to note that the proposed system in this paper has certain limitations, as 
discussed in section 5.1. 
 
5.1 Limitations 
The intrusion detection system described in this paper has some limitations. The system was evaluated 
using a specific data set, making it challenging to generalize the findings without incorporating a diverse 
range of data. Additionally, the system does not utilize advanced neural network models, such as deep 
learning techniques. Furthermore, it does not consider the hybridization of machine learning models, 
which is another significant limitation. 
 
6. CONCLUSION AND FUTURE WORK 
This paper presents a machine learning-based framework specifically designed to create an efficient 
intrusion detection system. The framework includes a hybrid feature engineering methodology and 
hyperparameter tuning using Bayesian Optimization for machine learning models. We propose an 
ensemble of fine-tuned machine-learning models for superior intrusion detection performance. Our 
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proposed algorithm, known as Ensemble Learning-Based Intrusion Detection (ELBID), utilizes machine 
learning models to intelligently detect intrusions. The ensemble model we have developed surpasses 
many existing ML models in intrusion detection, achieving an impressive accuracy of 94.59%. As a result, 
our optimized ensemble model can be seamlessly integrated into real-world applications, significantly 
enhancing cybersecurity. In the future, we aim to enhance our framework with deep learning models and 
diverse data sets. 
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