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ABSTRACT 
Review sites for different products and services have increased due to the development of several e-
commerce websites. Nowadays, reviews are a simple way for people to learn more about the goods and 
services they intend to utilize. Here, categorizing the polarity of product reviews is a crucial function of 
sentiment analysis (SA). Today, sentiment research allows businesses to comprehend consumer attitudes 
towards goods and services in a worldwide economy. Negative statements significantly impact sentiment 
identification.A sentiment analysis that merely provides overall polarity when there are many reviews 
must be more comprehensive. Finding reviews of the product’s particular parts (features) will be 
challenging. This study aimed to examine machine learning (ML) and deep learning (DL) models for 
predicting customer sentiments in product evaluations on e-commerce sites. The perspectives on the 
procedure, necessary activities, and tactics of SA that have been highlighted in many studies are 
presented in this study. Additionally, different difficulties with the sentiment classification process are 
discussed.  
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1. INTRODUCTION 
E-commerce is the term used to describe the buying and selling goods and services over the Internet. It 
has a lot of information, procedures, and tools for buyers and sellers, like smart device shopping, cash on 
delivery, and encryption for online payments. A research study claims that the COVID-19 epidemic has 
increased online sales. After receiving delivery, customers are accustomed to leaving reviews or remarks 
regarding the quality of the goods and services [1]. Users can interact with user opinions to establish a 
debate and receive recommendations and advice on goods or services. Additionally, by examining these 
attitudes, online retailers will better comprehend client expectations, offer better customer service, and 
improve sales. SA identifies whether a text block is promising, harmful, or neutral. SA is extracting words 
from their context to assess the social sentiment associated with a brand and help companies decide 
whether or not to sell their products [2]. The goal of SA is to take a look at public opinion in a way that 
will help businesses grow. It emphasizes polarity (positive, negative, and neutral) and emotions (happy, 
sad, furious, etc.).    
The ML/DL-based method and the lexicon-based method are the two methodologies that are most 
frequently used to perform SA. To determine the overall sentiment of a sentence, the lexicon-based 
methodology uses a dictionary of terms annotated by sentiment. However, continuous maintenance and 
fine-tuning are needed, which raises the standard for implementation efforts [3]. ML is mainly used to 
comprehend, examine, and derive intelligent meaning from human language. Some commonly used ML 
algorithms are Support vector machine (SVM), random forest (RF), decision tree (DT), logistic regression 
(LR), and k-nearest neighbors (KNN). The DL has also recently made enormous progress, according to a 
SA [4]. This motivates us to survey the recent works regarding SA in E-commerce product reviews using 
ML and DL methods.  
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The remainder of the paper is divided into the following sections: The theoretical framework of SA is 
covered in Section 2. The studies on SA that combine ML and DL models are briefly described in Section 3. 
Sections 4 and 5 provide the discussion and conclusion with recommendations for further research.  
 
2. BACKGROUND OF THE STUDY 
The current topic in e-commerce product quality management is SA of online reviews, which 
manufacturers can use to determine how the general public feels about goods offered on e-commerce 
platforms. Customers can learn about other people's opinions about identical things in the meantime. The 
overall architecture of the sentiment classification system is depicted in Figure 1, which primarily 
consists of "4" phases, including dataset collection, text preprocessing, word embedding, and 
classification.  
 

 
Figure 1. General structure of sentiment classification system 

 
2.1 Dataset collection 
The current topic in e-commerce product quality management is SA of online reviews, which 
manufacturers can use to determine how the general public feels about goods offered on e-commerce 
platforms. Customers can learn about other people’s opinions about identical things. The overall 
architecture of the sentiment classification system is depicted in Figure 1, which primarily consists of "4" 
phases, including dataset collection, text preprocessing, word embedding, and classification. 
 
2.2 Text Preprocessing 
Preprocessing techniques are used to get the best results by preparing the data for the model. Null values, 
lowercase letters, spelling corrections, tokenization, stop words, eliminating punctuation, and 
lemmatization were among the preprocessing operations. Based on the review scores, each review in the 
dataset is labelled [6]. A rating is deemed suitable if it is more significant than three stars, neutral if equal 
to three stars, and negative if it is less than three stars. 
 
2.3 Word Embedding 
Word embedding uses numerical and vector representations of each word. Word embedding describes 
texts containing precise replicas of words with the same meaning. Word embedding, in particular, is 
unsupervised word representation learning that resembles semantic similarity [7]. Word embedding 
represents Individual words as real-valued vectors in a predetermined vector space. The method is 
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frequently called DL since each word is assigned to a single vector, and the vector values are learned to 
resemble a neural network. Word embedding can be done using different techniques, including N-gram, 
Bag of Words (BoW), term frequency-inverse document frequency (TF-IDF), Word2vec, Fast Text, etc. 
 
2.4 Classification 
One of the data mining approaches used to identify a class of existing data is classification. The 
classification is carried out because several data rows are known to be categorized and labelled. The 
extracted dataset's product reviews are categorized here as good, negative, or neutral. The sentiment, 
which is typically regarded as a key influencing factor for future and prospective customers to make wise 
purchasing choices, is predicted using a variety of powerful learning algorithms, including ML and DL [8]. 
This can improve user experience and help organizations construct models or make decisions to improve 
customer connections. ML is a subfield of artificial intelligence that focuses on computer-implemented 
statistical and algorithmic models. It is unnecessary to manually create the features because DL can 
automatically learn them from the data.  
 
3. Review On Methods Used For Sentiment Analysis  
SA in e-commerce product reviews is a procedure to look at online product reviews to find overall 
opinions or feelings against the products. Several scholars have proposed techniques to address issues 
with SA as well as the analysis and mining of customer reviews. In this part, a thorough analysis of earlier 
work is offered. The ML techniques for analyzing the sentiment in product reviews on online stores are 
covered in Table 1. ML is the most used method for SA, particularly when labelled data is already 
available. 
 

Table 1. Comparison among existing methods using ML methods 
Author & 
Ref. No 

Method used Dataset 
used 

Outcomes Benefits Limitations 

Huiliang 
Zhao et al. 
[9] 

Local Search 
Improvised Bat 
Algorithm based 
Elman Neural 
Network (LSIBA-
ENN) 

Amazon Accuracy= 
93.91%, 
Precision=90.9
%, 
Recall=90.01% 

The optimized 
ENN reduced 
the overall loss 
and improved 
accuracy 

After determining 
the gradient on 
the entire dataset, 
ENN weights were 
modified. 
Therefore, it 
might take longer 
to converge to the 
minimum if the 
dataset is too 
huge. 

M.P. Geetha 
and D. 
Karthika 
Renuka 
[10] 

Bidirectional 
Encoder 
Representations 
from Transformers 
(BERT) 

Amazon Accuracy=88.48
%, 
Precision=88.09
%, 
Recall=86.22%, 
F1-
Measure=89.41
% 

It offered high 
accuracy and 
the BERT 
algorithm 
required less 
training time 

Due to the 
learning structure, 
and complex 
pattern, the model 
was unsuitable. 

Murat 
Demircan 
et al. [11] 

SVM, RF, DT, LR, 
and KNN 

Hepsiburada 
product 
dataset 

F1-score of SVM 
was 0.86%, RF 
was 0.78%, DT 
was 0.82%, LR 
was 0.75%, and 
KNN was 0.76% 

Little effort is 
needed to build 
a model since 
even in complex 
domains, it was 
simple to 
understand. 

Multiple ML 
algorithms often 
cause the model to 
be overfit. 

Emre Deniz 
et al. [12] 

Binary Relevance 
(BR) and Multi-
label K-Nearest 
Neighbor (Ml-KNN) 

Turkish e-
commerce 
sites 

MicroP=0.9157, 
MicroR=0.8837, 
and Micro-
F1=0.8925  

Efficiently uses 
computing 
resources, and 
is simple to use 
and understand 

The association 
between labels is 
ignored by the BR 
technique, and the 
Ml-KNN 
performed poorly 
when classifying 
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imbalanced 
datasets. 

James 
Mutinda et 
al. [13] 

Naïve Bayes (NB), 
KNN, DT, and SVM 

Amazon 
dataset 

F-measure of 
NB was 83.84%, 
KNN was 
88.12%, DT was 
86.72%, and 
SVM was 
90.15% 

The capability 
of handling 
complex 
relationships 
between 
variables and 
improved 
generalization 
performance 
even when 
faced with noisy 
data. 

If there were 
many more traits 
than samples, the 
performance 
would be poor. 

Pinar Savci 
and Bihter 
Das [14] 

SVM, RF, and 
Multinomial Naive 
Bayes (MNB) 

Sample data 
taken from 
e-commerce 
sites 

Accuracy of 
SVM was 86.7%, 
RF was 87.5%, 
and MNB was 
78.3% 

By averaging or 
casting a vote 
among three 
models, it 
lowers the 
variation and 
bias of the 
forecasts. 

Due to the 
requirement for 
training and 
storing many 
models, it was 
time-consuming 
and costly in 
terms of 
computation. 

 
Recently, SA has made substantial use of DL. Based on its neural network, a well-behaved DL approach 
can determine whether or not its prediction is accurate.  
Gagandeep Kaur and Amit Sharma [3] presented a DL model called long short-term memory with hybrid 
feature extraction strategies for SA of consumer reviews. The data from the STS-Gold dataset was utilized, 
and the hybrid features, such as aspect-related and review-related features, were extracted from the pre-
processed data. The hybrid features were given to LSTM for sentiment polarity classification. The system 
attained 94.46% precision, 91.63% f-score, and 92.81% recall. Naveen Kumar Gondhi et al. [15] suggested 
a word2Vec-based LSTM model for SA on E-commerce product reviews. The system used the Word2Vec 
model for vectorizing the input data, and the vectorized scores were passed to LSTM for classification. 
The system attained the highest accuracy, recall, and f-score of 89%, 90% and 93% when tested on the 
Amazon Review dataset 2018. Mohammad Eid Alzahrani et al. [16] developed a combination of CNN and 
LSTM frameworks for SA of E-commerce data. The data was pre-processed initially by performing the 
following:” removal of stop words and punctuation, tokenization and lowercasing. The pre-processed 
data was given to CNN-LSTM for polarity prediction. CNN was used to extract the features, and LSTM was 
used to learn long-term dependencies in the extracted features. The system attained a higher accuracy of 
94% on the Amazon product review public dataset.  
Recently, SA has made substantial use of DL. Based on its neural network, a well-behaved DL approach 
can determine whether or not its prediction is accurate. Jing Zhang et al.[17] presented customer 
preference extraction for air purifiers and was based on fine-grained SA of online reviews. From the 
review content, the product attributes were initially retrieved. Then, attribute-sentiment pairs were 
formed by coupling sentiment phrases with the respective product's attributes to recognize sentiment 
orientation via sentiment value computation. Finally, using demand analysis and extraction techniques 
based on the Kano model, it was possible to determine consumer preferences for the product's features 
from sentiment orientations. Here, the system's performance was analyzed using online reviews of air 
purifiers sold in the Chinese market that T-mall.com had indexed. Amjad Iqbal et al. [7] proffered 
recurrent neural network-based LSTM and Deep LSTM classifiers for the SA of consumer reviews on 
Amazon. The manual feature extraction achieved 0.97 maximum accuracy for both Amazon-Products and 
Amazon-Fine-Food Reviews datasets. M. Sivakumar and Srinivasulu Reddy Uyyala [18] presented LSTM 
and fuzzy logic to perform aspect-based SA on mobile phone reviews. The LSTM generated positive and 
negative scores for the pre-processed collected reviews and gave it to the fuzzy logic for classifying the 
sentiment polarity into highly positive, negative, negative, and positive. The system was tested on 
Amazon video game reviews, amazon product reviews, and Amazon cell phone reviews and attained an 
accuracy of 83.82%, 90.92% and 96.93%.  
J. Shobana and M. Murali [4] suggested an optimized LSTM model for polarizing the reviews of Amazon, 
Demonetization, Trip Advisor and Book review datasets. Once essential preprocessing was done, the 
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system utilized a skip-gram-based word2vec model for representing the input into vector data. Finally, 
the optimized LSTM was utilized to classify the review as positive or negative polarity, in which an 
adaptive particle swarm algorithm was employed to tune the weights of the LSTM. The system achieved a 
maximum accuracy and f-score of 96.8% and 80.45%. Jun Liu et al. [19] presented an optimal gradient 
decent network-based cross-domain sentiment-aware word embedding model for the sentiment 
polarization of Amazon reviews. The skip-gram and continuous bag-of-words models were utilized to 
polarize the reviews of the products, in which the model was optimized using a gradient descent 
approach. You Zhang et al. [20] presented an interactive attention model for sentiment classification 
online customer reviews. The input review texts were initially transformed into distributed 
representations using an embedding layer. Then, the interactive layer learned the bilinear relationship 
between the users and their purchased products. Finally, the learned information was classified into 
positive and negative sentiments. The system attained a maximum accuracy of 97.2% when 
experimenting with IMDB, Yelp, and Amazon datasets. 
 
DISCUSSION 
SA classifies a customer's opinions or emotions towards the products as positive, negative, and neutral. 
As a result, various SA methods are employed, reflecting the study of unstructured customer evaluations 
to lead and produce relevant and helpful data. Before now, most works had exclusively used local textual 
characteristics. More additional data, such as user and product information, might impact literature 
regarding context, meaning, and sentiment. As a result of the inclusion of this data, the sentiment 
classification model can estimate the sentiment polarity of a review that a user would write about a 
specific product. In other words, reviews made by different users regarding the same products or by the 
same users about different items may have reviews with different sentiment polarities. The works above 
have employed ML and DL to combine commonly used and high-performing external factors, including 
users, time, aspects, and themes, in order to address these shortcomings. In recent years, ML algorithms 
have attracted much interest and have been applied in various applications. The most popular ML 
techniques include SVM, RF, NB, DT, etc. These algorithms offer superior results with greater accuracy, 
but the ML approach necessitates a sizable labelled dataset with manual annotation. Recent tests have 
demonstrated that DL-based automated feature engineering and shallow classification beat state-of-the-
art human feature engineering. To forecast the sentiment, the majority of the authors utilized an LSTM 
model. Due to their capacity for long-term memory, LSTMs belong to a class of DL approaches that are 
significantly better at managing long-term dependencies. Additionally, the LSTM are significantly less 
prone to the vanishing gradient problem. 
 
CONCLUSION 
The field of SA is expanding in today's digital world. This study concluded that SA was used in e-
commerce in recent publications. It covers a variety of papers that support various methods used to 
detect polarity or categorize internet evaluations into various sentiments. This clearly shows that 
different types of characteristics have different distributions, and neither categorization model 
consistently performs better. Additionally, it has been discovered that various feature types and 
classification algorithms can be effectively integrated to overcome their shortcomings, capitalize on one 
another’s advantages, and ultimately improve sentiment classification performance. Overall, DL-based SA 
of e-commerce product reviews is a promising method that can assist e-commerce platforms in remaining 
competitive and meeting the changing needs of their customers. It also offers better accuracy compared 
to ML methods. Future user evaluations should be summarized using a variety of sentiment summarizing 
methods. 
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