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ABSTRACT 
Charged system search (CSS) algorithm which is inspired by the coulomb’s law and laws of motion has 
been proved to be competitive with existing evolutionary algorithms, such as Particle Swarm 
Optimization (PSO) algorithm. The shortcomings of existing CSS, algorithm is small convergence precision 
and readily captured in a local optimum value at the next evolution stage. The paper introduces an 
enhanced Charged System Search algorithm with Levy Flight (CSSLF), by looking at the information of 
the, best solutions into the exploration strategy for the feature subset selection. The Support Vector 
Machine has been applied as a classifier for assessment of the features selected. The experimental results 
on KDD-NSL dataset reveals that CSSLF discover better solutions than CSS in terms of larger detection 
rate, nominal false alarm rate and enhanced accuracy than the existing approaches. 
 
Keywords: Particle Swarm Optimization,Charged System Search, Levy Flight, Feature Selection, 
Intrusion Detection. 
 
1. INTRODUCTION 
The problem of intrusion detection is widely recognized as a pattern learning problem, an Intrusion 
Detection System (IDS) permits normal from abnormal network traffic on a host [42]. In addition, it is of 
significance to further analyze abnormal behaviour in order to initiate acceptable counter-efforts. IDS can 
be designed in numerous ways [1], [2]. A design of this kind generally comprises a depiction algorithm 
(for selecting features) and a classification algorithm (for mapping the feature vector to elements of a 
specific set of values, for instance normal or abnormal etc.). Some IDS, like the ones suggested in [1], 
likewise consist of the feature selection algorithm, which regulates the features to be handled by the 
depiction algorithm. Even if the feature-selection algorithm is not built in the model directly, it is 
invariably expected that such an algorithm is driven before the intrusion detection process [39].  
The class, of the feature selection algorithm is one of the most prominent elements that affect the 
effectiveness of an IDS. The objective of the algorithm is to decide the most relevant features of the traffic, 
whose control would provide reliable detection of unusual behaviour. Since the accuracy of the classifier 
depends on the number of features, it is crucial to reduce the element of the set of selected features, 
without falling probable indicators of abnormal behaviour. Obviously, determining a suitable set of 
features is not a simple task. The substantial part of the work is still performed manually and the feature 
selection algorithm depends extremely on professional judgment. Automatic feature selection for 
intrusion detection is thus essential [42]. For automatic feature selection use of optimization algorithms 
as wrapper methods were suggested. In wrapper method, set of features is assigned a score based on 
accuracy and its various combinations are employed to explore for optimal feature subset. A comparative 
survey of Cuttle Fish Optimization (CFA), Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 
had been made to prove their strength in feature selection [3]. Several metaheuristic optimizations such 
as Gravitational Search Algorithm (GSA) [5] and Ant Colony Optimization (ACO) [4] were proposed which 
turned out to be suitable in case of optimization problems. The ACO algorithm was employed in 
featureselection task for IDS to decide optimal feature subset [6].      
CSS is another multiagent meta-heuristic optimization algorithm which was developed by Kaveh and 
Talatahari [7] The CSS was successfully employed to many structural optimization problems by Kaveh 
and Ahmadi [18],Kaveh and Nasrollahi [19] and Kaveh and Talatahari [13], [14], [15], [16], [17]. Results 
from the above analysis indicate that CSS has a stable convergence rate and there is a reasonable balance 
between exploration and exploitation. However, the search approaches in these multi-agent algorithms 
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have limited randomization, dynamic local search and selection of the best solutions, typically uses 
Gaussian distributionor uniform distribution[46].        
A recent study [10] indicates that fruit flies, examine their landscape adopting a sequence of short flight 
paths interspersed by an abrupt 90°shift, contributing to a Levy Flight style intermittent scale free 
exploration pattern. Investigations on human behaviour like Ju/’hoansi hunter gatherer foraging 
sequences further indicate the common character of Levy Flights. Even light can be described to Levy 
Flights [8]. Later, such behaviour has been employed to optimization, and preliminary results indicate its 
potential effectiveness [43], [9], [10], [11], [12]. In this paper the authors have proposed improved 
Charged System Search algorithm with Levy Flight (CSSLF) algorithm for feature selection in order to 
obtain relevant features and subset assessment is done by the classifier. The classifier being employed is 
Support Vector Machine (SVM) [36]. We will first frame the Charged System Search algorithm; then lay 
out systematically the CSS Levy Flight and finally perform the comparison about the performance of these 
algorithms. The CSSLF optimization seems more promising than Particle Swarm Optimization in the 
sense that CSSLF converges more quickly and deals with global optimization more easily. 
 
2. Charged System Search 
The Charged System Search (CSS) is heuristic optimization evolutionary algorithm which is based on the 
Coulomb’s law, Gauss law of electrostatics and the Newtonian mechanical law. A concise description of 
the CSS reflected as a multi-agent approach, where each agent is a Charged Particle (CP), which is 
considered as a charged sphere having radius a, carrying a uniform volume charge density of magnitude 
[49]. 

                                 qi =  
fit i − fit_worst

fit_best − fit_worst
, i = 1, … . , N                                        (1) 

Wherefit_best and fit_worstare the best and the worst fitness of among the charge 
particles;fit i represents the fitness of the agenti,and N is the total number of CPs [38]. The initial 
positions of CPs are determined randomly in the search space employing 

                          xi,j
(0)

= xi,min + randi,j ∙  xi,max − xi,min  , i = 1,2, … . , N                   (2) 

Wherexi,j
(0)

 determines the initial value of the ithvariable for thejth CP; xi,min  and xi,max are the minimum 

and the maximum admissible values for theith variable;randi,jis a random number in the interval (0,1) 

[48]. The initial velocities of charged particles are taken as 

                                                   vi,j
(0)

= 0, i = 1,2, … . , N                                                        (3) 

CPs can impose electrical forces on the each others, and its intensity is proportional to the separation 
distance between the CPs, when the CP is located inside the sphere and is inversely proportional to the 
square of the distance between them, when it's outside the sphere. The nature of the forces can be 
attractive or repelling as determined by a force parameter [37]. 

                                                     ari,j =  
+1, kt < randi,j

−1, kt ≥ randi,j
                                          (4)  

Whereari,jmeasures the nature of the force, in which +1 implies the attractive force and −1 stands for the 

repulsing force, and ktis a parameter to manage the effect of the kind of the force. In general the attractive 
force gathers the agents in a part of search space and the repulsing force strives to dissipate the 
agents.The resultant force [37] is designated as 

    Fj =   
qi

a3
ri,j ∙ i1 +

qi

ri,j
2
∙ i2 ari,j ∙ pi,j(Xi − Xj)

i,i≠j

 

j = 1,2, … . , N 
i1 = 1, i2 = 0; ri,j < 𝑎 

i1 = 0, i2 = 1; ri,j ≥ a

     (5) 

WhereFjis the resultant force acting on thejth CP; ri,jis the distance between two charged particles which 

is defined [38] as 

                                               ri,j =
 Xi − Xj 

 (Xi + Xj)/2 − Xbest  +∈
                                           (6) 

HereXi  and Xjare the positions of theith and jth CPs, respectively;Xbest is the position achieved, and∈is a 

small positive number to avoid singularity. Thepi,jdetermines the probability [38] of moving a CP toward 

the other CP as 

                 pi,j =  
1, 𝑖𝑓 

fit i − fit_best

fit j − fit i 
> 𝑟𝑎𝑛𝑑 ⋁fit j > 𝑓𝑖𝑡 i 

0, 𝑒𝑙𝑠𝑒

                  (7)  
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The resultant forces and the laws of the motion decide the new location of the CPs. At this stage, each CP 
proceeds towards its new position under the response of the resultant forces and its preceding velocity 
[37] as 

      Xj,new = randj1 ∙ ka ∙
Fj

mj

∙ ∆t2 + randj2 ∙ kv ∙ Vj,old ∙ ∆t + Xj ,old                  (8) 

                                                         Vj,new =
Xj,new − Xj ,old

∆t
                                                 (9) 

Whereka is the acceleration coefficient;kv is the velocity coefficient o regulate the change of the 
precedingvelocity; ∆tis the change in time instance; randj1  and randj2are two random numbers uniformly 

distributed in the range (0,1).If each CP jumps out of the search area, its position is rectified usingthe 
harmony search-based handling method [7].In addition, to preserve the best results, a memory, known as 
the Charged Memory [37], is used. 
 
3.Levy Flight 
Levy Flight is defined [20], [21], [22], [23], [24], [25], [26], as non-Gaussian random generation of 
numbers with Levy stable distribution which consists of two steps: the choice of a random direction and 
the step-lengths which has a probability distribution that obeys the chosen Levy distribution. Random 
walks are drawn from Levy stable distribution with a power-law frequency, stated asL(s)~ s −1−β where 
0<β<2 is an index [40].         For random 
walk, the progression length S can be computedby Mantegna’s algorithm as 

                                                             S =
u

 v 
1

β 
                                                                   (10) 

where u and v are calculated from normal distributions. That is  
                                            u~N 0, σu

2 , v~N 0, σv
2 ,                                                (11) 

Where 

                                                σu =  
Γ 1 + β sin  

πβ

2
 

Γ  
1+β

2
 β2

 β−1 
2 
 

1
β 

                                            (12) 

Then the step size is calculated by 
                                              stepsize = 0.01 × S                                                               (13) 

Here the factor 0.01 originates from the phenomenon that L/100 should the normal step size of walks 
where L is the ordinary length scale; otherwise, Levy Flights may become overly aggressive, which 
creates new solutions to drop outside the domain (and therefore wasting computation time) [40]. 
 
4. The Proposed CSSLF Algorithm for Feature Selection 
The authors have proposed a CSSLF algorithm to select important feature subset in order to increase the 
classification accuracy. The proposed feature selection algorithm is first applied on the train dataset to 
extract the best possible feature subset and then SVM classifier is used to evaluate the performance. 
Figure 1 gives the flow of the proposed work. 
 
4.1 CSSLF Based Feature Selection Method 
In this section, we investigate a new approach to feature selection using CSSLF. Where CSS’s performance 
is improved by designing different technique for updating position, using Levy Flight method. Similar to 
original CSS Charged Particles (CP) in CSSLF algorithm are initialized as randomly selected feature subset. 
The value in the CP vector is either 1 or 0 depending on whether the given feature is selected or not in the 
subset. The CP vector represents position of the particle in the search space. The set of CP’s are selected 
as the initial agents in the search space are represented by their positions.     
The CP’s are ranked according to their fitness value and best CP’s are stored in the Charge Memory (CM). 
The particles in CM now attract every other particle in the search space towards itself. The force on each 
CP due to particles in CM is calculated using Equation (5). The radius a and mass m for each particle is 
assumed to be unity.          
Since the position vectors of each CP are binary values, hamming distance h(. )is used to calculate the 
distance of separation between the particles and is given as in Equation (14). Here Xbest  is the position of 
best CP and ∈ is a small value which prevents singularity. 

                                                  ri,j =
h(Xi . Xj)

h((Xi^Xj). Xbest )+∈
                                               (14) 
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When the random probability is greater than or equal to 0.5, the particle’s position is updated by 
Equation (8) and (9) respectively. If the random value is less than 0.5 [35], then particle’s position is 
updated as given in the Equation. (15). By employing Levy Flight method in updating the particle’s 
position, particle takes long jump towards its global best and thereby enhancing the diversity of the 
swarm and facilitating the algorithm to perform global exploration throughout the search space. 
In Levy Flight method β parameter plays a significant role in distribution. By employing distinct values 
for, β the random distribution is adjusted accordingly. In our study, we adopt constant value for β (i.e., 
1.5)[35].Loss of diversity is thus avoided by using random phenomenon of Levy Flight while updating the 
position. As the performance of CSS algorithm is enhanced by incorporating the advantages of random 
walk into the CSS, it improves particle’s positions after going through high exploration and exploitation of 
the search space during each iteration. 
 

Xj,new = randj1 ∙ ka ∙   
Fj

mj

  ∙ ∆t2 + randj2 ∙ kv ∙ Vj,old ∙ ∆t ∙                                                           +ω

∗ Levywalk  Xj ,old   15  

Where 

                                           ka = 1 +  
currentiteration

totaliteration

 ,                                                  (16) 

                                         kv = 1 −  
currentite ration

totaliteration

 ,                                                    (17) 

       ω = 0.1 + 0.8 ×  1 −
currentiteration

totaliteration

 ,                                       (18) 

and 

                   Levy_walk(Xj,old ) = Xj ,old + step⨂random size Xi                           (19) 

Where 
                                               step = stepsize ∗ Xj,old                                                        (20) 

and step size is the value acquired from Equation (13). 
⨂Represents element wise multiplication. 
Fitness value is calculated, after updating particle’s position and velocity, if the fitness value for the new 
particle is better than its previous fitness value, then update value. Otherwise the value is not updated. 
Repeat the same process until the given number of function evaluations is reached or the optimal feature 
subset is attained. The pseudocode of the CSSLF algorithm is given in Table1 and flowchart is given in 
Figure1.          
Figure1 depicts the flow of the general feature selection process. The model employs two stages: In the 
first stage, CSSLF feature selection finds an optimal subset of all attributes and removes low fitness 
attributes [45]. The fitness plays a major role in identifying the high priority attributes that are crucial for 
classification. In the second stage the quality of the derived feature subset is evaluated by classification 
algorithm, such as Support Vector Machine (SVM). However, in this approach, it is necessary to add a 
memory to the CSS for each particle in order to save the best position of the CP up to the current iteration. 
With these modifications, the performance of the CSS improves in such a way that by defining the 
dynamical variance, it is expected to raise the convergence rate, and by the use of the Levy Flight in the 
CSS, a better search will be performed.      
The stages of implementation of the CSSLF are similar to that of the CSS and only these modifications are 
applied, with the above definitions, the steps of optimization by the CSSLF are shown in the flowchart. 
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Fig.1.CSSLF based method for feature selection 

 



Journal of Computational Analysis and Applications                                                                             VOL. 33, NO. 4, 2024                           VOL. 33, NO. 2, 2024 

 
 

                                                                            54                                                Namdeo Kumar Ashish et al 49-61 

Table 1.The pseudo code of CSSLF 

Algorithm: CSSLF for feature selection. 

1: Initialize the particles with random positions for N CP’s 
2:Initialize the velocityfor CP 
3: Evaluate fitness function value 
4: iteration=1 
5:while (convergence) do 

6:  ka = 1 +  
curren titeration

tota literation
 , 

 kv = 1 −  
curren titeration

to ta literation
 , 

ω = 0.1 + 0.8 ×  1 −
currentiteration

totaliteration

  

7:  for j=1 to Ndo 
8:   if rand ( ) < 0.5 then 
9:   Update the velocity and position of the particle by   
 Equation (9) and (15) respectively 
10:   else 
11:   Update the velocity and position of the particle by   
 Equation(9) and (8) respectively 
12:   end if 
13: Position values are brought to the boundary value when its values are moved out of the 

boundary 
14:   Evaluate the fitness function for new particle Xj  

15:   if fit i < 𝑓𝑖𝑡𝑏𝑒𝑠𝑡then 
16:   select k best CPs via Classifier’s Evaluation and assign them to CM 
17:   calculate magnitude and direction of force on each CP due to particles in CM 
18:   end if 
19:                end for 
20: Record the best solution 
21: iteration=iteration+1 
22: end while 
23:Output the best solution 

 
The CSSLF algorithm is effective towards solving the tradeoff between exploration and exploitation. It 
also solves the problem of premature convergence and trapping in local optima. These advantages add to 
efficient feature subset selection for the Intrusion Detection System. 
 
4.2 Preprocessing 
The pre-processing deals with the conversions applied to your data [47] before the feature reduction and 
classification algorithms [36] are applied on it. This phase has two steps: 
 Transforms each nominal feature with n possible values into n numerical features [47]. 
 Normalizationis a method used to standardize the features so that they’ll have the properties of a 

standard normal distribution with μ=0 and σ=1, where μ is the mean (average) and σ is the standard 
deviation from the mean [47]. 
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Fig 2. Intrusion detection model using CSSLF for feature selection 
 
Figure 2 shows the stages of SVM classifier for predicting the class label of the network traffic. The dataset 
is divided into two sets: Training set and Testing set [44]. In training phase, the feature matrix is fed in to 
the classifier model to identify the class label. The testing phase obtains the learning rules from training 
phase to identify the pattern of the unknown traffic. 
 
4.3 Classification with Support Vector Machine (SVM) 
Support Vector Machine (SVM) is a supervised binary classification algorithm. The algorithm constructs 
the optimal hyper plane separating the two classes [27]. In order to extend from linear to nonlinear 
classification the kernel trick is used [28], where kernel functions nonlinearly map input data into high-
dimensional feature spaces in a computationally-efficient manner [41].     
For classification problems with multiple classes, two approaches are commonly used for binary SVMs, 
one-against-one and one-against-all [29]. Both techniques lead to similar results in terms of classification 
accuracy, but the former, which was the one usually, requires shorter training time, although incurring a 
higher number of binary decompositions [41].       
For the current experiments, we used the LibSVM library [30], [41].Since SVM performed well among the 
classical intrusion detection algorithms [31], we also use SVM to detect intrusions on the same dataset for 
comparison. 
 
5. Experiments and Results 
In this section, the detailed evaluation of the proposedCSSLF algorithm is presented. For comparison, two 
other algorithms are used [35].They are Standard PSO [32], which is one of the state of the art of 
evolutionary algorithms and anotherbeing trapped in local optima is CSS[7]. The goal of this paper is to 
improve the performance of CSS algorithm for choosing the optimal subset of features. 
 
5.1 Dataset Used 
In this experiment, NSL-KDD dataset is used for evaluating the proposed feature selection approach. This 
dataset is a modified version of KDDCUP’99 which is the mostly widely used standard dataset for the 
evaluation of Intrusion Detection Systems [33].This dataset has a large number of network connections 
with 41 features for each of them which means it is a good example for large scale dataset to test on. Each 
connection sample belongs to one of five main labeled classes (Normal, DOS, Probe, R2L, and U2R). NSL-
KDD dataset includes training dataset with 23 attack types,and 1,25,973distinctconnection recordswhere 
as test dataset with additional 14 attack types and 22,554 distinct connection records. 
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5.2 Performance Metrics 
The performance of our method is measured by employing the following metrics. These values are true 
negatives (TN), true positives (TP), false positives (FP) and false negatives (FN) where TN specifies the 
abnormal behavior that is correctly predicted, TP indicates the normal performance that is identified as 
correct FP denotes the normal behavior falsely considered as abnormal, and FN specifies the abnormal 
performance that is misclassified as normal.       
We consider the false alarm rate (FAR), accuracy (ACC),detection rate (DR),and precision (PC)which are 
mostly used in literature to estimate the performance of intrusion detection. They can be determined 
from the confusion matrix, as given in Table 2. 
 

Table 2.Confusion Matrix 

Class   Predicted (normal)   Predicted (attack) 

Actual (normal)   TP    FN 
Actual (attack)   FP    TN 

 
Precision is the ratio of the number of TP records classified to the total number of predicted records. 

                                                          Precision =
TP

TP + FP
                                                 (21) 

A False Alarm Rate in IDSs is an attack alarm that is raised incorrectly divided by total network sessions. 
Detection Rate is the ratio of total numbers of attack intrusions detected to the total number of attacks 
currently available in the data set [50]. 

                                             Accuracy =
TN + TP

TN + TP + FN + FP
                                         (22) 

                                                     Detection Rate =
TP

TP + FN
 23  

                                                 False alarm rate =
FN

TN + FP
                                             (24) 

An IDS system must have a higher attack detection rate along with a low false alarm rate for the better 
performance. 
 
5.3 Experimental Setup 
The experiments for this work were performed on a personal computer with Intel Core i5 processor of 
2.5GHz speed and a RAM of 8.00GB. The programming language used to implement the algorithms was 
Python. The implementation was executed on Jupyter Notebook for Python.The dataset NSL-KDD [34] 
was obtained from the Canadian Institute for Cyber security datasets repository. 
 
5.4 Result Analysis 
The proposed anomaly based IDS proved to be reliable and successful in distinguishing anomalous user 
behaviors from the normal ones. The model’s efficiency has been evaluated on the NSL-KDD dataset. The 
results for the proposed IDS using Charged System Search algorithm with Levy Flight (CSSLF) algorithm 
for feature selection is done in two parts.       
In the first part of the IDS model, the CSSLF algorithm uses cross validation accuracy for fitness value 
calculation for each Charged Particle. A 10 fold cross validation is performed on the train set for each 
feature subset and the feature subset with highest accuracy at the end of the search is selected as best 
feature subset. As the search proceeds towards optimal solution, CPs in search space with different 
number of selected features attain different accuracy. From the fitness optimization curve that is 
illustrated in Figure 3, it can be certainly observed that CSS and PSO may either fall into a local optimum 
quickly, or have a comparatively slow evolution momentum, while CSSLF is made with good global search 
ability and fast convergence [44]. The CSSLF algorithm finds the optimal feature subset by initializing 
random CPs and then guiding bad CPs to the good CPs, searching for optima through the solution space. 
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Fig 3. Comparison between Fitness optimization of CSSFL, CSS, and PSO. 

 
The results shows that the classifier used in the experiment perform better for the selected features. The 
Charged Particles in CSSLF algorithm strikes balance between the exploration and exploitation during the 
search as well as it is successful in finding the optimal feature subset which is responsible for increase in 
accuracy of the classifier. The IDS model achieves high values for precision and detection rate. 
 

 
Fig 4.The training time comparison of different approaches 

 

 
Fig 5.The testing time comparison of different approaches 
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Figure 4 and Figure 5 show a comparison of time taken by each method for training and testing 
respectively [36].It is observed from the figure that the computational time of proposed CSSLF has been 
reduced as compared to PSO and CSS. This reduction in time was possible due to the use of Levy Flight 
distribution, as PSO and CSS gets stuck in the local minima while CSSLF algorithm escapes the local 
minima and obtains the better result than those [35].Thus, one of the advantages of using Levy Flightis 
that it considerably lowers the cost of computation in terms of time taken [36]. 
 

Table 3.Comparison of feature selection techniques based on number of features 

Methods        Features selected 

PSO        10 
CSS        9 
CSSLF        8 
(proposed) 

 
Table 3 demonstrates the comparison of number of attributes selected by different feature selection 
techniques. The obtained feature subsets outperform a raw feature set. Further, CSSLF based feature 
selection indicates best performance with minimum number of features. 
 

Table 4.Confusion Matrix obtained after feature selection 

Methods   TP  TN  FP  FN 

PSO   8367  12003  1344  830 
CSS   12856  11508  889  3 
CSSLF   13011  11803  133  2 
(proposed) 

 
 

Table 5.Performance comparison of feature selection methods 

Methods  Detection rate False alarm rate Accuracy  Precision  

PSO  0.9353  0.1384  0.9035  0.8616 
CSS  0.9997  0.0647  0.9647  0.9353 
CSSLF  0.9998  0.0099  0.9946  0.9762 
(proposed) 

 
 

Table 5 shows the performance metrics of each class such as attack and normal. The false alarm rate is 
very less and the Detection rate is very high which is an important criteria as achieved by our proposed 
method. Precision and Accuracy performance metrics are close to 1.Table 4 shows the Confusion Matrix 
of each class obtained after feature selection. The rows in the matrix represent values; and entries along 
the columns specify methods. 
 

Table 6. Features Comparison Metrics via Different Classifier and Algorithm 
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Fig 6.Statistical analysis of different methods 

 
The IDS model achieves high values for precision and detection rate. The best result (shown in Figure 6) 
from a proposed approach was achieved by CSS with Levy Flight. It gives around 99.98% of detection rate 
with reasonable 0.99% of false alarm rate. The time taken by the model to train by CSSLF is greatly 
reduced to 14 seconds which is less than that of other approaches. Thus, it can be said that the proposed 
model is capable in achieving high detection accuracy with minimum is classification rate in a very less 
time. This quality makes the model computationally effective [36].      
The CSSLF algorithm is an efficient metaheuristic optimization technique for feature selection. Thus, this 
feature selection technique can be applied with better anomaly detection models in order to achieve 
higher accuracy and lower false alarm rate. The proposed Intrusion Detection System proves to be 
reliable and effective in order to detect intrusion. 
 
6. CONCLUSION 
In this paper, a Charged System Search algorithm with Levy Flight(CSSLF) was proposed to select the best 
feature subset. The improved CSS is basically the standard CSS combined with Levy Flight search strategy. 
Then the CSSLF is used for feature selection from IDS. The experiment results of IDS indicated that the 
CSSLF is feasible to optimize the feature subset and improving the IDS accuracy, detection rate and false 
alarm rate, which has a 9.11%, 6.45% and12.85% respectively improvement than PSO whereas with 
reference to CSS it is 2.99%, 0.01% and 5.48%respectively enhancement in performance. The proposed 
method suggested effective ways to handle exploration-exploitation tradeoff. This method restricts the 
agents escaping the search space. The convergence of the CSSLF algorithm is fast and is attributed to 
better exploration and exploitation. The proposed method reduced the number of features in IDS from 41 
to 8 features which help to improve the accuracy as well as makes it faster and efficient in detecting 
anomalous user behavior. In their future work the authors look forward to incorporate improvements 
such as adding variable weights and radius for the Charge Particles which will enhance effectiveness of 
method for feature selection. 
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