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ABSTRACT 
This paper examines an integrated networking shipping issue with solutions for cargo aggregation. A 
goods forwarder can combine planned and flexible-time delivery services. One major feature of the issue 
is time constraints. They are used, for example, to simulate shipping and picking-up times. The several 
aspects of the issue can be characterized as digraph components, and combining them results in a 
comprehensive graph description. This allows for a quantitative multi-commodity flow formulation with 
origin-destination and time structures, side constraints, and non-convex piece-wise quadratic costs. 
Techniques for creating columns are intended to calculate lower bounds. These algorithms for creating 
columns are also integrated with heuristics that seek to identify feasible integer answers. When 
computational outcomes are presented using actual data, the effectiveness of the suggested method is 
demonstrated. This work is motivated by the work of L. Moccia, et al [35]. 
 
Keywords: Time openings, transportation schedules, multimodal transit, column creation, no convex 
individually linear cost operation, and multiple commodities flow problems 
 
INTRODUCTION 
This article examines an international transport issue involving flexible scheduling and regular services 
that arose during the running of an Italian shipping organization. Some of the problem's properties are 
case-specific, but others are generalizable and applicable in a wide range of situations. We first go over 
the real-world application, then the general issue.  
Serving a large client that needs supplies from facilities regarding the carrier, getting from distributor 
systems is a genuine problem from those in northwestern France to those who live in the nation's center 
and southern regions. A commodities forwarder, who provides logistical services, coordinates the 
movement of merchandise from their manufacturing location to their final location point by purchasing 
carrier capacities and allocating deliveries to these companies. Transportation demands are always 
fulfilled, and an evolving two-week timeframe is part of the operational strategy. Numerous 
characteristics, such as the origin, Size, weight, kind of items, transportation and collection periods, are 
what define a transportation request. These opening times can be varied; for example, an automobile 
application could be picked up on the first day of the schedule, approximately 7 to 10 AM, or on day two, 
in the interval of 7 to 10 AM.  
In a similar vein, the delivery has several periods. The railway company owns the goods forwarder. The 
goods the carrier is cognizant of the yearly quantities and variances of client demands since they 
terminate with locomotives for the long-term arrangements of specified complete trains at a given 
regular date. The definition of a full train includes the day and time of departing, the itinerary, the number 
of stops, the maximum length, the weight capability, the permitted cargo, and the cost. The goods carrier 
pays the deposit to the railway business irrespective of whether or not the train is used, and the 
remaining amount is used to activate the train. This is the entire amount paid for a complete railway to 
the equipment company. The cost of reactivation is not affected by volume and is determined by the 
entire train's attributes, including its capacity, permitted products, number of stops, timetable, and 
distance traveled. We do not discuss the long-term arrangement involving the goods the carrier and the 
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railway business in this piece because it is a tactical choice.We concentrate on the managerial stratum, 
where freight is carried shipper makes the decision about whether to fulfill consumer transportation 
requirements by activating or not reserving full trains. The goods forwarder assigns several 
transportation applications to a full train to maximize the load factor given that the total cost of train 
restoration is the quantity -independent. Of course, the assignment has to adhere to the requirements of 
the transit demands (time frames, etc.) along with the train's itinerary, route, and further restrictions 
(such as its permitted length or tonnage). 
Typically, a fully loaded train does not cover all areas with distributing stations. But, in certain railroad 
terminals that are served by full trains, the goods forwarder can utilize regular commuter trains by just 
specifying that the specific train destinations be reached by single goods cars. In this instance, the 
railroad levies fees based on the quantity of routed rail cards as well as the separation between the rail 
stations at the origin and destination. In the second circumstance, the shipper is exempt from having to 
take into account the specifics of the railcar navigation, such as the schedule, and any additional 
restrictions that may arise from starting a full train. Although this alternative is more straightforward 
administratively, it does not offer the same possibilities for sharing costs as the prior scenario 
considering the expense is per railcar. Next, there are two kinds of rail offerings: railcars linked to a 
certain order and complete trains, which are finally shared by multiple shipments. These two options are 
referred to as categorized (railcars) and aggregated (whole train) train services. The word "dedicated" 
here denotes that this option is either absent or not being taken advantage of, while the word 
"consolidated" refers to the potential to split the expense for shipping between multiple shipments. 
There is not a fleet of trucks owned by the freight forwarder. Rather, it makes use of haulage firms that 
provide their shipping operations on demand at rates set by business contracts. The truck transport 
services' structure is determined by the forwarder. The quantity of lorries that must be packed at a 
factory at a specific time and delivered to a location—which could be the shipment's ultimate destination 
or a rail terminal for a modal change—defines a truck transporting service.There is not a fleet of trucks 
owned by the freight forwarder. Rather, it makes use of haulage firms that provide their shipping 
operations on demand at rates set by business contracts. The truck transport services' structure is 
determined by the forwarder. The quantity of lorries that must be packed at a factory at a specific time 
and delivered to a location—which could be the shipment's ultimate destination or a rail terminal for a 
modal change—defines a truck transporting service. The number of trucks needed for each journey, as 
well as ranges of weight (unit rates), are used to calculate fares. Thus, the sender attempts to increase the 
factor of loading for truck delivery services in this instance as well To prevent empty trucks, for example. 
This is possible as an operation may have numerous transportation requirements during the time frame 
for planning. Due to differing pickup and delivery window times, separate places of interest, or both, 
these parcels are categorized as unique orders. According to the specifics of each delivery, there may be 
possibilities to share the truck journey between many of them. For example, the journey from the 
production plant to the same rail terminal might be merged, or if the delivery's length and window of 
opportunity allow, the same service could be employed for a direct journey to the destination. Sadly, it is 
not feasible to share truck services for orders coming from multiple companies due to the great distances 
among them. Similar to the rail service scenario, we refer to truck operation in the months to come as 
consolidated if it handles several shipments that originate from the same manufacturer or devoted if this 
option is not taken advantage of.  
The truck solutions are available at any moment. On the other hand, both companies must be coordinated 
if the carrier arranges a change in mode to a complete train, therefore needs to adhere to a schedule. For 
this reason, the carrier has to factor in the expenses and duration of the modal transition at the rail 
terminal. 
 

 
Fig. 1 
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The scenario study's six choices for transport are shown in FIG. 1. The color picture is available for 
viewing on the Blackwell International Collection website. 
1. truck-driven origin-destination service;  
2. truck-driven origin-destination service condensation;  
3. truck-driven service condensation to the unloading train destination; the last link to the 
reconfiguration of the platforms; the whole train condensed to the arrival terminal; option four, adding a 
step beforehand to the last link: a special commuter train (using railcars) whereby two; option number 
five, with a committed truck service within the factory and the receiving train station; option number six, 
with a full train integration to the temporary station, a committed rail transportation to the arrival 
station, and a final link to the shipping system. Figure 1 depicts the last connection to the shipping 
platform, which is a specialized truck service in examples three through six. When a distribution station 
situated opposite the train terminus of arrival, which is quite the usual situation. In some cases, the 
transportation station is situated inside the commuter rail terminus. Even yet, there is a transfer cost in 
this situation, which can be compared to a specialist truck company as we shall discuss in the sections 
that follow. For further information about the case study, see Section "The Generation of Test Instances." 
The bigger issue is described as follows. One must choose the best route for a collection of origin-
destination transportation demands in a multifunctional network. It is assumed that the goods the carrier 
has access to a diverse range of transport options but does not own a fleet of vehicles.The kind of 
departing time and the cost function are the two primary categories into which these amenities can be 
divided. Time-flexible and time-tabled services can be distinguished from one another. Trucks typically 
have flexible departure schedules;The bigger issue is described as follows. methods typically operate 
having set hours of departing. Aggregation of cargo between two terminals is possible with certain 
services. A point of entry is where a transfer between vehicles operating in the same mode or between 
modes can occur. Fixed cost sharing is possible with amalgamation. Piece-wise linear (PL) cost curves, 
which rely on the overall service demand, incorporate this effect. Both of these price functions lack 
convexity and generally lack concavity. Certain services do not permit reorganization, meaning that the 
cost associated with a single shipment applies to them. As a result, we make a distinction between 
dedicated services and aggregation. Numerous capacity limits are present with consolidating services, 
such as weight, train length, etc., as demonstrated in the example study above. Because they are either 
practical or not taken into consideration for a particular shipment, dedicated services are not seen as 
incompetent. The route that is selected must take into account the terminals' opening and closing times as 
well as the time slots for collection and delivery of shipments. We refer to this topic as the M++ 
Transportation topic (M++TP) due to its multimodality, multiple capacity limitations, and numerous 
periods. 
We build a network model for this intricate mobility issue in this paper. Our main work is the creation of a 
heuristic based on column formation that takes advantage of characteristics unique to the situation. This 
technique's ability to produce both lower bounds and excellent, workable solutions is one of its intriguing 
features. This is how the rest of the job is arranged. The pertinent literature is discussed in the Section 
"Litre- ature Review." In the Section "Virtual Circuit Representatives," nomenclature and graph creation 
techniques are introduced, and specific features are covered in the Section "Mathematical Models." The 
strategies for obtaining upper and lower bounds are outlined in Section "Column Synthesis Algorithms," 
and the results are shown in Section "Mathematical Results." The final section contains a report on the 
findings. 
 
2. ANALYSIS OF BOOKS 
To place the issue within the pertinent literature, we first go over freight transport surveys in Section 
"Freight Logistics Surveys." Section Representation of Multi-modal Networks" discusses the various 
approaches that are available for representing multisensory networks. Section "Application-related 
Literature" reviews the research on issues linked to ours, while Section "Methodology-related 
Publications" examines optimization techniques that are pertinent to our strategy. 
 
Assessments of Transportation Operations 
A thorough analysis of the optimization models for shipping products is provided by Crania and Laborite 
[13]. A primary differentiation can be made among the single-modal distribution administration models, 
which are variations of the Automobile Scheduling Issue (VRP) as referenced in [36]; moreover, the 
strategic-tactical and functioning models, which take into consideration a national or worldwide multi-
modal network, as in the case of Referencing Ref. [9] is an Application Network Creation Challenge 
(SNDP). An overview of the literature on goods logistics with an emphasis on multimodal transportation 
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is presented by Marchers and Bontekoning [31]. They recommend a business based on the type of 
operations and the duration of the time window for the difficulties.  
There are four different categories of providers: intermodal, infrastructure developers, terminals 
supervisors, and drayage operators. The result of the time frame need is the conventional division into 
the levels of strategy, tactics, and operations.Since the problem at hand is the selection of pathways and 
offerings in an unidirectional network, the M++TP corresponds to the practical problems that a 
multinational provider would encounter in the previously indicated matrix consisting of twelve different 
categories. As well as ourselves (refer to Section "Application-related Publications"), our own refreshed 
assessment Macharis and Bontekoning [31] 
rank this problem category among the least researched. The rail-truck-related international writings 
combo is reviewed by Bontekoning et al. [6].Similar to the last article, this one emphasizes the need for 
additional study on operational issues that intermodal operators must deal with, such as choosing the 
best route. Intermodalism is primarily made possible by container-based transportation because of its 
many benefits, including reduced product damage and increased productivity during transfers. For this 
reason, the recent multimodal logistics literature study by Crainic and Kim [12] concentrates on the 
components of the transportation sector that are connected to containers. Specifically, issues with empty 
container repositioning and container handling at the terminal are covered in detail.  
 
Symbolizing Heterogeneous Networking 
Multiple services that can run on the same infrastructure are part of a multimodal network. For example, 
Lorries with varying capacities utilize a single highway link. In addition, the physical or physical network 
does not represent crucial operations like mode transfers. For this to work, a so-called "virtual network" 
with ties to other multimodal chain operations must be established. The concept of virtual networks in 
multimodal freight transportation models was first introduced in the early 1990s [10, 23]. A process for 
generating virtual connections in a Geographic Information System, or GIS, automatically is presented by 
Joaquin et al. [26].The graphical representation of a global network for multidisciplinary and 
international freight transit is the subject of the researchers South worth and Peterson [35]. They expand 
business GIS to manage network access and exit as well as intermodal transfers. The approaches 
mentioned above were designed with tactical and planning for strategy in mind. As a result, operational 
factors such as time synchronization were overlooked. Regarding this literature, we contribute protocols 
for virtual networks that include inherent time synchronization. 
 
Application-Specific Research 
Two models are presented by Barrow and Richardson [4] to find the least expensive route that combines 
rail and truck services. In the first framework, the trailer determines the cost of the rail service; however, 
in the second variation, the vehicle determines the cost of the railroad service, up to a maximum of two 
containers per car. The maximum permitted delivery time and caravan availability are subject to 
additional time-related restrictions. According to this speculation of, a no bipartite weighed pairing 
process is used for the second model, while a shortest path technique can readily find the minimal cost 
route for the first model. An international multimodal supply chain is studied by Min [32]. Two models 
are presented by Barrow and Richardson [4] to find the least expensive route that combines rail and 
truck operations. The longest permitted delivery time and caravan availability are subject to additional 
time-related restrictions. According to this speculation of hypotheses, a no bipartite weighed pairing 
process is used for the second model, while a shortest path technique can readily find the minimal cost 
route for the first model. A worldwide multimodal supply chain is studied by Min [32].  
Perhaps the most pertinent work to our problem is that of Zhang [8]. Chang examines an international 
transport system with delivery time windows, individually linear curvilinear (PLC) cost functions to 
represent economies of scale, and scheduled transportation services. His assumption that money flows 
can bifurcate—that is, that a shipment can be split into smaller ones that can take multiple routes to reach 
their destination—is the primary distinction about our dilemma. When taking into account substantial 
shipments on a transcontinental basis, this presumption makes sense. On the other hand, we work with 
an inter-regional connection where it is not appropriate to route the shipment over many paths. 
Moreover, our method of solving the problem is distinct. Chang uses a Lagrangian reduction approach for 
a multi-commodity flow situation with PLC costs which was first presented by Amiri and Pirkul [2]. 
Additional distinctions include the fact that we take into account numerous periods and more general 
cost equations that are not always concave. We observe that the literature on routing vehicles has only 
recently addressed the various time frames aspect [7, 24, 37]. 
 
 



Journal of Computational Analysis and Applications                                                                             VOL. 33, NO. 2, 2024                           VOL. 33, NO. 2, 2024 

 
 

                                                                                246                                                  Suresh Kumar Sahani et al 242-262 

Writings on Methodologies 
Our issue is an expansion of equipped network layout approaches from the perspective of computational 
math (See, for example, Gendron was et al. [21] for an overview). One similarity between a cargo and the 
Hartman et al. proposed the Source-Destination Integrated Multi-Commodity Flow Problems (ODIMCFP) 
[3]. is that in an integrated network, a cargo can follow just one path from origin to destinations. In the 
capacity of an ODIMCFP with intervals of time, PL cost curves, and the utilization of resources side 
limitations we will simulate the M++TP. Similar to the ODIMCFP, path variables can be used to represent 
and solve the M++TP through column production. For an overview of column generation, refer to 
Desaulniers et al. [17], for example. The Cheapest Path Challenge with Time Windows from Microsoft 
(SPPTW), which has been studied in various works, including The cost issue is raised by Feillet et al. [19] 
and Desrochers and Soumis [18] , due to the M++TP unique structure. Our issue is also addressed in the 
literature on incrementally linear costs. A dynamic slope scaling approach is introduced by Kim and 
Pardalos [29] to solve the Fixed Charge Internet Flow Question (FCNFP) in an algorithmic manner. Kim 
and Pardalos [30] solved the Concave regions Incrementally Linear Networks flow Question (CPLNFP) 
using similar techniques. In reality, On a bigger graph, the CPLNFP can be translated into an FCNFP 
utilisingan arc separation process. The same publication also described a more sophisticated form of the 
algorithm that makes use of a trust interval mechanism. Crainic et al. [11] applied the concept of dynamic 
slope scaling to resolve the FCNFP multicommodity variation. The writers provide an intuitive 
Lagrangean unwinding, broadening, and growth method.  
and slope scaling by meta-heuristic A general optimization problem with decomposition no convex piece-
wise linear costs is represented by three conventional mixed-integer linear programming (MILP) 
formulations that are equivalent., as demonstrated by Croxton et al. [14].  
Their independently linear cost distribution is similar to their lower hemispheric environments LP 
easements. Keha et al. [27, 28] independently arrived at an identical outcome. Disaggrega adjustable et al. 
[15] Examine a particular utilisation, such the merge-in-transit issue to see how well the previously given 
method works. the authors Croxton and associates [16] offer valid inequality based on this method. the 
number of time to deliver frames Γ(k)<1,..., Γ(k). The collection Γp(k) Γ(k) contains the penalized time to 
delivery openings, and each of them has a cost cγ, γ~~Γp(k), meaning that we assume an elevator 
punishment price function upon arrival. Using this syntax, we can build the direct graph G (N, A)'s first 
portion, which is where the issue in question is defined.O indicates the placements of the initial nodes, as 
well as the collection of  node destinations is shown by D. A shipment with the final destination node 
being dk D and the origin node being ok O is represented by ok O. Next, we add nodes Γ(k) for the 
delivery time frames and ▲(k) for the pickup time apertures. We keep the prior notation in place, and the 
sets ▲(k) and Γ(k) also show the node sets for the pickup and delivery periods. The ▲(k) nodes are 
connected to an origin node ok by arcs that have no cost and no time for traveling. For the endpoint node, 
the notation is the same,O indicates the positions among the originating nodes, along with the collection 
of  The ensuing digraph part is shown in Figure 2, whereby the standard node i ∈ ▲(k) ∪ Γ(k) is 
represented by time window intervals of [ai, bi].  
 
3.2. Using Scheduled Aggregation Functions and Interface Connectivity 
The process outlined before yields a digraph that can still be separated during transportation. 
However, combining the representation of the service adds nodes and arcs that are useful for several 
shipments. For illustration, let us create accessibility to terminals I and choosing method for the 
Timetabled Consolidation Route (TCS) between terminals I and terminals j One linking arc and two nodes, 
i and j, could serve as a synthetic representation of the physical network. The virtual network needs to 
consider numerous operation features, such as: 
The terminal's operating hours; transportation schedules and fees, which are contingent on the type of 
vehicle being entered, the manner of departure, and the cargo demands; and the amenities and 
schedules offered. The scenario shown in Figure 3 consists of two destinations connected by two TCSs, 
such as shuttle trains, with two potential entry modes—truck and rail—and a two-day planned horizon. 
These are distinguished by two nodes with compacted windows of time, i1 and i2. A compacted time 
period for a common node I is defined as ai bi di, where di is the duration of the departure. In our 
scenario, four nodes are needed at the terminal I entry to specify every possible throughout the two-day 
planning horizon. We anticipate that there will be only one location for times of operation each day: on 
day one, [ai, bi]; on day two, [ai, bi]. We connect the appropriate leaving nodes to the starting nodes. An 
arc can only exist through the entering where are + mink∈Ktk< di, wherein tk is the amount of time 
needed for the shipment k to pass between each of the nodes e and I, and the departing node (i)? The 
assistance embodied in node i1 in Figure 3 can only be utilized in connection with entrance nodes e1 and 
e2, which symbolize departures on day one, provided that it disappears on day one. Conversely, 
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operations i2 departs on day two and operates with e1 though e4, which are the four gateway 
components. Three properties are represented in this diagram: transport, outgoing mode, and ingoing 
mode. These features are related to the expenses and latency on the arcs that join the entry and exit 
nodes. There is gij(qij) for a generalized arc (i, j), whereby the arc load is denoted by qij. The arc that 
leaves The departing node establishes a connection with the matching entrance cluster and offers a 
calculation for the percentage loss (PL) that is contingent on the overall sum. The sum of the amounts qk 
or the arc specific quantity of the cargo k is the arc load for any delivery order that uses (i, j). 
The expense purpose of PL MILP model will ensure that each capacities restriction associated with the qk 
unit of measurement will also be satisfied, as we will demonstrate in Section "Node-arc-based 
Formulation 1." Let's assume for notational convenience that the only limitation of capacity on the arc (i, 
j) that needs to be considered is the second kind. 
For example, the qk numbers indicate volume, but the weight has a further capacity limitation. We use 
Wij to show the arc strength and wk to show the weight of the package requirement. As a result, 
integrated function arcs will appear as trained. 
 

 
FIG. 2. a section of the digraph that shows the open spaces for pickup and delivery of a package. [The 

website of wileyonlinelibrary.com provides users with the color picture.] 
 

Figure 3. Explosion of a tangible infrastructure into a digital one. 
 
Adaptable Solutions for Concentration 
There are no set departure dates for flexible service consolidations (FCSs). However, we still have to 
consider the synchronization with the delivery of the designated cargo. First, keep in mind that FCSs often 
have a window of time within which they can depart. As a result, We simulate an FCS with an adequate 
high number of nodes that are uniformly distributed over a departure window and fixed departure times. 
The best routing strategy will search for consolidation and use the fewest possible departure nodes as a 
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result. We take it for granted that there are enough FCS vehicles available to meet the allocated demand 
for transport. This notion is not restricted as it relates to FCSs and trucks. Note that the solution space is 
constrained as a result of the start time apertures' judgment. The final solution may vary depending on 
how specific the requirement is. 
 
Specific Programs 
Whenever the goods forwarder is unable to share transportation resources between many shipments due 
to management or technological constraints, a dedicated service is required. More generally, if the cost 
function can be divided into several parts based on shipments, we design a dedicated service. Dedicated 
services typically involve trucks, thus their departure timings are variable. Draught age activities, or the 
transportation of shipments by truck from sources of deliveries to counterparty or terminals locations, 
are instances of this kind of service. The simplest way to visualize these flexible dedicated services (FDSs) 
is as an arc connecting two distant nodes, the cost and transportation time of which vary with the 
delivery. On the other hand, we can have transport services with schedules or scheduled arrival times in a 
bidirectional network, but whose FDS-like cost system it is. A good instance would be short sea vessels 
that come and go from ports on a frequent basis. These transport providers have comparatively huge 
capacities for a goods forwarder's requirements. For this reason, there is a cost per container in the 
established contract for these services. As in the case of TCS, One way to conceptualize these timetabled 
special services (TDSs) is as nodes with collapsing time frames. Nevertheless, the arcs have separate cost 
functions, or ck values, and are incapable of moving. A departing node with an estimated time frame for 
the shipment and a departure node that displays the moment of arrival time as a contracting interval are 
needed for the final sort of time synchronization that we will be discussing: an assured arrival time.  
 
Radial Arcs of Origin-destination 
An arc connects each shipment's beginning and end nodes on the digraph that serves as the problem's 
definition. Only committed services can acquire the lowest cost route, which is produced by a direct 
origin-destination arc. For every this cost might be calculated by solving the optimization issue in a 
different graph. It is clear that by using the shortest path technique with time frames on the specific 
service digraph, we can find the least expensive path.The task is not hard because efficient SPPTW 
algorithms are available, and the reduced digraph is rather tiny. In real life, we must contrast a few 
options. We are forced to select between drayage activities and special services between the terminals, if 
available, or direct trucking from origin to conclusion. Our solution technique is aided by The presence of 
the so-called "virtual" origin-destination arcs (ok, dk) explained in Subsection "Histograms in for Finding 
Higher Boundaries, Strategies H-CG, H-CGL, H-CGS." 
We also indicate the cost if the package aggregation is not taken into account. 
 
Digraph Arc Complexes and Connector Complexes 
In summary, the subsequent nodes on digraphs can symbolize the M++TP: Nodes for the starting and 
ending point (sets O and D); time slots for Transport and collection (sets ▲ k K ▲(k) and Γk K Γ(k); The 
airport doorway's time window (set Ne); the scheduled departure's time glazing (or the time guaranteed 
arrival, i.e., with a disintegrated time opening up and set Nd); and the application's expiration time (set 
Nc). Let N be the union of the previously indicated node sets. The set of time-divided nodes is denoted by 
Ntw for rotatable simplicity, i.e., Ntw ▲ Ne ▲ Nc ΍. The functional constraints described in the preceding 
instances establish the arc set A N N. We separate A into two independent portions:the set Av, where the 
cost functions of the arc are separated by the package, meaning that Expenses are ck. > 0, (i, j) Av; these 
arcs indicate the costs associated with the carriage of specialized services, transfers within devices, late 
arrival penalties, etc. the set Apl, whereby the entire arc load qi determines the arc price function gij(), 
which is PL.  
 
4. DIAGNOSTIC EXAMPLES 
The difficulty is defined in the next paragraph as a numerical multi-commodity flow question with origin-
destination above the dotted line G that was shown in the earlier subsection, with side limitations, time 
periods, and PL costs. The parameters and constraints required to model the PL expense functions are 
first introduced in Section "Modeling the PL Cost Processes." Here, we also go over variables that are 
pertinent to our methodology.  
The node-arc composition 1, and these is described in Chapter "Node-arc-based Composition 1," is next 
presented. But since 1 leads to very huge integer applications we come up with a path-based framework 
(2), which we show in Section "Path-based Interpretation 2," to create an organization scheme. In Section 
"Estimated Path-based Composition 2," a somewhat condensed composition, 2, is presented. Section 
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"Lower Bounds Stronger" discusses the significance of this composition. Lastly, in Section "Valid 
Inequalities," legitimate assumptions from the literature are modified for both variants 1 and 2. 
 
PL Cost Functional Simulation 
We have potentially distinct Apl PL cost processes in the issue we have. The collection of the cost 
functionality gij's horizontal segments, (i, j) Sij is the symbol for Apl. 1,..., Sij. Every segment s Sij 
comprises of a non-negative fixed cost, f s, a variable cost or slope, cs, boundaries and and the portion 
with the peak flow point, αs gij(rs )/rs. While lower semi continuousness is required, continuity is not 
assumed: gij(q) ≤ liminfqr→qgij(qr). A zero cost is equivalent to a zero arc load: gij(0) 0.Figure 4 provides 
an example, in which we remove the letter ij for notational simplification. To describe these PL 
operations, As an instance, we apply the multiple-choice methodology (MCM) as outlined by researchers 
Croxton et al. [14]. The MCM uses these specific parameters such as  
 

 
 
The arc load on segmentation s is expressed by the formula ls ∈ R+, ∀(i, j) ∈ Apl, ∀s ∈Sij; if lij>If lij = 0, 
then ∀u ∈Sij \{s} and rs−1 < ls ≤ rs; s~0, 1, (i, j) Apl, s Sij, whereby ys 1 indicates that the arching load is 
accounted for in the segmented s of the expenditure constituent gij. ; the contrary, ys = 0.  
We may then obtain the MCM mixed-integer polynomial formulae for g(q) for a particular arc load of q by 
eliminating the letter ij. 
reduce (f sys + csls) (1) According to ls ≥ q, s∈S, (3) ys ≤ 1, (4) s∈S, ls ∈ R+, (5) ys∈ {0, 1}, ∀s ∈ S, and (2) 
rs−1ys ≤ ls ≤ rsys.(6)  
We are only able to choose a single part due to the binary requirements upon ys parameters and 
limitations (4). The segment selection s and the arc load, q, are connected by requirements (2) and (3) so 
that rs−1 q rs. Consequently, g(q) is expressed as the fixed expenditure and inclination of the selected 
portion in the final goal functions (1). 
Lowering the integration requirements in the MCM will roughly define an incrementally linear expense 
function by its lower convex envelope, as demonstrated by Croton et al. [14]. The biggest convex 
functional majorized by a function g is its bottom convex perimeter [34].  
By demonstrating the equivalency of their LP ij s u concessions, Crouton et al. extended this result to the 
MCM and a third MILP specification after deriving it for a second specification (the convex combinations 
model). We talk about a specific instance of this outcome here. According to The author et al., when 
concaveness is present, the lower convex envelopes estimations take This is the line connecting the origin 
with the position of maximal possible flow on a plane. We demonstrate that this trait is valid under a 
more relaxed presumption, meaning that it applies wherever the final segment has the lowest αs value.  
Firstly, let s be chosen so that αsˆ mins∈Sαs. The MCM model's LP reduction has a lower constraint of 
αs^q. If q is greater than rsˆ, then αsˆq also denotes the best answer. 
Evidence. Since the binary restriction is loosened and due to constraints (3), every possible solution is 
going to have ys ls/rs ls/rs−1.  
In addition, the equivalence ys = ls/rs will be reached in an ideal solution due to When concaveness is 
present, the smallest convex envelopes estimations take on a continuous form, which is the line from 
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where it starts to the location of the greatest practical movement. ∈S(csls + f sls/rs) = ∈S αsls is the new 
objective function. Constraints (2) and (5) remain in place, however requirement (3) can be removed. 
Requirement (4) can be stated as  
(1) ls rs<= 1. (7) s∈S 
The resulting model has constraint (7) and is a continuously backpack dilemma with αs assigning costs. 
Since αsˆq is a legitimate limitation and, assuming that q rs^ holds, the contention is instantly proven. it is 
viable to assign the complete arc flow to the segment s [restriction (7) is achieved], and αsˆq is the 
optimum. 
First the presumption Let's say we have a PL cost curve with the form α|S| = mins∈Sαs. 
Observation 1. The MCM's optimal cost for linear programmers tranquilly provided the achievable flow q 
and Proposition 1, is equal to α|S|q. The following describes an ideal solution: ls = ys = 0, ∀s ∈ {1,..., |S|− 
1}, y|S| = q/r|S| > 0, l|S| = q, and the segment chosen is the last one.  
 
Observations 2. The ideal dual multipliers corresponding to restriction (2) is equal to α|S| given a 
workable flow q and condition 1. 
Evidence. Let (ψ, µ) be the two dual integrators corresponding to constraints (2) and (7), in that order. It 
should be noted that the combination (α|S|, 0) has a dual cost of α|S|q and is dual viable. It is therefore 
dual optimum according to dualism philosophy. 
Consolidation-related cost functions often meet Proposition 1. We present the description of PL cost 
processes brought about by consolidating to provide context for this claim. Assuming that the part's 
inclinations and cs values are no increasing in s is reasonable. Moreover, specify the component lengths, 
∆rs, and the following increases in the fixed expenses, ∆f s:  
Reducingin s. Moreover, specify the portion's lengths, ∆rs, and each jump f s, fixed expenses. , as follows: 
f 1 if s = 1, ∆f s = f s — f s−1}  
if s ∈ {2,..., |S|} rs = rs − rs−1 if s ∈ {2,..., |S|}  
Although the fixed cost spikes do not grow, the lengths of the portions when price cuts apply typically do 
not diminish (see Fig. 4). This is condensed into the Presumption that follows: 
 
Assumption 2:We consider a PL cost solution where the ∆rs sequence is continuous and the cs and ∆f s 
variables expand significantly for each of the variable s. 
You next demonstrate that Hypothesis 2, which is larger because it is inspired by additional valid 
properties, entails Proposition 1. 
 
Argument 2:The second theory states that the αs string is non-increasing.  
Evidence. It is still necessary to demonstrate that the f s/rs series instance  since terms and our 
application depends on the  presumption on the cs values, that is, f s+1/rs+1, s<1,..., S-1, ≤ f s/rs Note that 
the following type of contradiction may be written thanks to the non-increasing ∆f s series assumptions 
and the not increasing ∆rs values: 
(8) 
The discrepancy (8) for s 1 turns into as needed, f 2/r2 f 1/r1. This results in an inductive proof. Assume 
that the resultant principle is f s/rs f s−1/rs−1. It is easy to verify that the claim is true by applying to the 
inductive conjecture approach: By proving the aforementioned inference, one can negate the final 
discrepancy in Restriction (9) through disagreement: 
(10) 
Considering Hypothesis 2, we do not think that assumption one is restrictive. The previously mentioned 
findings enable us to manage broader non-convex price functions that aren't always concave, such as 
stairway processes, which are frequently encountered in real-world scenarios. 
Composition F1 centered around the connector arc 
The for-emulation previously is stated in the supplementary notation that follows. Let I represent 
the intermediary nodes (I N (O D) ) that exist between origins and targets. The set ϴ(i)+ All of the nodes j 
N for every node i, I are contained therein so that (i, j) A. Comparably, δ(i)− indicates that there are nodes 
j N where (j, i) A occurs.  
The node-arc orientated power source M++TP manufacturing's chosen characteristics are as follows:  
• Tk~+, k~K, i~I, indicates when transportation k is expected to arrive at node I; if the shipment reaches 
the node, Tk > 0; otherwise, Tk = 0. If transportation k employs arc (i, j), then xk = 1 and xij = 0 elsewhere. 
The node-arc approach can now be shown using this notation, also :  
decrease (11) 
= 1~∀k ∈ K,~(12)  
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= 1 ∀k ∈ K, (13) 
= 0~∃i ∈ I, ∀k ∈ K, (14) 
I × I, Mk~∀k ∈ K, (i, j) ∈ A, (15)  
I ∈Ntw, ij∀k ∈ K, (16)  
xij, k, and i, in K, N, and (17) 
If (i, j) ∈ A, then l ≥ q x~ (18) 
(i, j) ∈ Apl, ∀s ∈ S, rs−1ys ≤ ls <rsys, (19)  
  y ≤ 1  ∀(i, j) ∈ A , (20) 
Wij∀(i, j) ∈ Apl, wkxk ≤(21) 
Tk ∈ R+, k ∈ K, i ∈ I, and so on (22) 
Assuming ls ∈ R+ and s ∈Sij, (i, j) ∈ Apl, (23) 
s ∈Sij, ys∈In Apl, {0, 1} ∀(i, j), (24)  
If k ∈ K and (i, j) ∈ A, therefore xk∈{0, 1}. (25) 
Here, Mk is set to equal to a high enough integer in the case that i ∈ Nd, equal to di tk if i ∈Ntw, and adopts 
the value bi + tk elsewhere. By using arcs with the cost, or arcs associated with Av, and consolidating 
services, or arcs in Apl, where PL expenses hold, the goal functions (11) minimizes the overall cost spent. 
Both the starting and ending nodes' orientations are determined by requirements (12) and (13) 
correspondingly. Limitations guarantee flow maintenance for the additional nodes (14). Limitations (15) 
enforce the spreading of time parameters Tk, whereas restrictions (16) enforce periods and schedules.  
and (17), in that order. The constraints (18) through (20) are comparable to the K K IJ IJ as well as the 
choice of the  arc cost function's component s so that rs−1 ≤.k∈Kqkxk<rs. Keep in mind that (19) can also 
be used to impose capacity limitations on the amount of material qk. R |Sij| cannot be larger than the arc 
load qkxk. Restrictions (21) model the top limitations on resource usage over wk values. There are K^I~S 
continuous variables, K~A~pl S binary elements, and K~A^pl S binary elements in the node-arc 
construction.  
(i,j)∈Apl |Sij| + 3|Apl|+ 2 |K|× (2 + |I|+ |A ∩ I × I|+ |N d ∥Ntw|) 
 
4.3. Formulated F2 following the Pathway 
The focus of a path-based interpretation is on the paths that cross the digraph G connecting the origin and 
the target nodes. Let P(k) symbolize the value collection of all possible pathways on G for each shipment k 
∈ K. Every path needs to adhere to time-related restrictions, beginning at its starting point node (ok), and 
finishing at the intended node (dk). In summary, a path meets restrictions (12) through (17) and (25). We 
define a variable of length integer zk for each viable path p ∈ P(k), wherein zk = 1 if just if item k has been 
allocated to the pathway p. Assume P 
If the arc (i, j) is a part of the path p, then φij, (i, j) A, p P, and φij equal one; if not, then it represents zero.  
Because ck indicates water retention, p ∈ P and k ∈ K, where ck = v ck φp. 
Thus, what comes next is the path-based approximation F2:  
vulnerable to ijijij p pk∈Kp∈P(k) is (i,j)∈Apl s∈Sij. 
z = 1 ∀k ∈ K, (27) 
(i, j) ∈ Apl, (28) 
Wij∀(i, j) ∈ Apl, wkφpzk ≤  (29) 
(i, j) ∈ Apl, (30) ∈ s ∈Sij(30) 
If (i, j) ∈ Apl, then ys ≤ 1. 
∀(i, j) in Apl, ls in R+, ∀s in Sij, (32) 
s ∈Sij, ys∈ {0, 1} ∀(i, j) ∈ Apl, (33) 
If zk, consequently K ∈ K and p ∈ P(k)∈ {0, 1}.(34) 
Limitations specify that there must be a single path selected for every delivery (27). Restrictions (18) and 
limitations (28) have the same function. Restrictions model capabilities over the wk values (29). The 
restrictions in (19) and (20) are comparable to those in (31). Pl S constants, Pl Binary variables like 
P.(i,j)∈Apl |Sij| and |K|+ 3|Apl|+ 2.(i,j)∈Apl |Sij| requirements are all present in the path-based approach. 
 
4.4. Formulated F2L utilizing the Determined Path 
Here, we present a streamlined version in which linear costs (αij = mins∈S αs) are used in place of the PL 
cost curves. The substance in question is known as F2L: 
p is in P(k).~(i,j)∈Apl k∈K 
Since zk = 1 ∀k ∈ K, (36) 
qkφpzk<r|Sij| ∀(i, j) ∈ Apl, p∈P(k) (37)  
(i, j) ∈ Apl, wkφpzk ≤ Wij, (38)  
P(k) ∈ P, Zk∈ R+, K ∈ K, p∈P(k), and k∈K.(39)  



Journal of Computational Analysis and Applications                                                                             VOL. 33, NO. 2, 2024                           VOL. 33, NO. 2, 2024 

 
 

                                                                                252                                                  Suresh Kumar Sahani et al 242-262 

where limitations (36) and (38) are comparable to (27) and (29), correspondingly, while limitations (37) 
provide the upper boundaries across the arc streams. K|+ 2|Apl| restrictions and |P| variable constants 
make up the F2L formulations. The following section goes over the benefits of F2L. 
 
4.5. Durability of Bottom The Boundaries  
Let LB1 represent the lower limit that results from relaxing F1's integration restrictions (24) and (25) 
and LB2 represent the lower limit that results from loosening F2's integration restrictions (33) and (34). 
The optimum value of F2L is shown by V2L. After that, we put out the next two claims. 
Measure 3. V2L ≤ LB2 
Evidence. 
Keep in mind that a workable solution z for 2 is workable for the easing of 2 with linear programming, 
and vice versa. Regarding the costs connected to PL, the two objectives (26 and 35) are different. The PL 
costs in (26) originate from the MCM, however they are provided as αijqij quantities in (35) instead. As 
mentioned in Reasoning The disparity is demonstrated by the reduced limit of the associated modified 
MCM, αijqij. 
Premise 4: If (i, j) ∈ Apl and αij = mins∈S = α|Sij |, then V2L = LB2 ≥ LB1 
Evidence. Hypothesis 3 and Observations 1 lead to the equivalence V2L = LB2, which is the result of the 
inconsistency LB2 decompose decision. A route that  
(25). The integration requirement is not exhibited by this combination of restrictions.  
The polypore outlined in Limitations (12)–(17) describes the possible area of the SPPTW, an NP-hard 
problem, with an exponential number of limitations. Consequently, we can anticipate that, in comparison 
with figuring out the LP relaxation problem of formulation F1, solving that of formulation F2 will produce 
narrower limitations [22]. 
Because formulation 2 is significantly smaller than formulation 2, the preceding result emphasizes how 
convenient it is to use the approximation language for bounds. Applying the simple expression does not 
weaken the lower bounds when the first assumption is true. Moreover, 2 might potentially demonstrate 
its value in the absence of the aforementioned presumption. This would be the situation if there were no 
other viable ways to handle huge cases.  
 
Reasonable Differences 
We modify the legitimate inequality identified by Croxton et al. [16] to fit formulas 1 and 2. The valid 
equations for the first proposal are where we begin. According to the powerful forcing limitations, each 
shipment's flow on an arc is zero whenever no section is selected. Utilizing our syntax: 
xk ≤ ys~, where k ∈ K and (i, j) ∈ Apl.~(40) 
Segments are aggregated and deliveries are disaggregated by the strong driving limitations (40). By 
adding more non-negative parameters, xks, we can break down both industries and shipping. The 
following calculations establish a relationship between these new and preceding parameters: 
(41) 
(42) 
The following represents the additional coercive obstacles: 
(43) 
1 is an expression that includes the variables xks and requirements (41)–(43). We refer to 1 as the 
formulation that is derived by adding constraints (40) to 1.  
Constrainedions (40) would need to be rewritten in the z dimensions in order to use the corresponding 
enhanced 2 the manufacturing process, 2:  
(44) 
In flow-in-network difficulties incrementally linear expenses Croxton and associates [16] shown that, 
when the relaxation of flow preservation requirements occurs, For a Lagrangian subproblem, the 
cylindrical hull is defined by the enlarged pushing conditions.The equivalency between residual capacity 
discrepancies and expanded forcing limitations was demonstrated by Frangioni and Gendron [20]. 
Nevertheless, Croxton et al.'s numerical tests [16] show that stretched pushing restrictions do not 
significantly outperform strong generating restrictions when there are comparatively high starting fixed 
costs.  
 
Characteristics of a few dual multiplications 
In this section, we describe the ideal simultaneous multiplying linked torestrictions (28) in an 
exponential programmed relaxation of F2. Through altering the generalized requirements of type (28), 
namely the rightmost worth, we use analysis. For such a restriction, let θ be the modified right-hand value 
that matches an arc (h, m) Apl. The practicable set of the perturbation linear algorithm reduction of 2 is 
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denoted as S(θ). Note that since every variable have been moved to the left side and the restriction's 
undesirable right-handed value is zero, S(0) is the feasible collection of the linear program relaxed of 2. 
A disturbance such that S(θ) is not empty is what we are drawn to in. In the subsequent example, δ is a 
member of the set ① ΃ S(δ). F(θ) represents how to optimize challenges with the required functional 
(26) across the set of prospective values S(θ). The best value of F(θ) is expressed as v(θ). Hence, v(0) is 
the ideal value of F(0), which is a linear program relaxation of 2. An effective dual multiplication of the 
requirement under sensitivity study in F(0) is denoted by πh∗m. Notable characteristics include the fact 
that πh∗m satisfies the following condition and the piece-wise linear estimate v(θ) convergent operation:  
(45) v(0) + θπh∗m ≤ v(θ) ∀θ ∈ ① 
Under Hypothesis 1, In the best case scenario (z, y, l) of F(θ), and applying the same logic as for the first 
suggestion and Observation 1, we obtain the equation as follows: 
(46) 
If s ∈ {1,}, |S| − 1}, then ls = ys = 0 ∀ i, j ∈ Apl. (46) 
If s ∈ {1, |S| − 1} ∀ i, j ∈ Apl, then ls = ys = 0. (47) 
We propose the subsequent nomenclature to express alternatives (which are not always optimum) of 
F(θ) in a more concise manner. Let ¯l be the dimension of the scalar. |Apl| that is non-negative. When the 
answer is shown as (z, ¯l) in the following, it means that The extra The values of l and y are as stated in 
Constraints (46) and (47), and the answer (z, y, l) emerges with respect to (i, j) Apl, l|Sij| = ¯lij. 
Using this method to indicate the value of the goal is determined function  of (z, ·l) is determined using. 
 
Assertion 5: Assuming that, ∗ ≥}, ∀ i, j} ∈ Apl.  
Evidence. Let θ − be an undesirable scalar in ① and (z∗, ¯l∗) be an optimal F(0) solution. We construct the 
answer (z, ¯l) considering that the value of z = z∗, ¯lhm = ¯lh∗m + θ −, and ¯lij = ¯li∗j, ∀(i, j) ∈ Apl \ {(h, m)}.  
We now demonstrate that for F(θ −), (z, ·l) is possible. Z is possible for F(0) because z = z∗. meets the 
unmodified criteria (27, 29) in F(θ −). The y components are as in the best possible answer to F(0), 
satisfying requirements (30) and (31). In the same way, for the unbroken requirement of type (28). Only 
the impacted constraints needs to be verified: 
v(θ−)≤v(0)+ αhmθ−. (49) 
Observe that ¯lh∗m =. ∈. ∈ qkφpzp∗k according to the the optimal state of (z∗, ¯l∗) for F(0). The solutions 
(z, ¯l) meets requirement (48) as well because by composition ¯lhm = ¯l∗ + θ −, and z 
(50) θ −πh∗m ≤ v(θ −) − v(0) ≤ αhmθ −.  
Remembering that θ − is negatives and noting that the preceding explanation is applicable to all 
restrictions lead to the following result (28). 
 
Theorem 6: In order for π ∗ = α, (h, m) ∈ Apl, it is necessary that the load on the arc (h, m) in the best 
solution (z∗, ¯l∗) be strictly smaller than its greatest practicable value, that is, ¯lh∗m} <r|Shm |.  
Evidence. Assume that (z∗, ¯l∗) is the best answer to F(0) and that θ + + |Shm | ¯∗  
An optimistic scalar with θ <rhm − lhm properties. Following these steps, we build the answer using (z, 
¯l): z = z∗, ¯lij = ¯li∗j, ∀(i, j) ∈ Apl \ {(h, m)}, and ¯lhm ·∗m ¯lh∗m ·∗m θ +. The feasibility of (z, ¯l) for F(θ +) 
may be established with ease, and its cost is equal to v(0) αhmθ +. Based on Hypothesis 5, the ideal value 
of v(θ +), and the fact that μ + is a constant scalar, we get:  
≤ v(0) + αhmθ + ≤ v(0) + πh∗mθ + ≤ v(θ +), v(θ +),  
so demonstrating the equivalence πh∗m = αhm. 
 
5. Techniques for columnar construction 
By solving a big linear program (LP) using the column-based production strategy, and their every 
parameter, or columns, are implicitly included in the restriction matrix. The restricted masters difficulty 
(RMP) is an LP that only contains a portion of the MP columns, whereas the master challenge (MP) refers 
to the entire problem. For the majority of issues, a perfect solution will only include a relatively small 
subset of all columns; the other (monobasic) components can be disregarded.   
Any column that has a positive decreased cost in a minimizing issue can be disregarded. The column-
based production approach solves a number of smaller RMPs until it reaches the best solution to the MP. 
The algorithm searches for columns with negative cost reductions that are not included in the RMP once 
the ideal form of an RMP has been determined. We refer to this as the pricing issue. The MP is also 
currently the RMP maximum solution. best approach if the pricing process is unable to locate any 
columns. If not, the approach iterates and adds one or more categories with negatively decreased costs to 
the RMP. 
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Three techniques are presented here to get lower limits on our Two by two- column development is 
solved by CG, two by two column production is solved by CGL, and two by two row and row development 
is solved by CGS.  
Ultimately, a branch-and-cut method that selects pathways amongst alternatives produced by one of 
these three techniques reaches viability. 
 
5.1. Algorithms CG: F2 Linear Program Relaxing 
To identify pathways, or columns, with negative cost reductions for formula 2, we develop an additional 
costing method. Let the dual coefficients ΍ij 0 (i, j) Apl, σk, k K, and λij 0 (i, j) Apl to represent related to 
limitations (27), (28), and (29), in that order. The parameter zak's lower expenditure, represented as c¯k, 
is:  
(c·k) = ck φp − φpqk π − σ — wk ỗ. (51)  
Ijij~ij (i,j)∈Apl ijij~ ijij~k p (i,j)∈Av~  
If (i, j) ∈ Apl, then qk πij − wkŻij.  
The cost c˜k for every route p ∈ P(k) will be roughly c•k + σk under this modified cost structure. 
Consequently, we search regarding a route p where c˜k<σkin order to find an element with an adverse 
decreased cost. This can be done by applying the cost structure modified by the existing dual 
multiplication to solve an SPPTW across digraph G for every shipment. Keep in mind that the adjusted 
arc's costs are positive. Section "The Solution of the the Costing Challenge" contains specifics on the 
charging mechanism. As a result, the price algorithms search for paths with lower costs than the arcs 
connecting both ends of the path directly. On the other hand, the arcs with PL cost coefficients are viewed 
as arcs at zero cost because of the updated digraph cost structure that is used. Method CGL naturally 
avoids this unintended behavior, as we will see in the next section.  
 
5.2. Using Formula CGL to Solve F2L 
The cost dilemma is adjusted in the CGL approach. Assume that the dual multiplies ηij 0 and (i, j) Apl are 
linked to restrictions (37). With the use of these dual parameters and the previously presented λ and σ, 
we can write the less costly version of the constant zk, c·k, in the equation F2L as follows:  
(c·k) = ck φp − φpqk (ηij − αij) + wkλij − σk.  
Assume that c˜k, the dual adjusted arc costs, is: 
When (i, j) ∈ Apl, k~−qk (ηij − αij) − wkλij 
We employ an SPPTW method, akin to the costing method established earlier in CG, to identify pathways 
p that result in ck <σk, or sections with expenses that have been decreased. Take note of the differences in 
CGL's dual altered digraph costs. and CG. ck qk αij, (i, j) Apl are the elements of CGL, and Whenever the 
two different developers, η and λ, match 0, equivalency is achieved. This occurs during the first iteration 
through the paragraph generations, as was covered in the section before. Here, a more practical expenseis 
used at the CGL pricing step. The proposals 5 and 6 state that the πi∗j values are always equal to αij, 
meaning that this relationship holds true wherever the arc (i, j) is undivided. As a result, the CGL 
approach has a faster overall completion because the αij values are involved from the start. The benefit of 
2 is clear: it takes advantage of the understanding about the ideal dual multiplication πij indirectly. As we 
will demonstrate in our computation tests, this feature contributes to the superior performance of CGL 
over CG in tandem with the reduced size of the LPs.  
Methodology CGS and F2S Using Linear Relaxing 
Due to restrictions, completing the two linear programs adaptations calls for a bigger LP than in CG (44). 
Excessive bandwidth needs prevent all of these restrictions from being implemented when working with 
very big examples. Consequently, we turn to an approach for creating columns and rows, the created 
rows of which are the restrictions that have been broken (44). The CGS technique is divided into two 
stages. In CGS-P1, the initial phase, row manufacturing does not take place. 
A revised version of the CG technique makes up CGS-P1. Argument 5 discusses how the method CGS-P1 
varies from CG by taking advantage of existing information about the ideal dual parameters π. The πij 
coefficients are set to αij during the procedure's initial iteration, and this value is kept throughout the 
next one provided πij is strictly greater than αij. In actuality, the dual information-related enhancement 
may be evaluated with the help of the CGS-P1 method. After CGS-P1 concludes, the second phase, CGS-P2, 
begins. In this phase, any breached equations are thoroughly enumerated and, if found, attached to the 
existing model. When limitations (44) are included, the evidence in support of assertions 5 and 6 no 
longer hold, and the πij multiplication in CGS-P2 are no longer restricted by αij. After that, a new column 
generating process is invoked, which we will now describe. Until no more prohibited disparities are 
discovered, the process repeats. 
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In contrast to the CG method, the CGS-P2 column development process takes into account the dual 
integrators connected to created limitations or a subset of restrictions (44). These dual multiplication are 
denoted by vk ≤ 0, ∀k ∈ K, and ∀(i, j) ∈ Apl. As a result, the following are the decreased costs of the 
constant zk, c¯k:  
c¯k = ck φp − φpvk − σk + wkλij − qk πij (53).  
The adjusted arc costs, c˴k, have the following expression: 
If (i, j) ∈ Apl, then k~qk πij − wkŻij − vk 
 
Resolving the Issue of The cost 
The methods used to overcome the pricing issues in our column generating techniques are explained in 
the following subsections. As previously said, our price dilemma is an SPPTW since we depict timelines as 
compressed time frames. A directed chart is presented to us, with a cost (cij) and transit time (tij) 
assigned to each arc. There is time windows ai, bi for every node i. Arriving at a node i beforehand ai is 
permitted, however processing of the node can't start until time ai, and after bi, the node cannot be 
accessed. The methods used to overcome the pricing issues in our column generating techniques are 
explained in the following subsections. As previously said, our price dilemma is an SPPTW since we depict 
timelines as compressed time frames. A directed graph is presented to us, with a cost (cij) and transit 
time (tij) assigned to each arc. There is time windows ai, bi for every node i. Arriving at a node i 
beforehand ai is permitted, however processing of the node can't start until time ai, and after bi, the node 
cannot be accessed. The SPPTW's goal is to build a least cost path that respects time frames moving 
between an end node (dk) to a beginning cluster (ok), taking into account the arc costs (cij). While we do 
not often make estimates about travel costs (which could be positive), we do assume that trip times are a 
positive. Cycles in the ideal shortest path can result from unfavorable travel expenses, but the optimum 
cheapest path is finite as long as the journey duration is beneficial on all phases. We are aware that all arc 
costs in the shortest possible path issue examined in this article are non-negative. This indicates that 
without loops are the quickest pathways that an SPPTW algorithm returns. Therefore, there is no benefit 
to thinking about the more challenging fundamental shortest path methods. 
Irnich and Desaulniers [25], Feillet et al. [19] and Durocher’s and Soumis [18] all provide descriptions of 
labeling techniques for solving the SPPTW. These methods begin at the start-node s and construct partial 
pathways. The labels in, c, Each full path (ok, i1,..., in) is represented by the values t, h, and in. The 
pathway's end node is represented by in, when it arrives at node in by t, and its relationship to the 
labeling that follows before it (the labels that go with the path (ok, i1,..., in 1) is represented by h. Two 
pairs of identifiers are kept up to date by the procedure: processing and unfiltered labels. Okay, a label 
that says 0, 0, Blank is the first label that the method encounters in the set of unfiltered labels. From the 
collection of processing labels, the procedure examines a label (i, c, t, h) at every stage of processing. This 
label is then expanded by taking into account all arcs that originate at node i. When the label expands to 
node j, the following labels are generated: j, c cij, max t tij, aj, hr]; hr is a connection to the preceding label. 
If max t tij, aj>bj, the label gets disregarded since it indicates an imperfect path that crosses the time 
range. The labels we expanded have been added to the processing labels set, and the newly created labels 
are moved to the raw labels set. The operation terminates if the set for analyzing names is blank. Here, 
the markings linked to node dk with the cheapest cost correspond to the fastest route from ok to dk. The 
approach that has been presented thus far lists every possible route.Dominate rules have been added to 
accelerate the process. Each full path (ok, i1,..., in) is represented by the values t, h, and in. The pathway's 
end node is represented by in, when it arrives at node in by t, and its relationship to the preceding label 
(the label that corresponds to the path (ok, i1,..., in 1)] is represented by h. Two pairs of identifiers 
Because of this, the final steps of the partial path linked to the first label result in completions that are at 
least the same as those of the incomplete path linked to the following label. We employ the unidirectional 
approach suggested by Righini and Salani [33] in this article. By simultaneously expanding pathways 
from the end terminal is dk and the initial component is good, this approach enhances the one described 
before. In layman's terms, the algorithm comes to a conclusion when pathways from the start and finish 
nodes intersect. Righini and Salani [33] provided a detailed description of the algorithm. When compared 
to the unidirectional approach (which only expands paths originating from the starting point), it provides 
noticeable enhancements (see to Righini and Salani's conclusions [33]). 
Our goal is to produce parameters (paths, columns) with substantially decreasing costs in every round of 
the paragraph production procedure. Generating the variable with the greatest negative cost reduction is 
not required. As a result, we can create the variables using algorithms without restriction. To 
demonstrate that there are no factors with negative cost reductions, we just need to solve the pricing 
question to optimality. In other words, the precise method needs to be invoked only after the heuristic 
approach has run out of parameters with negatively decreased expenses. It is widely recognized that the 
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labeling strategy for the most convenient route problem can be readily transformed into a kind of 
algorithm (see, e.g., Ref. [25]). 
 
Reduce the upper bounds Histograms have and the software programs for H-CG, H-CGL, and H-CGS 
The aforementioned column-creation techniques typically produce an integer solution, which indicates 
that certain packages take more than one route. To reach a workable answer, we provide a very basic 
heuristic strategy. It entails running a branch-and-cut analysis on the collection of generating columns 
with a time restriction. To solve the last RMP as an integer initiative, this is what it amounts to. We 
convert the column-generating methods into approximations by doing this. We employ a cutting-edge 
MILP solution for this branch-and-cut technique. These hypotheses will be referred to as The H-CGL, H-
CGS, and H-CG when computer findings are published. Unpacking the generated tables into the two 
interpretations is the first step in the branch-and-cut for H-CGL since, when transformed to a 
mathematical decisions, 2 is not equal to 2. 
The reason the suggested heuristic methodology generally fails is that the RMP does not ensure integer 
practicality. Nevertheless, since every package has a direct origin-destination arc, the issue always has a 
realistic integer resolution. These paths, as previously mentioned, are part of which range of routes the 
branch-and-cut mechanism operates on because they are introduced at the start of column-based 
formation. They are therefore beneficial in two ways: first, they provide integer practicality when 
searching mathematically for an upper bound, and second, they assure greater speed of progress when 
calculating A limit of detection (as opposed to initiating the procedure with the "big M"). 
 
6. COMPUTATIONALLY AUTONOMY 
Here are some computer simulations that we provide. Following a description of the test example 
generation process, we present the outcomes of the different techniques. 
 

 
Fig. 5. Factory and shipping station locations. [The color picture can be examined in the Wiley Online 

Library edition, which is accessible online.] 
 

Creation of cases for testing 
The case study that was presented in Section "Introduction" served as the source of the initial 
occurrences. It was determined that the goods the carrier services need shipments made from ten 
Central-North Italian companies to ten Central-South Italian distributing systems (Fig. 5). There is a 2-
week preparation horizon and 28 complete trains that can be triggered. Five railroad terminals are 
available for launching and these full services terminate at four arrival stops. Once the package has 
reached one of these four locations, it can be transported by truck to its ultimate location. Rerouting the 
freight by rail to seven more train stations is possible from two of the four arrival points. The price is for 
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each railcar, so there are no discounts for quantities for this further set of railway links, making it 
comparable in cost to a specialized service. 
For both trucks and trains, we have calculated the transportation times and prices based on expertise 
formulas. The weight of the shipping order and the quantity of pallets are factors in these formulas. 
Pallets enable forklifts to be used for transfer activities. The quantity of railcars sought is determined by 
the total amount of pallets in a transportation order. A full railway has an aggregate length; hence, the 
quantity of boards affects this restriction. Nonetheless, we must also take into account the optimum 
weight restriction for a complete train. There are 400 m complete trains and 550 m full trains available. 
The weight restriction for the entire train varies between 800 and 1200 kilogram tones. 
The truck trip hours are calculated by factoring in the operators' rest hours and a median travel speed, 
whereas the train journeys are inherently determined by the schedule. The formula used to calculate each 
rail card’s journey times takes into account the trek connecting its starting and ending stations of the 
train.  
Shipments coming from the same factory can potentially be combined using our customizable 
convergence services. The departures take place between 07.00 and 10.00 AM, which is the pickup time 
window in our case study. At the distribution platforms, the pickup time windows are fixed from 8:00 AM 
to 6:00 PM. We observe that since the shipments that can be combined are already available, we don't 
have to discredited this interval for the arrival at the factories to impose synchronization with earlier 
nodes. As a result, As a result, Single FCS component (together with an allocated time constraint) is 
available.  
for each factory and day. With a 2-week preparation horizon, this leads to a comparatively small number 
of FCS nodes. Nevertheless, we begin on the day when the earliest shipping is accessible and finish on the 
final useful leaving day when generating FCS connections for manufacturing reduce the number of days 
that must pass before leaving. The final The day of beneficial departing is the greatest day for a viable 
dispatch between the packages that originate from the manufacturer. In building the program digraph, we 
have refrained from introducing non-binding restrictions to ease the use of accurate methods. Since 
collection takes place in the early afternoon and factories are always reachable without going outside 
their designated business hours, we have yet to give time frames for rail stations, for instance, any 
thought. 
The resulting digraph (A 4900, N 1507, and April 2094) is fairly large. It has time frames for delivery and 
pick up, Artificial nodes as well as arcs that symbolize the automobile's or function. Transitions and 122 
dispatches in two weeks. Such large-scale occurrences are obviously outside the scope of precise 
methodologies. We constructed smaller situations, which are subdivisions of the actual one, where K is 
equivalent to 10, 30, and 60 to evaluate the effectiveness of our techniques. The example set 
includes realistic-sized examples, designated as i-122-01, and three examples for every K alternative, 
denoted as i-10-01, i-10-02, i-10-03, and so on. 
 
Specifics of Deployment and Outcomes 
Using CPLEX 10.1, the calculations were written in C++. For the statistical evaluation, a Ubuntu server 
with a 2.5 GHz Celeron IV and 4 GB of RAM was utilised. We will identify the outcomes of the 
investigations by the name of the composition when presenting the three formulations—1, 1, and 2—
implemented in CPLEX. For example, 1 will designate both the composition and its CPLEX execution. We 
have not changed any of the CPLEX settings. Only the following time constraints are in place: For the 1, 1, 
and 1 algorithms, ten hours are needed; Regarding H-CG2 and H-CGL, fifteen minutes; and for H-CGS, 
thirty minutes. First, we evaluate the outcomes by 1 and H-CGL in Table 1. H-CGL operates significantly 
better than 1 since it requires a lot less computing time and yields better boundaries than the 10-hour 
runtime of the shortened CPLEX branch and cut upon 1. Keep in mind that when 1 takes less time than the 
allotted amount, the best option has been identified. Except for instance i-60-03, all of these cases when 
solved to optimality yield the same resolution value when using H-CGL, but at a significantly reduced 
computational cost. The real-life i-122-01 example yields noteworthy results: H-CGL provides a solution 
that is ten percentage points better than F1, but requires three orders a magnitude less processing time. 
 

Table 1: H-CGL and F1 calculations outcomes. 

H-CGL F1  

Quality of the 
outcome 

The moment 
(just) 

 
Quality of the 
outcome 

The moment 
(just) 

 

100.0 0.1  100.0 600.0  

i-10-02 100.0 0.1 100.0 1.7 
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i-10-03 100.0 0.3 100.0 1.7 
i-30-01 100.0 0.1 136.3 600.0 
i-30-02 100.0 0.1 100.9 600.0 
i-30-03 100.0 15.0 100.0 600.0 
i-60-01 100.0 0.4 113.6 600.1 
i-60-02 100.0 2.3 113.6 600.1 
i-60-03 100.6 15.0 100.0 600.2 
i-122-01 100.0 0.5 110.0 600.3 

On normal 100.1 3.4 107.4 480.4 

 
Bold answers indicate the best answer for each row in terms of both computing time and the solution 
quality. The corresponding variables vary from zero to 100.  
 

Table 2: F1, F1S, and F1E computing findings. 

 
Every number in the answer has been converted to 100. 
Table 2 explains our decision to use 1 as the standard for H-CGL. The only approach that can manage the 
huge instance with K<122 is this one. Actually, due to memory constraints, one can load examples up to 
K~60, whereas the largest one can only load examples up to K~30. Based on the smaller constraints 
obtained at the lowest terminals (results which we omit from this report), we find that 1 is superior to 1 
at slightly higher computing cost. Table 2 illustrates that slower node investigation means that improved 
confinement capability of the strong driving requirements does not always translate into improved 
overall efficiency. The prolonged forcing restrictions in 1 are not satisfactory despite their presumed 
strength: they produce a lower bound enhancement comparable to the strong forcing limitations but at 
the cost of an order massive increase in processing time. As a result, 1 and 1 results predominate over 1. 
Compared to our uncomplicated solution, Personalized branch-and-cut techniques depending on the 
acknowledged legitimate disparities would have proven more advantageous. Experiments on the smaller 
situations, K<30, however, show that the added processing time cannot be offset by the lower bound 
improvements. Moreover, the stronger driving limitations that are more compact already account for the 
enhancement. The additional formulations do not significantly outperform the strong one when there are 
comparatively substantial initial fixed costs, according to Croton et al. [16]. This is the case in our 
instance, which clarifies the reason we developed a column and row creation technique that relied solely 
on strong forcing restrictions. 
Moreover, the stronger driving limitations that are less bulky essentially account for the enhancement. 
The additional formulations do not significantly outperform the effective ones when there are 
comparatively substantial initial expenses, according to the researchers Crouton et al. [16]. This is the 
case in our instance, which clarifies the reason we developed an array of columns and row creation 
techniques that relied solely on significant pushing restrictions. 
 
 
 

F1 F1S F1E 

 
Quality of 
the outcome 

The 
moment 
(just) 

Quality of the 
outcome 

The 
moment 
(just) 

Quality of 
the outcome 

The 
momen
t (just) 

     value  

i-10-01 100.0 600 100.0 17 100.0 600 

i-10-02 100.0 2 100.0 1 100.0 29 
i-10-03 100.0 2 100.0 2 100.0 19 
i-30-01 100.0 600 100.0 600 100.0 600 
i-30-02 100.0 600 100.0 600 152.4 600 
i-30-03 100.0 600 100.0 600 100.0 600 
i-60-01 100.0 600 100.0 600 n.a. n.a. 
i-60-02 100.0 600 105.6 600 n.a. n.a. 
i-60-03 100.0 600 101.0 600 n.a. n.a. 
On normal 100.0 467 100.7 402   
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Table 3. shows the processing times for the CG, CGS-P1, and CGLcolumn-generating techniques. 
CGS-   CG/ CGS-P1/ CG/CG(s) P1(s) 
i-10-01 4.4 3.2 0.1 1.4 31.6 43.6 
i-10-02 5.9 3.6 0.1 1.6 36.0 59.3 
i-10-03 32.8 26.2 0.4 1.2 64.0 79.9 
i-30-01 15.3 12.5 0.7 1.2 19.2 23.6 
i-30-02 22.0 18.3 1.1 1.2 16.5 19.8 

 
Table 4. Computer outcomes of the three heuristic techniques are shown in Table 4 

H-CGL H-CG H-CGS 

 Quality of the 
outcome  

The 
moment 
(just) 

 Quality of 
the 
outcome 

The 
moment 
(just) 

 The 
moment 
(just) 

The 
moment 
(just) 

    value (min)  value (min) 

i-10-01 100.0 0.1  100.0 15.0  100.0 22.8 

i-10-02 100.0 0.1  100.0 2.1  100.0 2.4 
i-10-03 100.0 0.3  100.0 13.3  100.0 30.0 
i-30-01 100.0 0.1  100.4 15.0  100.0 6.2 
i-30-02 100.0 0.1  100.0 15.0  100.0 2.6 
i-30-03 100.0 15.0  100.0 15.0  100.0 30.0 
i-60-01 100.1 0.4  100.6 15.0  100.0 30.0 
i-60-02 100.1 2.3  100.2 15.0  100.0 30.0 
i-60-03 100.0 15.0  101.7 15.0  103.3 30.0 
i-122-01 100.0 0.5  103.6 15.0  102.0 30.0 
Average 100.0 3.4  100.7 13.5  100.5 21.4 

 
The best response for every single row is used as the response is inconsistent and they are set to 100. —
both in terms of processing time and resolution quality—is shown by bold entries. 
By utilizing the information of the ideal π dual values, the technique CGS-P1 outperforms CG on average. 
The resulting language is lightweight, which allows the procedure CGL to significantly outperform CGS–
P1. Because of these two compounded impacts; CGL is typically 39 times faster than CG. Table 4 provides 
an overview of each heuristic's effectiveness. It is possible to see additional benefits from the more 
condensed 2 composition. The quicker consistency of CGL is not the only reason why the technique 
known as H-CGL performs better. Furthermore, in H-CGL, Using a collection of created portions as a 
source, the branch-and-cut analysisor the algorithmic phase, is far more effective. H-CG receives greater 
numbers of rows from CG than H-CGL does from CGL, which leads to this. 
These extra pathways, nevertheless, are useless since they are produced at the start of the CG technique 
setting the PL procedures' anticipated costs at 0,as was noted in Section "2 Linear Program Relaxing 
Algorithm CG." This unfavorable attribute is corrected by the H-CGS algorithm. But even after a longer 
duration of 30 minutes, the consequences remain noticeably worse. 
Table 5 evaluates the cost technique's merits. By using H-CGL-LSA1, we designate a variation of the H-CGL 
technique where  
 

Table 5. Calculus of costs assessment 
 Quality of 

the 
outcome 

The 
moment 
(just) 

 Solution Time 
value (min) 

 Quality of the 
outcome 

The 
moment 
(just) 

i-10-01 100.0 0.1  104.8 0.01  101.0 0.4 

i-10-02 100.0 0.1  101.9 0.01  101.9 0.6 
i-10-03 100.0 0.3  104.2 0.01  101.1 2.9 
i-30-01 100.0 0.1  116.6 0.01  112.0 9.0 
i-30-02 100.0 0.1  112.7 0.01  107.4 11.9 
i-30-03 100.0 15.0  116.8 0.03  n.a. 15.0 
i-60-01 100.0 0.4  104.7 0.05  n.a. 15.0 
i-60-02 100.0 2.3  103.3 0.05  n.a. 15.0 
i-60-03 100.0 15.0  103.3 0.29  n.a. 15.0 
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i-122-01 100.0 0.5  103.4 0.20  n.a. 15.0 
On normal 100.0 3.4  107.2 0.07    

 
The best answer for each row, both in terms of processing time and resolution effectiveness, is shown by 
bold entries, which are scaled to 100. 
 

Table 6: Performance of H-CGL solution in comparison to the most well-known lower constraints. 
limitations  

H-CGL/ CGS 

 bestLB F1 F1S F1E CGS time(min) 

i-10-01 100.1 97.0 100.0 97.9 84.7 0.1 

i-10-02 100.0 100.0 100.0 100.0 82.3 0.1 
i-10-03 100.0 100.0 100.0 100.0 75.5 1.0 
i-30-01 109.7 93.7 94.4 93.0 100.0 0.3 
i-30-02 104.0 100.0 98.6 95.3 91.1 0.5 
i-30-03 100.1 100.0 100.0 100.0 83.0 4.6 
i-60-01 108.0 93.7 94.9 n.a. 100.0 1.3 
i-60-02 106.0 97.2 100.0 n.a. 97.8 1.8 
i-60-03 101.3 100.0 100.0 n.a. 86.6 14.8 
i-122-01 105.9 87.9 n.a. n.a. 100.0 8.2 
Average 103.5 96.9   90.1 3.3 

 
The best entry for each row is indicated by bold entry points, while the bottom boundary scores are 
scaled to 100. 
If any, just one path is returned by the label establishing routine. The calculations show that while this 
adjustment produces a faster technique, it significantly reduces the quality of the outcome. The label 
setting procedure is replaced with a MILP model that is solved by CPLEX using the H-CGL-SPCPLEX 
method. In this case, computing time and solution quality both decline. Furthermore, for medium-sized 
and big situations, the RAM limit is surpassed. The CGS technique demonstrates its value in lower-
bound computation. Table 6 presents the lower boundaries determined at the branch-and-cut's 
conclusion procedures and are supplied by 1, 1, and 1. Table 2's calculation times are used to calculate 
these lower boundaries. The CGS procedure's results are shown in Table 6's final two columns. Even with 
the comparatively short computing periods, CGS produces very high-quality lower limits since the 
method finds three times the optimal lower bound. Ultimately, the heuristic excellent solutions can be 
evaluated by applying these lower bounds. In the most dire case, the probabilities of the solutions found 
by the use of H-CGL are not far from optimality—just a few points of difference. 
 
7. RECOMMENDATIONS 
A multifunctional transport issue incorporating many aspects, including timetables, flexible-time 
transport, and consolidating possibilities, has been created, presented, and solved. For the problem, we 
have suggested an appropriate network description. We came up with a plan of action that capitalizes on 
particular aspects of the problem, such the characteristics of the cost distribution and the feasible upper 
constraints on possible paths. Even though our model of the virtual network occasionally produces 
extremely huge digraphs, computational studies demonstrated the efficiency of the breakdown-based 
algorithm that has been proposed. 
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