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Abstract: Internet of Things (IoT)-connected technologies are becoming more and 

more important to a number of public and commercial businesses. The integrity of 

data and the availability of services are often the targets of security threats that target 

the networks and devices that make up the IoT. Due to the various Internet of Things 

devices and disruptions that are seen inside the IoT system, it is very difficult to 

identify anomalous behaviour and hacked nodes. This is because of the diversity of 

data that is obtained from these devices. When compared to contemporary wireless 

networks, this problem is more difficult. Consequently, reliable anomaly detection 

systems are critically needed to filter out potentially dangerous data in decision 

support systems driven by the Internet of Things. This study proposes a solution for 

anomaly detection within the Internet of Things (IoT) by employing Particle Swarm 

Optimization (PSO) and Gated Recurrent Unit (GRU), it can train and extract relevant 

features. 
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1. Introduction 

The IOT is quickly becoming a core component of many different types of technical 

systems. Innovations such as smart city applications, autonomous autos, and wearable 

health devices emerged as a result. Sensors embedded in IoT devices transmit data to 

the cloud, where cyber-physical systems analyze and make decisions based on the 

collected data. More than 26 billion IoT devices are now online, according to most 

studies, and predictions show that number will rise to 75 billion by 2025. When it 

comes to improving productivity and ensuring worker safety, organisations rely 

heavily on the IoT. Businesses use IoT-based solutions to handle massive volumes of 
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data produced by IoT-enabled devices. Because of this, they are able to make great 

strides in improving workplace safety and efficiency [3,4]. 

 

With the physical layer in charge of data collecting from IoT sensors, the network 

layer facilitating data transmission and processing via edge and cloud communication, 

the processing layer performing operations and evaluations using cloud computation, 

and the application layer interacting with the end user's device make up the Internet of 

Things architecture. Despite their interconnectedness, these layers are separate from 

one another. There are security holes in each of these levels [5-8]. Consequently, in 

recent years, a lot of focus has been on researching ways to secure IoT devices [9]. 

The data created, gathered, and processed by IoT devices is very sensitive, which 

poses a significant risk of security breaches that hackers might exploit. This highlights 

the critical need of developing trustworthy anomaly detection algorithms that use real- 

time data gathered from IoT devices[10]. 

 

One of the primary functions of learning machines is to develop algorithms that can 

use benign and dangerous data to detect anomalies and malicious activity in IoT 

networks. The identification of potentially hazardous content in research publications 

has been the subject of several machine learning approaches ([11, 12]). But, these 

methods frequently assume that the training data is homogeneous, meaning that it 

comes from the same places and has the same properties, like pixel-based image data. 

Data formats such as text, pictures, time series, streaming data, and graph topologies 

are more consistent than real-world IoT data. Because of this, heterogeneity is the 

norm, and traditional machine learning methods fail miserably when faced with IoT 

data. Also, they aren't advanced enough to handle the complicated data that the 

Internet of Things produces just yet. Deep learning has the potential to outperform 

conventional machine learning methods when presented with ever bigger and more 

diverse datasets [13]. This is indeed doable since deep learning has the potential to 

use several data layers. A growing number of industries are beginning to recognize 

the possibilities presented by deep learning's improved anomaly detection methods. 

One of the most important parts of processing data from sensors connected to the 

Internet of Things (IoT) is looking for anomalies [14–16]. There has been a dramatic 

uptick in the amount of data produced by IoT devices as their number continues to 

skyrocket.  Preprocessing and analysis using AI and data mining techniques is crucial 
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for extracting relevant information from this data. In this study, we use a number of 

techniques, including pre-processing, feature selection/extraction, clustering, and 

GRU modelling, to get data from IoT sensors ready to build anomaly detection 

models. 

2. Literature review 

This section delves into how deep learning and machine learning may be applied to 

the problem of anomaly detection. Several academic studies have proposed using 

machine learning for outlier identification [17,18]. Anomaly detection may be 

accomplished by machine learning researchers using one of three separate approaches: 

supervised learning, semi-supervised learning, or unsupervised learning. Unlike 

supervised ML models that learn from labelled datasets, unsupervised ML algorithms 

for anomaly detection derive insights from unlabelled datasets [19, 20, 21, 22]. 

Finally, the semi-supervised approach is a kind of machine learning that utilizes both 

unlabelled and labeled data [23,24]. This is a survey of current methodologies for 

anomaly detection utilizing machine learning. 

Lopez-Martin et al. [26] propose a solution for IoT anomaly identification based on a 

conditional variational autoencoder. Diro and Chilamkurti [27] presented a method 

for identifying anomalies in the Internet of Things. When it comes to IoT model 

risks, this method uses fog computing to solve them. Proving that deep learning 

algorithms are more effective at detecting cyber risks than conventional machine 

learning models is the main objective of their study. 

A combined intrusion detection system using naive decision trees, Bayes and artificial 

neural networks was studied by Moustafa et al. [28]. With the use of a classifier, this 

platform can identify botnet assaults on DNS, MQTT, HTTP, and other Internet of 

Things protocols. Researchers did this by evaluating possible methods and then used 

current data to create new statistical flow characteristics [28]. In order to detect IoT 

irregularities, Aversano et al. [29] had an idea for a method that used deep learning. 

Reducing features with the use of autoencoders improves detection accuracy. In his 

technique for analyzing Internet of Things (IoT) breaches, Sarma [30] outlines two 

steps: feature extraction and feature categorization. On this occasion, "feature 

extraction" refers to preparing. At this time, each program is free to develop its own 

set of capabilitiesIn addition, Saxe and Berlin [31] introduced a DNN for intrusion 

detection. With the use of multi-layer perceptron (MLPs), they developed an intrusion 

detection system (IDS). 
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By using feed-forward methods, the MLP model showcases a neural network. The 

research shows that deep neural networks perform much better at detecting anomalies 

when using rectified linear units (ReLU) as activation functions compared to other 

functions [31]. A similar strategy is used by Dahl et al. [34], who further improve 

anomaly detection by employing deep learning. They utilize a restricted Boltzmann 

machine (RBM), a fundamental component applicable in deep neural network (DNN) 

design, specifically. This might be interpreted as a pre-training method aimed at 

obtaining beneficial attributes to enhance accuracy. 

Huang and Stokes introduced neural networks in [35] to concurrently learn many 

tasks. The utilisation of the neural network is the preliminary phase in assessing 

whether certain binary or malevolent behaviour signifies an attack. Subsequently, it 

was necessary to ascertain the invasion family to utilise NN. Kolosnjaji et al. [36] 

employed a CNN often linked with LSTM networks in their examination of invasion 

families. We can elucidate the interaction between the traits linked to intrusion by 

utilising the convolution layer. 

Ullah et al. [37]’s objective was to use a Convolutional Neural Network (CNN) to 

store important data, and they looked at input features like the IoT. Using a mixed 

approach that combines conventional and deep learning methods, they were able to 

create a small deep learning model for binary classification. Comprehensive deep 

learning approach DB-CGAN, developed by Zhou et al. [38], is based on GANs [39] 

and uses DB. They enhanced detection and classification methodologies by 

acquiring robust data through adversarial training. Similarly, in the proposed deep 

learning model for anomaly detection This work by Kale et al. [40] used three 

unique methodologies: CNNs, GANomaly, and K-means clustering. This technique 

was predicated on artificial intelligence. 

One cloud-based intrusion detection system (IDS) that Abusitta et al. [41] developed 

is based on deep learning. In essence, they use a Denoising Autoencoder, a more 

sophisticated version of the Autoencoder, to train the DNN. Denoising Autoencoders 

boost detection accuracy despite the presence of faulty or missing data. 

Consequently, even with incomplete data, the IDS may still determine possibly 

suspicious actions. Ultimately, Abusitta et al. [42] established an approach for 

proactive and collaborative malware detection. 
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Utilising the Denoising Autoencoder, they successfully acquired all nodes' choices, 

notwithstanding the incompleteness of those decisions. Consequently, their real-time 

classification and detection improved in accuracy [42]. 

A recent study proposed an alternative strategy for identifying assaults in non- 

stationary situations [43]. Researchers employ deep learning methodologies to 

extract high-level insights, enhancing attack detection in non-stationary contexts. At 

the core of their methodology is a denoising autoencoder, serving as a fundamental 

component for deep neural network training. This indicates that the system is 

constructed on a denoising autoencoder. Anomaly detection frameworks remain 

essential for IoT networks in highly unpredictable and heterogeneous situations. The 

rationale for this is the absence of the environment. The proposed deep learning 

models are often trained using high-quality data [44]. Consequently, they have 

difficulties in environments characterized by significant ambient noise or while 

processing compromised data from the Internet of Things. 

This paper introduces problem detection in Internet of Things systems. By 

employing a combination of Gated Recurrent Units and Particle Swarm Optimization, 

it acquires the ability to extract resilient features. Internet of Things (IoT) systems 

exemplify a diverse context, and remarkably, few attributes of these systems remain 

unaltered by such environments. The detection of fraudulent IoT data will be 

particularly beneficial for techniques such as Particle Swarm Optimization, which 

enhance certain attributes for further use. This anomaly detection strategy for IoT 

models is markedly different from others that depend on deep neural networks. By 

separating these particulars, we can achieve enhanced objectivity. 

 

3. Methodology 

To accomplish this, we will analyze data from a real world dataset called Numenta 

Anomaly Benchmark (NAB) dataset, including temperature, humidity, vibration, etc. 

As a standard on which to measure anomaly detection system, the researchers have 

relied on the NAB dataset, rich in anomaly patterns that are similar to the conditions 

for detecting anomalous behavior on a time series. It offers a perfect testing ground to 

ensure the model is adaptable to different IoT scenarios and to evaluate efficiency of 

the alternative anomaly detection strategies. 
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We demonstrate for our technique to be characterized by great featurization, anomaly 

identification, and optimization abilities. We start by preprocessed data thoroughly by 

cleaning and normalising it in every step of the data. To be able to process the 

features uniformly, standardized data types are used by the sensors. To do so, we can 

remove the inconsistent data, miss value treatment, and feature scaling. For consistent 

feature distributions on the data, we need to do data normalisation to keep the same 

behaviour of the data on the data, to improve the anomaly detection model 

performance. 

 

It performs feature extraction and preservation of most relevant properties and 

reduces dimensionality, which results into high input data quality. A few machine 

learning and statistical approaches to identifying and keeping the most useful features 

include the use of correlation analysis, variance thresholding, mutual information 

analysis, and Fisher score ranking. Using this we choose some characteristics that are 

statistically significant as well as computationally efficient that will help us discard 

any unnecessary or noisy data which may corrupt the model’s accuracy. 

 

We then start to group the data points based on their similarity in terms of k 

application through sophisticated clustering algorithms after data pretreatment and 

feature selection. So here, we are going to consider the implementation of K Means, 

DB Scan, and Mean Shift, three clustering algorithms, and then identify which one 

may do the job well in terms of clustering anomalous outliers. Our results suggest that 

the best approach in distinguishing between typical and out of the ordinary data 

distributions is K-Means clustering. 

 

This technique is very dependent on a Gated Recurrent Units (GRU) based anomaly 

detection model. GRU, a Recurrent Neural Network (RNN), which enjoys excellent 

suitability for analyzing sequential data, is an incredible choice when it comes to 

detecting IoT anomalies. Time series sensor data necessary for training is used to 

learn temporal dependence and pattern detection related to the abnormalities. We 

further optimize performance of the GRU model using learning rate, hyper parameters, 

batch size and number of hidden units, by using Particle Swarm Optimization (PSO). 

This is useful for tuning hyper parameters, and PSO achieves this by allowing 

dynamic changing of hyper parameters, changing the model correctness. 
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We carry out extensive tests to check the efficacy of the method suggested, using the 

performance indicators, such as accurate, precisions, recalls, F1 score, etc. For 

example, AUC-ROC curves provide some illustrations. In addition, the model is also 

evaluated against standard ML classifiers, such as K-Nearest Neighbours (KNN), 

Random Forest, Naïve Bayes, Decision Trees etc, and some of the most recent and 

advanced anomaly detection methods. In this work, we present an approach for 

building the high performance anomaly detection framework to enable high speed and 

real time detection of the suspicious activity and system irregularity, while 

confidently, and securely rejecting all other activity in the IoT environment. 

 

 

 

Pre-processing: 

1. By Data cleaning: We will do basic data cleaning techniques to make our data 

clean and ready to process. This is implementing such that it will first check for 

missing values and drop columns that don’t have sensor data. 

2. Feature Selection/Extraction: The features that we will pick out from the 

dataset such that they contain sensor data will be using methods such as 

independent component analysis (ICA) and correlation based feature selection 

(CFS). It will aid in lowering noise as well as extracting the main features of the 

data. 

3. DBScan clustering algorithm will be used to cluster data points if they are 

close in terms of their feature values. It will help to detect any clusters that can be 

thought of as representing the accelerometer value being anomalous. 

4. Label-Encoding: The method using which we shall be performing 

normalization, in that the attributes shall be scaled to give out similar value ranges. 

It will improve the convergence and performance of the model. 

5. Prior to addressing the curse of dimensionality, techniques like Principal 

Component Analysis (PCA) or t-SNE will be used to decrease the data's 

dimensionality. As a result, the model's speed and performance will be enhanced. 

6. Outlier Data Processing: For outlier data processing we will use the techniques 

like Z-score, Local Outlier Factor (LOF), Isolation Forest etc to detect and delete 

outliers from the dataset. This will allow for improvement of the model 

performance as well as accuracy. 
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Figure 3.1: Flowchart of the proposed research 

 

 

3.1 Gated Recurrent Unit 

The Gated Recurrent Unit is a variation of the LSTM that stands to provide some 

simplification with respect to its predecessor. Additional to the 'update gate' made by 

the combination of the 'forget' and input gates there is a 'reset gate'. Finally, the last 

variant is easy to understand and is being increasingly recognized as popular these 

days. 

However, unlike an LSTM, a Gated Recurrent Unit does not require a separate 

memory cell in order to modulate information contained within the unit. Both GRU 

and LSTM share many characteristics in common, however these two models also 

have some key distinctions. 

Feature 

Selection/Extraction 

Data cleaning 

Normalization/Scaling 

Clustering 

Outlier Detection 

Dimensionality 

Reduction 

GRU-based Anomaly 

detection 
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Figure 3.2 : Gated Recurrent Unit 

 

 

3.2 Particle Swarm Optimization 

Among the many heuristic strategies used to solve complex and analytically difficult 

problems in recent years, PSO has emerged as a crucial one. This category includes 

issues such as electrical power systems, data mining information extraction, work 

scheduling, and similar categories of problems. I find it fascinating how species in 

general exhibit social behaviour, like a school of fish or a flock of birds. For a 

rundown of the key points that make up the PSO, see this list [14]: 

In order to find the optimal solution, a random generator generates a set of all 

potential solutions, which is called the initial population. What we call the solutions 

that are present in the population are particles. 

A particle's output is determined by its fitness value, according to the fitness function. 

It finds the average population fit of an existing person (a solution). 

Selection: In each cycle, two elements are utilised to ascertain the next location for 

each particle. Each particle's location is defined by these characteristics. These 

qualities are known as the personal best and the global best respectively. One 

describes the optimal location that a particle has reached on its own during 

exploration, while the other describes the optimal location relative to all other 

particles. 

Updation: After determining these two most accurate values, the following equation is 

used to do an update on the velocity and position of a particle: 
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where rand() denotes a random value among 0 and 1, c1 and c2 represent the learning 

factors, and V is denotes the particle velocity. 

 

4. Experimental results 

 

 

4.1 Dataset 

The dataset utilized for the present research is the CICDarknet2020 dataset. At the 

first tier of the CICDarknet2020 dataset, a two-layered method is utilized so as to 

achieve both darknet and benign traffic. Browsing, VOIP, Video-Stream, Transfer, 

P2P, Email, Chat, and Audio-Stream are the components that make up the dark web 

traffic. This traffic is generated on the second layer. In order to produce a dataset that 

is indicative of the whole, two datasets are combined that had been previously 

produced, namely ISCXTor2016 and ISCXVPN2016. We then integrated the traffic 

from Tor and VPN services into categories that correspond to Darknet activity. 

Link: https://www.kaggle.com/datasets/peterfriedrich1/cicdarknet2020-internet-traffic 

The sample of the dataset is given in figure 4.1. The shape of the dataset is (873611, 

79). 

 

Figure 4.1 : Sample dataset 

4.2 Pre-processing steps 

The collection contains several forms of assaults. BENIGN, Bot, DDoS, 

PortScan, Brute Force, Web Attack, and XSS are the ones listed. In figure 4.2, we 

can see the label distribution. 

 

https://www.kaggle.com/datasets/peterfriedrich1/cicdarknet2020-internet-traffic
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Figure 4.2 : Label Distribution 

 

 

As a pre-processing step, data Cleaning is done by duplication removal and null data 

removal, Infinite and hash value removal on the dataset. Shape After Data Cleaning 

is (44276, 79). Label Distribution After Data Cleaning is given in figure 4.3. 

 

Figure 4.3 : Label Distribution After Data Cleaning 

Label Distribution Chart 

 
 

 

Figure 4.4 : Label Distribution Chart 
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4.3 Normalization 

Among the many data preparation strategies that are utilized in machine learning, 

normalization is one of the most common. When all of the columns in a dataset have 

their sizes adjusted to be uniform, this procedure is called normalization. The 

suggested study use Label Encoder as its normalization method. Label encoding 

simplifies and expedites the process of numerically representing category data. 

Encoded Label Distribution is given in figure 4.5. Dataset After Normalization is 

given in figure 4.6. 

Figure 4.5 : Encoded Label Distribution 
 

Figure 4.6: Dataset after Normalization 

 

 

4.4 Feature Selection and Extraction 

Feature extraction and feature selection follow normalization. Classification of mutual 

information is carried out using the procedures of variance threshold, correlation 

coefficient, and fisher score. To exclude characteristics with low variance that aren't 

relevant for modelling, a feature selection approach called the variance threshold is 

used to a dataset. To do this, the method is applied to the dataset. Learning without 

supervision is possible because it zeroes focused on the features—the inputs—rather 

than the outputs the outcomes. The Threshold variable is initially set to 0 by default. 

After that, we'll figure out the non-constraint values and the constraint values. 

Features unrelated to content number 69. 

Both the training and testing data sets are considered using the Correlation Confusion 

Matrix heat map. In order to examine the level of association between specific 



Journal of Computational Analysis and Applications VOL. 31, NO. 2, 2023 

441 VIPIN et al. 429-459 

 

 

quantitative variables, it is common practice to compute correlation coefficients. 

Finding a connection between the variables is what this study is all about. A rise in 

one measure is indicative of an increase in the other, and this relationship is known as 

a positive correlation. It is said that two variables have a negative correlation when 

high values of one are found to go hand in hand with low values of the other. When 

the two variables' values are same, however, we say that there is a positive correlation 

between them. We have 45 characteristics for correlation. In figure 4.7, you can see 

the heatmap of the correlation coefficient. 

By reducing Fisher's score—which is the derivative or gradient of the log likelihood 

function—to zero, we obtain the most probable parameter estimate. Because it is a 

gradient function, the log likelihood function explains this. In figure 4.8, you can see 

the Fisher score graph. 

Following correlation, we examine mutual information classification. The correlation 

coefficient in the Fisher score. The value of mutual information (MI), which 

quantifies the degree to which two random variables are dependent on one another, is 

positive. If the value is 0, then the two random variables are independent; if it's larger, 

then the relationship is stronger. A graph displaying the M.I. scores for each column 

is provided after considering Mutual Information Classification for the target Label 

and Data Attribute. Figure 4.9 displays the M.I. score for each column. The final form 

following feature extraction and selection is (44227, 24). Figure 4.10 displays the data 

after feature extraction and selection. 
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Figure 4.7 : Correlation Coefficient 
 

Figure 4.8 : Fisher score. 
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Figure 4.9 : Mutual Information Classification 
 

Figure 4.10 : Data after feature selection and extraction 

 

 

4.5 Clustering and Anomaly Detection 

For the proposed research, clustering is used for detecting the anomaly. Various 

clustering techniques such as K-Means, DBScan and Mean shift clustering is used for 

comparing the best clustering option. K-means is selected for its higher performance 

values. The comparison of the clustering scores are given in table 4.1. Clustering 

Comparison is given in figure 4.11. 

Table 4.1 : Clustering Comparison 
 

Clustering 

technique 

Silhouette Davies bouldin Calinski harabasz 

K-means 0.965 0.312 38759.322 

DBSCAN 0.419 2.408 798.259 

Mean shift 0.910 0.356 11093.303 
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Figure 4.11 : Clustering Comparison 

 

 

Finding Abnormalities K-Means based on outliers. Systemic problems include 

erroneous results and models, skewed parameter estimations, and outliers might be 

symptoms of more widespread abnormalities in the data. Prior to proceeding with 

modelling and analysis, outlier identification allows one to identify these unusual data 

patterns. In order to find anomalies in networks, several outlier detection approaches 

have been created and used. In order to discover anomalies, K-Means Cluster Label 

Creation is carried out. 

Z-Score for Outlier Selection is taken into account when the outliers are analyzed. 

One way to quantify the dispersion of a set of results around the mean is via the Z- 

score, a statistical metric. 
 

Figure 4.12 : K-Means clustering with Z-score outlier detection 

 

 

Setting E-Distance Threshold using Local Outlier Factor is done next. An algorithm 

known as local outlier factor (LOF) is used to determine the outliers that are contained 

inside a dataset. When the population density of the area is taken into consideration, 
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LOF will locate an anomaly. When the data density does not remain consistent 

throughout the collection, LOF works very well. Setting Anomaly without K-Means, 

the LOF anomaly detection is given in figure 4.13. 

Figure 4.13 : LOF anomaly detection without K-Means 

 

 

Isolation Forrest training is done on the dataset. The above procedure continues until 

all of the insights have been "isolated." The final Anomaly Detection is given in 

figure 4.14. Cluster and Anomaly Column are later added. 

 

Figure 4.14 : Final anomaly detection 

 

 

4.6 PCA Analysis and Dimension Reduction 

Principal Component Analysis (PCA) is of a very important unsupervised learning 

technique used in machine learning to deal with problem of dimensionality reduction. 

PCA reduces the dimensionality of extensive datasets using a systematic process that 
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reduces dimensionality and increases computational efficiency as well as simplifies 

data visualization and interpretation. This statistical procedure performs orthogonal 

transformation to transform original correlated variables into new set of uncorrelated 

features called principal components. They are the components of data on the axes 

along which the variance is maximized and describe the highest value information 

contained in this dataset. PCA achieves this reduction through minimal loss of 

information and enhances a highly correlated set of attributes to achieve a much more 

simplified and redundant free version of the original set. This process defines 

eigenvectors and eigenvalues of the covariance matrix with the help of which the 

mapping is done onto orthogonal coordinates. 

 

The PCA applies this logic by identifying the principal components based on their 

eigenvalues and retaining only the ones with highest eigenvalue which together 

explain the majority of the variance in the dataset and simplifies the dataset without 

losing its key characteristics. In doing so, it reduces the dimensions in a selective 

manner, thus improving the results of subsequent analyses (e.g. clustering, 

classification, etc) such as predictive modelling. Furthermore, PCA is very useful for 

visualization, since it allows to visualize complex, high dimensional data in at least 2 

or 3 dimensions. 

 

Figure 4.15 gives an illustrative depiction of PCA analysis and its dimensionality 

reduction process. 

 

Figure 4.15 : PCA analysis and dimension reduction 
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The dataset After Clustering, Anomaly Detection and PCA is given in figure 4.16. 
 

Figure 4.16 : Dataset After Clustering, Anomaly Detection and PCA 

 

 

4.7 Training and Testing of dataset 

The dataset is split into the train and test dataset. The ratio in which the dataset is split 

is ((33170, 29), (11057, 29), (33170,), (11057,)). The Train Test Distribution Graph is 

given in figure 4.17. 

 

 

Figure 4.17 : Train Test Distribution Graph 

 

 

4.8 PSO Optimizer for Hyperparameter Tuning 

PSO is configured on the dataset and the optimizer is used for hyperparameter tuning 

after training and testing of the dataset. PSO Execution takes place and PSO Graphs 

are generated. PSO Best Optimum Position (for Epoch and Batch Size of GRU) is (23, 

8). Runtime chart for the PSO optimizer is given in figure 4.18. Exploration vs 

exploitation graph is given in figure 4.19. The standardization takes place after 

optimization. 
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Figure 4.18 : Runtime chart 
 

Figure 4.19 : Exploration vs exploitation graphs 

 

 

4.9. Gated Recurrent Unit Model 

Using gating methods to selectively update the hidden state of the network at each 

time step is the core concept of GRU, which was developed by Google Research 

Underground. Controlling the flow of information into and out of the network is 

accomplished through the utilization of the gating mechanisms. The GRU is equipped 

with two different kinds of gates, which are referred to as the reset gate and the update 

gate. Model Summary of the GRU model is given in figure 4.20. Model’s Accuracy to 

Loss Ratio Graph is represented in figure 4.21. 
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Figure 4.20 : GRU model 
 

 

 

 

Figure 4.21 : Model’s Accuracy to Loss Ratio Graph 

 

 

4.10 Testing and Evaluation 

In machine learning, the majority of our attention is directed towards model 

assessment, which consists of metric calculations and charts that summarize the 

accuracy of a model on an unknown holdout test data set. Testing a model, on the 

other hand, involves determining whether or not the learnt behaviour of the model is 

consistent with "what we expect." It is not defined with the same level of rigour as 

model evaluation. The prediction and Performance Matrices for the Gated Recurrent 

Unit and Particle Swarm Optimization is 

 

As shown in Fig. 4.22, the performance metrics of the proposed model are represented 

in a graphical form. The visual analysis of this gives a clear insight as to how the 

model performs on different key indicators and thus it becomes easier to interpret the 

model results. Additionally, Figure 4.23 shows the confusion matrix, an important 

tool of evaluation of classification accuracy and model performance of the proposed 
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model. It also gives complete picture of how true positives, true negatives, false 

positives and false negative would look like in a confusion matrix. 

Figure 4.22: Visual depiction of the proposed model's performance metrics. 
 

Figure 4.23 : Confusion matrix of the proposed model 

 

 

This model takes the suggested GRU+PSO error rates into account. When calculating 

the mistakes, R2 score, Mean Squared Error, Mean Absolute Error, and Mean Pinball 

Loss are taken into account. In figure 4.24, we can see the suggested model's error 

rates graphically shown. 
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Figure 4.24 : The error rates of the proposed model 

The Area Under the ROC Curve, known as AUC ROC, has been used as a robust 

measure for assessing the performance of any machine learning algorithm specifically 

the binary classifiers. The ROC curve itself is a plot that labels the true positive rate 

(sensitivity) vs. the false positive rate (1-specificity) vs. different decision thresholds. 

 

In practice, ROC curve is how well a binary classification model can truly 

differentiate between two classes. The ROC curve is a plot of each pair of sensitivity 

and specificity for a given decision threshold. Furthermore, a classifier that possesses 

high discriminatory power will have a plot close to the top left corner of the plot, 

where the true positive rate is relatively high and the false positive rate is relatively 

low. An alternative form of a classifier that does no better than chance is a line on the 

diagonal from the bottom left corner to the top right corner. 

 

The ROC curve is used to succinctly quantify the overall performance represented by 

the curve by computing the metric called Area Under the Curve (AUC). An AUC 

value of 0 means the model doesn’t perform well, while a value that is closer to 1 

means the more the model can perform and be more reliable. In particular, a perfect 

AUC closest to 1 means excellent discriminative ability, a moderate AUC closest to 

0.5 is equivalent to random guessing and a bad AUC far less than 0.5 indicates that 

the model behaves the opposite of the expectation. 
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Graphical illustration is given to the ROC curve and of the corresponding AUC in 

Figure 4.25 explicit in showing one's contempt in the classifier in being able to 

discriminate classes. 

 

 

Figure 4.25 : AUC-ROC characteristic curve 

 

 

4.11 Comparison of proposed model with GRU without PSO and Extra Layers 

In above Gated Recurrent Unit without PSO and having extra layers. Extra layers are 

added to the GRU model and considered for model training. The model summary of 

our planned methodology seems in 4.26. Which is determining that graphical 

representation is given in figure 4.27. The Confusion Matrix of the comparison model 

is given in figure 4.28. 

 

Figure 4.26 : Model summary 
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Figure 4.27 : Accuracy to Loss Ratio 

 

 

The prediction and Scores of the GRU without PSO having extra layers 
 

 

Figure 4.28 : Confusion Matrix of the comparison model 

 

 

The proposed model is compared with the KNN, Random Forest, Naive Bayes, 

Decision Tree, Extra Tree and AdaBoost classifiers. The performance scores 

classifiers are given in table 4.2. Confusion matrix of (a) KNN (b) Random Forest (c) 

Naive Bayes (d) Decision tree (e) Extra Tree and (f) Adaboost 

Table 4.2 : Comparison of performance metrics of the comparison classifiers 
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Figure 4.29 : Confusion matrix of (a) KNN (b) Random Forest (c) Naive BaConfusion 

matrix of (a) KNN (b) Random Forest (c) Naive Bayes (d) Decision tree (e) Extra 

Tree and (f) Adaboost 

 

5. Conclusion 

A deep learning-based solution was integrated with Gated Recurrent Unit (GRU) and 

Particle Swarm Optimization (PSO) in order to improve the accuracy and reliability of 

anomaly detection in Internet of Things (IoT) environments. The use of a mix of 

clustering methods, feature extraction, and deep learning is one of the suggested 

solutions to the problem of real-time anomaly and malicious activity detection. In 

conclusion, using a GRU-based anomaly detection framework, ES outperforms 

typical machine learning classifiers. It does this by utilizing PSO for hyper parameter 

optimization, which allows it to achieve superior performance. 

 

The suggested GRU-PSO model outperforms conventional anomaly detection 

methods in these types of issues in terms of detection precision, recall accuracy and 

F1 score, all while using the same amount of CPU resources. Our approach is 

validated by comparing the results achieved to benchmark counterparts of IoT 
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security threat detection such as Random Forest, K Nearest Neighbors (KNN), Naive 

Bayes, and the Decision Trees. The practical application of the model to real world 

IoT scenarios which involves heterogenous time series and anomalous patterns is 

evidenced by the model’s capability to handle such data, including its anomaly 

patterns. 

Future direction for improving the model robustness will include replacing Constants 

and EventLog models with genetic algorithm for and reinforcement learning 

optimization, thereby increasing anomaly detection accuracy. Under distributed and 

federated learning paradigms, extending the framework would also enable a more 

scalable and adaptive security solution which is independent of a centralized data 

processing. The emerging cyber threats surrounding IoT security means that IoT 

security solutions will continue to evolve in order to mitigate them, increase the 

integrity and reliability of those systems. 
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