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Abstract— With the advancement in technology, e-commerce 

or online shopping has gained popularity in comparison to 

traditional shopping, which has made it difficult to understand 

customer intentions. In our research, we plan to construct a 

real-time prediction machine learning system for the online 

shopping environment to predict the purchase intentions of 

prospective buyers through various analytical models. We have 

classified the users based on their revenue-generating 

propensity, and have applied alternative models including 

logistic regression, Support Vector Machine, Ada boost, Voting 

Classifier to predict their intention to purchase. The class 

imbalance was one of the major issues with the data, we tried 

Random oversampling, SMOTE, and SMOTEEN techniques to 

counter this. Minority class prediction being the objective, the 

models that overfit were removed. The best model is selected 

based on the F1 score, cross-validation accuracy, and cross-

validation ROC AUC.  
From the results of this research, the most important features 

came out to be Page Values, Product related page duration, 

exit rates, traffic type, among others. The online retail 

companies will do better to convert their customers if they 

monitor the insights closely.  
Keywords— Overfitting, voting classifier, 

minority class prediction 
 

I. INTRODUCTION 
 

E-commerce, the activity of buying and selling products 

online, is one of the many fields revolutionized by data 

science. More than 10 years ago, e-commerce was at 5.1% 

of total retail purchases. E-commerce now accounts for 16% 

of the total retail sale in the U.S. Consumers spent $601.75 

billion online in 2019, a 14.9% jump compared to 2018, 

companies like Amazon, Flipkart and Myntra have created 

retail empires off e-commerce websites. With e-commerce 

becoming more and more prevalent in today’s economy 

businesses within this sector need to understand what factors 

influence a visitor to transform into a purchaser. To increase 

conversion, e-commerce companies and researchers have 

devoted considerable efforts in analyzing the behavior of 

site visitors.  
For this project, we used the Online Shoppers Purchasing 

Intention Dataset, obtained from the UCI Machine Learning 
repository [1]. The goal is to build a predictive machine 

learning model that could categorize users into revenue- 
 
 

generating and non-revenue generating, based on their 

behavior while navigating a website. The intention is to 

develop a model using selected variables for predicting the 

purchasing intention of users. The model can help e- 

 

 

commerce businesses identify customers who are more 

likely to complete transactions and adjust marketing 

strategies accordingly. 
 

II. LITERATURE REVIEW 
 
There are multiple studies to understand the intention of the 

visitors of ecommerce sites. In a study [2] the prediction was 

done using the classification algorithms and ensemble methods 

on the data. After comparison using various evaluation metrics 

Random Forest was concluded to be the best method based on 

the highest accuracy in test data. In [3] Moe tried to categorize 

the customers based on their behavior on the online shop 

website. The categories were “Direct buying”, “Knowledge 

building”, “Search”, “Shallow” where direct buying was 

defined as the users who directly visit a page and purchase an 

item. On the other extreme, users who leave the website after 

visiting two pages are categorized as shallow users. It had the 

clickstream data of the users and their intention was classified 

based on the belief that the user activities on the shopping 

website depend on their intention. A set of features of the user 

activity was collected and fed to the K means clustering to 

categorize the users. In another study [4] the prediction of 

purchase of any product at the end of the session is based on 

product popularity and temporal data. In this, it had been found 

that the visitors with a profile on the website, are easy to 

predict as their previous history is available. But it is hard to 

determine the intention of any new customer. The temporal 

visiting data is used along with the products’ popularity to 

predict their intention. In another incitation [5], the discussion 

was on dealing with the imbalance dataset using the Synthetic 

Minority Over-sampling Technique for Nominal and 

Continuous features (SMOTE-NC) technique. 
 
 
 

III. METHODOLOGY 
 
We have designed our study to predict the purchasing 

intentions of the visitors, by dividing them in revenue and non-

revenue generating customers and eventually put forward a 

reasonable marketing strategy for the company to increase the 
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number of successful online purchases. The algorithm is 
represented in Fig 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.1. Study Framework 
 

 

IV. DATASET 
 
A.  Dataset Description & Processing 
 
The dataset [1] is obtained from the open UCI Machine 

Learning repository. It consists of 12330 records, each 

containing metrics of web visits of a user within a one-year 

timeframe. 85.4% (10422) of the customers did not 

complete the transaction. Completed transactions take up 

only 15.5% (1908) of the dataset.  
In the dataset, Administrative, Administrative Duration, 

Informational, Informational Duration, Product Related, and 

Product Related Duration represents different types of pages 

visited by the visitor in a session and total time spent in each 

of these page categories is also available. The Bounce Rate, 

Exit Rate, and Page Value features represent the metrics 

which has been measured by Google Analytics. The bounce 

rate feature indicates the percentage of visitors who entered 

the site from a particular pages at the site and left the 

website without any activity. The exit rate of a page is the 

percentage of users who have their last session on that page. 

The page value indicates the average value of a page that 

visitors have visited before purchasing any product. The 

special day feature indicates approach of any special 

occasion when the users are more likely to purchase a 

product. The range of value is between 0 and 1. There are 8 

categorical variables namely operating system, browser, 

region, traffic type, visitor type, weekend, month, revenue. 

The revenue value indicates whether a visitor purchased an 

item or not. This is the response variable.  
As part of data preprocessing for our dataset, we did 

relevant imputations for NULL (NA) values and treat 
outliers as well as negative values, we performed one-hot 

encoding of categorical attributes and label encoding of 

response variable, Revenue. 
 

V. MODELLING APPROACH 
 
A. Feature Selection 
 
After all the preprocessing and feature engineering we were left 

with around 50 features. Using the correlation matrix, we 

eliminated the highly correlated variables from the dataset. In 

addition to it, we employed various techniques, selected 
features which turn out important among all the techniques. 
The techniques used for feature selection has been listed 
below. 
 

▪ Information Gain (Mutual information & 
SelectKBest)

 

▪ Fisher Score (Categorical Variables)
  

▪ Univariate ROC_AUC
  

▪ Step Forward, Step Backward and Exhaustive 
Feature Selection

  
▪ Random forest feature importance

  

▪ Random forest recursive feature elimination
  

▪ Feature shuffling
  

▪ Hybrid recursive feature elimination(XGBoost)
  

▪ Hybrid recursive feature addition(XGBoost)
  

▪ Gradient boosting importance
 

 

We performed the Principal Component Analysis (PCA) to 

get an idea of how many variables should we take. As per 

the results in Table 1, number of features between 20-25 are 

enough to explain the variation in the data while reducing 

the feature space. 

 

Number of Features Total Explained Variance 

  

10 79.07% 

15 89.68% 

20 94.67% 

25 97.15% 

30 98.76% 

40 99.94% 

50 100.00% 

Table 1. PCA check 

 

B.  Handling class imbalance 
 
After we split the dataset in 70:30 ratio into training and test 
data, we worked on the class imbalance. The minority class 
was only around 15% in the dataset. Therefore, we tried 

three different techniques to adjust for imbalance  
1. Random oversampling: Random oversampling 

involves randomly selecting examples from the 

minority class (Revenue = 0), with replacement, 

setting the number of samples to match that of the 

majority class (Revenue = 1) and adding them to 

the training dataset. The ratio of two classes 

becomes 1:1. 

 

2. Synthetic Minority Oversampling Technique 
(SMOTE)  
SMOTE works by selecting examples from the 

minority class to synthesize new examples. These 

new synthetic examples are created by slightly 

perturbing feature values. Table 2 includes the 

result after SMOTE is applied to the data. 
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Table 2. SMOTE oversampling 

 

3. Oversampling and Undersampling SMOTE and 
Edited Nearest Neighbors (SMOTEEN)  
This method is a combination of first oversampling 

of minority class using SMOTE and then under-

sampling the majority class using edited nearest 

neighbor (ENN) to reduce the number of overall 

examples. Like SMOTE, the sampling strategy can 

be adjusted to fix the ratio of majority and minority 

class. Below Table 3 is includes the result after 

SMOTEEN applied to the data. 
 
 
 
 
 

 

Table 3. SMOTEEN oversampling and under-
sampling 

 

C. Modelling Approach  
 
Several ML algorithms were applied to the data after 
feature engineering and class adjustment, as listed below.  
 

Logistic Regression  
Naive Bayes  
K Nearest Neighbor (KNN)  
Support Vector Machine (SVM)  
AdaBoost  
Gradient Boosting  
Bagging Tree  
Decision Tree  
Random Forest  
XGBoost  
Voting Classifier  
Stacking 

 

VI. RESULT OF ANALYSIS 
 
Models to be evaluated using Accuracy, Precision, Recall, 

F1 Score and AUC ROC with K-Fold Cross Validation. 

Model with the best performance, will be used for 

classifying revenue generating user sessions from non-

revenue generating ones.  
1) True Positive (TP): The test cases which have shown 

positive in the prediction of “Revenue” attribute and are 

actually positive in the dataset.  
2) True Negative (TN): The test cases which have shown 

negative in the prediction of “Revenue” attribute and are 

actually negative in the dataset.  
3) False Positive (FP): The test cases which have shown 

positive in the prediction of “Revenue” attribute but are 

actually negative in the dataset. 

4) False Negative (FN): The test cases which have 

shown negative in the prediction of “Revenue” attribute but 

are actually positive in the dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

B. Model comparison 
 

1. Models on Base Data: Below is a comparison of 

models built on categorical encoded and scaled 

data. This is without applying any oversampling 
technique. 

 

MODEL  Train  Test True CV Remarks 

  Accuracy  Accuracy Negative F1  

     (Revenue) Score  

        

Decision 100 86 315 55 Overfit 
Tree        

Naïve 36 36 547 31 Worst 

Bayes        

AdaBoost 90 89 316 62  

XGBoost  92  90 347 68 Best 

Gradient 92 89 338 66  

Boosting        

Table 4: Comparison of Models (Base data) 

 

These models were run with all features. They 

were trained on original data i.e. no under or over 

sampling has been done. Decision Tree model 

overfitted as training accuracy is too high than the 

testing accuracy. Naïve Bayes model performed the 

worst as it has least testing accuracy as well as 

lowest F1 Score. Boosting models fared better than 

single classifiers which is to be expected. XGBoost 

comes out to be the best model with highest F1 

Score, good training and testing accuracy and cross 

validation accuracy of 91. It is also among the Top 

2 to be able to predict largest number of Revenue 

generating samples (Revenue=1) – 347 

 
2. Models with feature selection, upsampling, and 

hyperparameter tuning: Below is a comparison of 

models built on categorical encoded and scaled data. 

Selected features are considered, random upsampling 

of minority data is done and models were 

hyperparameter tuned to produce better results. 

Hyperparameter tuning is the process of searching the 

ideal model architecture, i.e. selecting the 
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optimal hyperparameters (parameters which define 
the model architecture) 

 
MODEL  Train Test True CV F1 CV 

 Accuracy Accuracy Negative Score ROC 

     (Revenue)  AUC 

Decision 

32 

     
Tree  33 543 73 70 

Random 

52 
     

Forest  54 548 96 95 

Voting  

81 

     

Classifier   80 549 96 96 

XGBoost 39  41 501 93 93  
Table 5: Comparison of Models (Feature selected, random 
upsampled and hyperparameter tuned) 
 

These models were run with selected 23 features. 

All the models were hyperparameter tuned to get 

the best set of hyperparameters corresponding to 

the respective classifier. Models were trained on 

upsampled data i.e. minority class were randomly 

upsampled. Decision Tree model performed the 

worst as it has least testing accuracy as well as 

lowest F1 Score. Whereas, Voting Classifier comes 

out to be the best model with highest F1 Score, 

good training and testing accuracy and cross 

validation accuracy of 96. It is also among the Top 

3 to be able to predict largest number of Revenue 

generating samples (Revenue=1) - 549. 

 
3. Models with feature selection, SMOTE, and 

hyperparameter tuning: Below is a comparison of 

models built on categorical encoded and scaled data. 

Feature selection is done. Oversampling of minority 

data is done using SMOTE. Built models were 

hyperparameter tuned to produce better results. 
 
 

MODEL Train Test True  CV CV 

 Accuracy Accuracy Negative  F1 ROC 

   (Revenue)  Score AUC 
       

KNN 100 81 358 87 91 

SVM 99 85 186 92 94 

Random       
Forest 100 89 376 90 92 

Voting       
Classifier 97 88 321 87 89 

XGBoost 91 88 402  87 90  
Table 6: Comparison of Models (Feature selected, SMOTE 
and hyperparameter tuned 
 

These models were run with selected 23 features. 

All the models were hyperparameter tuned. Models 

were trained on SMOTE oversampled data. KNN 

and SVM models overfitted as training accuracy is 

too high than the testing accuracy. XGBoost comes 

out to be the best model with F1 Score of 87, good 

training and testing accuracy and cross validation 

accuracy of 91. It is also among the Top 3 to be 

able to predict largest number of Revenue 

generating samples (Revenue=1) - 402. 

4. Models with feature selection, SMOTEEN, and 

hyperparameter tuning: Below is a comparison of 

models built on categorical encoded and scaled data. 

Feature selection is done. Oversampling of minority 

data is done using SMOTE and under-sampling of 

majority data using ENN. Built models were 

hyperparameter tuned to produce better results. 

 
MODEL Train Test True CV F1 CV 

 Accuracy Accuracy Negative Score ROC 

   (Revenue)  AUC 
      

KNN 100 80 393 92 94 

SVM 100 83 318 93 95 

Bagging      
Tree 91 88 413 84 87 

Voting      
Classifier 99 85 437 92 94 

XGBoost 95 88 428 89 92  
Table 7: Comparison of Models (Feature selected, 
SMOTEEN and hyperparameter tuned) 
 

These models were run with selected 23 features. 

All the models were hyperparameter tuned. Models 

were trained on SMOTEEN oversampled and 

undersampled data. KNN and SVM models 

overfitted as training accuracy is too high than the 

testing accuracy. XGBoost comes out to be the best 

model with F1 Score of 89, pretty good 

training/testing accuracy and cross validation 

accuracy of 94. It is also among the Top 3 to be 

able to predict largest number of Revenue 

generating samples (Revenue=1) - 428. 

 
C.  Model Stacking 
 
Since many of the models demonstrate a fair performance, 
we will try ‘stacking’ the models to see if we can tease out a 

higher F1 Score and more importantly increase the number 

of correctly predicted True Negatives i.e. Revenue 
generating sessions.  

Here we have Random Forest, Decision Tree, and 

XGBoost as Base Learners. These are hyperparameter tuned 

learners. Logistic Regression will be our Meta Learner. 

Base learners are trained on normal data. Using the 

predictions of Base Learners as inputs, the correct responses 

from the output, we train the Meta Learner.  



 
 
   Journal of Computational Analysis and Applications                                                              VOL. 33, NO. 4, 2024 
 
 

                                                                                                                553                     V.Anantha Krishna et al 549-553                 

Fig.2. Model stacking framework 

 

In all these cases, we observed the cross-validation accuracy 

and F1 score are close to 100% without any significant 

standard deviation. There is also improvement in the 

prediction of True Negatives. But somehow this doesn’t 

look like generalized predictions. We can see every metric is 

touching 100% which may be a case of high overfitting. 

Hence stacking is not the best model. 

 

VII. CONCLUSION 
 
The aim of our study is to find out the users who are giving 

Revenue. Hence XGBoost appears to be the best model for 

our requirement, it generalizes well on the unseen data (high 

testing accuracy) and have higher F1 score and higher cross 

validation ROC AUC score among other models in most of 

the scenarios above. F1 Score is considered best indicator as 

it is a general rule to look for a higher F1 Score if the aim is 

to predict the minority class which here is “Revenue”. 

 

VIII. RECOMMENDATIONS 
 
Following management level insights and recommendations 
that we derived from our study: 
 

▪ The number of administrative and information web 
pages on the website should be as low as possible, 
as users’ interest is on Product related pages and 
users don’t visit other pages.

  

▪ Product-related web pages can be expanded as 
users are willing to spend more time on these 
irrespective of other conditions.

  

▪ Returning website visitors are contributing more to 
revenue generation. Therefore, various promotion 
strategies should focus more on these users.

  

▪ Most users visit the website in May and November. 
Also, November accounts for maximum number of 
purchases. This might be due to Thanksgiving and 
Christmas shopping. Businesses should also look to 
the maximize the conversion of online visits to 
actual purchases in May.

  

▪ Target audiences from regions 1 and 3 directly as 
these regions account for maximum revenue 
generation.

  

▪ For Operating System type 2 and Browser type, 1-2 
revenue is more. This might be due to the ease of 
access and user-friendliness of these browsers/OS. 
Therefore, we can put up something on the website 
to ask users to access the website from these 
OS/browsers something like – “For best results use

  

OS x and browser y” etc.  

▪ New visitors take up a larger percentage in those who 
complete the purchase. So, it will be a good idea if

 

 
business form marketing plans to attract new users 

every day.  
▪ Administrative pages like login, logout, password 

recovery, profile, email wish list, etc. need to be 
fixed. Users are spending way too much time 
which is not good. Both the web page and the back 
end needs to be made more efficient and speedier.

  

▪ Automated client-side scripts should be embedded 
into the web pages so that dormant/idle sessions 
get logged out after some time of inactivity. Right 
now, this is absent which is causing wrong data 
being collected for analysis.
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