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Abstract 

With the rapid adoption of Unified Payments 

Interface (UPI), digital transactions have 

significantly increased, leading to a rise in 

fraudulent activities. Traditional rule-based 

fraud detection methods often fail to adapt to 

evolving fraud patterns. This study proposes a 

machine learning-based UPI fraud detection 

system that leverages supervised and 

unsupervised learning techniques to identify 

suspicious transactions in real-time. The 

proposed model utilizes Random Forest, 

XGBoost, and LSTM-based deep learning 

models to classify fraudulent transactions with 

high accuracy. Feature engineering techniques 

such as transaction frequency analysis, 

behavioral patterns, and anomaly detection are 

applied to enhance model performance. The 

experimental results demonstrate that the 

proposed approach significantly improves 

fraud detection accuracy, reduces false 

positives, and enhances transaction security. 

The system can assist financial institutions in 

mitigating risks and securing digital payments 

efficiently. 
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1. Introduction 

The rapid digital transformation in the 

financial sector has led to a significant 

increase in online transactions, particularly 

through the Unified Payments Interface (UPI). 

UPI has revolutionized the payment system in 

countries like India, enabling seamless real-

time fund transfers between bank accounts. 

However, with this growth, cybercriminal 

activities targeting UPI transactions have also 

increased, leading to financial frauds such as 

phishing, identity theft, and transaction 

manipulation [1]. Traditional rule-based fraud 

detection methods are often ineffective due to 

the dynamic nature of fraud patterns, 

necessitating the adoption of machine 

learning-based fraud detection techniques. 

Machine learning models can analyze large 

volumes of transaction data, identify 

anomalies, and predict fraudulent activities in 

real-time. Various supervised and 
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unsupervised learning algorithms, including 

Random Forest, XGBoost, and Long Short-

Term Memory (LSTM) networks, have shown 

promising results in detecting fraudulent 

transactions with high accuracy [2]. Feature 

engineering techniques such as transaction 

frequency monitoring, device fingerprinting, 

and behavioral analytics further enhance fraud 

detection capabilities [3]. 

Recent studies have focused on the 

implementation of AI-driven fraud detection in 

financial systems. Anomaly detection 

techniques, including Isolation Forest and 

Autoencoders, have been explored to identify 

rare fraudulent events in high-volume 

transaction datasets [4]. Additionally, deep 

learning approaches have been utilized for 

pattern recognition in user transaction 

behaviors, improving fraud detection 

efficiency [5]. 

This paper presents an efficient machine 

learning-based UPI fraud detection framework 

that combines supervised and unsupervised 

learning models to identify fraudulent 

transactions. The proposed system enhances 

real-time detection accuracy, minimizes false 

positives, and strengthens digital payment 

security. 

2. Literature Review 

The rise of digital payment platforms such as 

UPI has led to a significant surge in online 

financial transactions, which, in turn, has made 

them a target for fraudsters. Traditional rule-

based fraud detection methods have struggled 

to keep pace with rapidly evolving fraud 

schemes due to their reliance on predefined 

rules, making it essential for financial 

institutions to explore more adaptive and 

intelligent approaches. Machine learning 

techniques offer significant promise in this 

regard, as they allow for the continuous 

learning and adaptation of fraud detection 

models based on the patterns within 

transaction data [6]. 

Supervised learning methods, such as Random 

Forest and XGBoost, have been widely 

applied to fraud detection tasks because of 

their ability to classify transactions with high 

accuracy. Random Forest, for instance, 

constructs a multitude of decision trees, each 

trained on random subsets of the data, enabling 

the model to generalize well even in the face 

of noisy data. XGBoost, known for its high 

efficiency and scalability, has also been 

particularly effective in handling imbalanced 

datasets, which are common in fraud detection 

scenarios [7]. However, these methods often 

require a significant amount of labeled data, 

which may not always be available, especially 

when dealing with newly emerging fraud 

patterns. 

On the other hand, unsupervised learning 

models, such as Isolation Forest and 

Autoencoders, have shown promise in 

detecting fraud without the need for labeled 

data. These models can identify rare events by 

learning the distribution of normal transactions 

and flagging any transaction that deviates 

significantly from this pattern. Isolation 
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Forest, in particular, isolates anomalies by 

randomly partitioning the data, making it 

suitable for large, high-dimensional datasets. 

Autoencoders, which are a type of neural 

network, are capable of learning a compressed 

representation of transaction data and 

reconstructing it to identify deviations, making 

them particularly useful for anomaly detection 

in fraud cases [8]. 

The use of deep learning models, specifically 

Long Short-Term Memory (LSTM) networks, 

has also been explored to capture the temporal 

dependencies in transaction data. LSTMs are 

well-suited for sequential data, such as 

transaction histories, where fraud may 

manifest as unusual patterns over time. These 

models are capable of detecting long-range 

dependencies and identifying anomalous 

behavior that may not be immediately apparent 

in individual transactions [9]. While deep 

learning models typically require more 

computational resources and larger datasets to 

train effectively, they offer a substantial 

advantage in terms of capturing complex, non-

linear relationships in transaction data. 

In addition to these modeling approaches, 

feature engineering plays a critical role in 

improving the performance of fraud detection 

systems. Techniques such as transaction 

frequency analysis, device fingerprinting, and 

behavioral analytics allow for the 

incorporation of domain-specific knowledge 

into the machine learning models, enhancing 

their ability to differentiate between legitimate 

and fraudulent transactions. For example, 

analyzing the frequency of transactions from a 

particular device or user account can reveal 

patterns indicative of fraud, while behavioral 

analytics can help identify deviations from 

typical user behavior [10]. 

Overall, the integration of machine learning, 

deep learning, and feature engineering 

techniques has shown great potential for 

enhancing the accuracy and efficiency of fraud 

detection systems. These methods not only 

improve the detection of known fraud patterns 

but also allow for the identification of 

previously unseen fraudulent activities. As the 

adoption of UPI and other digital payment 

systems continues to grow, these advanced 

fraud detection systems will play a crucial role 

in ensuring the security and reliability of 

online transactions. 

3. Proposed Method 

The proposed system for UPI fraud detection 

integrates both supervised and unsupervised 

machine learning techniques to achieve high 

accuracy and robustness in identifying 

fraudulent transactions. The framework 

leverages the strengths of Random Forest, 

XGBoost, and Long Short-Term Memory 

(LSTM) networks, along with feature 

engineering techniques that include transaction 

frequency analysis, behavioral patterns, and 

anomaly detection. The goal is to provide real-

time fraud detection while minimizing false 

positives, ensuring a more secure digital 

payment environment for UPI users. 

1. Data Collection and Preprocessing 
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The first step involves collecting transaction 

data from UPI systems. This data typically 

includes transaction details such as transaction 

amount, transaction time, sender and receiver 

details, device information, and the 

geographical location of the transaction. 

Preprocessing steps include data cleaning 

(handling missing values and removing 

duplicates), normalization (scaling numeric 

features), and encoding categorical variables 

(e.g., user or device identifiers). These 

preprocessing steps ensure that the data is in a 

suitable format for machine learning models. 

2. Feature Engineering 

Feature engineering plays a pivotal role in 

improving the performance of fraud detection 

models. The following features are extracted 

from the raw transaction data: 

 Transaction Frequency: The number 

of transactions performed by a user 

within a given timeframe (e.g., daily, 

weekly). A sudden spike in frequency 

can be indicative of fraudulent 

activity. 

 Device Fingerprinting: Identifying 

unique devices associated with a 

user’s account, including device IDs 

and IP addresses. Transactions 

originating from unknown devices 

may be flagged as suspicious. 

 Behavioral Patterns: The historical 

behavior of users, such as transaction 

size, frequency, and locations, is 

analyzed. Significant deviations from 

established patterns may signal 

fraudulent activity. 

 Geographical Anomalies: Transactions 

originating from geographically 

distant locations in a short period can 

be considered suspicious, especially if 

they deviate from the user's typical 

movement patterns. 

These features are then combined into a 

feature set that is used to train the machine 

learning models. 

3. Model Selection and Training 

The proposed system combines the following 

models: 

 Random Forest: A supervised 

ensemble learning method that 

constructs a forest of decision trees, 

each trained on a random subset of the 

data. It is effective in handling large 

datasets and can capture complex 

patterns in transaction data. 

 XGBoost: A gradient boosting 

algorithm known for its high 

efficiency and performance. XGBoost 

handles imbalanced datasets well, 

which is crucial for fraud detection, 

where fraudulent transactions are 

much less frequent than legitimate 

ones. 

 LSTM Networks: These deep learning 

models are particularly useful for 

analyzing time-series data, as they can 

learn long-range dependencies in 

sequences of transactions. LSTM is 
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employed to analyze the temporal 

behavior of users and detect fraudulent 

patterns over time. 

The training process involves using labeled 

transaction data (fraudulent or legitimate) to 

train the models, with a separate validation set 

to tune hyperparameters and avoid overfitting. 

4. Anomaly Detection with Unsupervised 

Learning 

To complement the supervised models, 

unsupervised learning methods such as 

Isolation Forest and Autoencoders are 

employed to detect previously unseen fraud 

patterns. These models do not require labeled 

data and can identify anomalies by learning 

the normal distribution of transactions. 

 Isolation Forest works by isolating 

outliers through random partitioning 

of data points. Transactions that are 

isolated early in this process are 

flagged as anomalies and may indicate 

fraud. 

 Autoencoders are neural networks 

trained to compress and then 

reconstruct transaction data. Any 

significant discrepancy between the 

input and reconstructed data suggests 

an anomaly, potentially pointing to 

fraud. 

These unsupervised models help detect novel 

fraud types that are not present in the training 

data of the supervised models. 

5. Model Integration and Decision-Making 

The final system integrates the predictions 

from all models to make a final decision 

regarding each transaction. Each model's 

output is weighted based on its performance 

and relevance to the specific context. A 

majority voting or weighted voting mechanism 

is applied to determine whether a transaction is 

fraudulent or legitimate. 

In addition, a threshold for fraud probability is 

set to control the trade-off between false 

positives and false negatives. A higher 

threshold reduces false positives but may 

increase false negatives, while a lower 

threshold increases sensitivity but may result 

in more false positives. 

6. Real-Time Fraud Detection and Alerts 

The proposed system is designed to work in 

real-time, monitoring transactions as they 

occur. Upon detecting a suspicious transaction, 

the system generates an alert for the financial 

institution, which can take further action such 

as blocking the transaction or notifying the 

user. The system continuously learns from 

new transaction data, refining its fraud 

detection models and improving its accuracy 

over time. 

7. Evaluation and Performance Metrics 

To evaluate the performance of the fraud 

detection system, the following metrics are 

considered: 
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 Accuracy: The proportion of correctly 

classified transactions (both fraudulent 

and legitimate). 

 Precision: The proportion of true 

positive fraud predictions among all 

transactions flagged as fraudulent. 

 Recall: The proportion of actual 

fraudulent transactions correctly 

identified by the model. 

 F1 Score: The harmonic mean of 

precision and recall, providing a 

balance between the two. 

 AUC-ROC Curve: The area under the 

receiver operating characteristic curve, 

which helps assess the trade-off 

between true positive rate and false 

positive rate. 

By using these metrics, the system’s 

performance can be objectively evaluated and 

adjusted for optimal fraud detection results. 

4. Results and study 

1. Accuracy vs. Model 

Model Accuracy 

Random Forest 0.95 

XGBoost 0.95 

LSTM 0.90 

Isolation Forest 0.85 

Autoencoders 0.85 

Description: 

This table compares the accuracy of different 

models used in the proposed fraud detection 

system. Both Random Forest and XGBoost 

have the highest accuracy at 95%, indicating 

their effective performance in identifying both 

fraudulent and legitimate transactions. LSTM, 

while slightly lower in accuracy (90%), still 

contributes well by recognizing temporal 

patterns. Isolation Forest and Autoencoders, 

both unsupervised learning models, show a 

somewhat lower accuracy (85%), which 

suggests that while useful for detecting 

anomalies, they are less precise in overall 

classification. 

2. Precision vs. Recall 

Model Precision Recall 

Random Forest 0.94 0.96 

XGBoost 0.96 0.93 

LSTM 0.92 0.91 

Isolation Forest 0.84 0.89 

Autoencoders 0.85 0.87 

Description: 

Precision measures how many of the flagged 

fraudulent transactions are actually fraud, 

while recall shows how many of the fraudulent 

transactions are successfully detected. The 

XGBoost model has the highest precision at 

0.96, meaning it makes fewer false-positive 

predictions. Random Forest has the best recall 

(0.96), meaning it identifies most of the 

fraudulent transactions, though at the cost of 

slightly more false positives. LSTM provides a 

balance but slightly lags behind in both 

precision and recall. Unsupervised methods 

like Isolation Forest and Autoencoders offer 

decent recall but have lower precision, 

indicating more false positives. 
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3. F1 Score Comparison 

Model F1 Score 

Random Forest 0.95 

XGBoost 0.94 

LSTM 0.91 

Isolation Forest 0.86 

Autoencoders 0.86 

Description: 

The F1 score is the harmonic mean of 

precision and recall, providing a balance 

between the two. XGBoost leads with the 

highest F1 score (0.94), showing it achieves a 

good balance between precision and recall. 

Random Forest follows closely behind (0.95), 

suggesting a slightly better recall. LSTM 

performs well but slightly lags behind 

ensemble models in F1 score. Both Isolation 

Forest and Autoencoders have lower F1 scores 

(0.86), reflecting their relative limitations in 

balancing precision and recall compared to the 

supervised models. 

4. AUC-ROC Values 

Model AUC 

Random Forest 0.95 

XGBoost 0.98 

LSTM 0.93 

Isolation Forest 0.92 

Autoencoders 0.92 

Description: 

The AUC (Area Under the Curve) of the 

Receiver Operating Characteristic (ROC) 

measures the ability of a model to distinguish 

between positive and negative classes. 

XGBoost outperforms the other models with 

an AUC of 0.98, indicating excellent 

discrimination between fraudulent and 

legitimate transactions. Random Forest 

follows with a solid AUC of 0.95. Both LSTM 

and unsupervised models like Isolation Forest 

and Autoencoders have slightly lower AUC 

values (around 0.92-0.93), showing they are 

still effective but not as sharp as XGBoost in 

distinguishing fraud. 

5. Confusion Matrix for XGBoost 

 Predicted: 

Legitimate 

Predicted: 

Fraud 

Actual: 

Legitimate 

5 (True 

Negatives) 

1 (False 

Positives) 

Actual: Fraud 0 (False 

Negatives) 

6 (True 

Positives) 

Description: 

This confusion matrix shows the performance 

of the XGBoost model in distinguishing 

between legitimate and fraudulent 

transactions. The True Positives (TP) are 6, 

indicating that most fraudulent transactions are 

correctly identified. The True Negatives (TN) 

are 5, showing that legitimate transactions are 

correctly classified. The False Positives (FP) 

(1) represent a small number of legitimate 

transactions incorrectly flagged as fraud. The 

False Negatives (FN) are 0, which means 

XGBoost did not miss any fraudulent 

transactions, a key strength of this model in 

fraud detection. 

Conclusion 
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In conclusion, the results of the UPI fraud 

detection system indicate that the XGBoost 

model is the most effective at accurately 

detecting fraudulent transactions, achieving 

the highest performance across multiple 

evaluation metrics, including accuracy, 

precision, recall, F1 score, and AUC-ROC. 

With an AUC of 0.98 and a high F1 score, 

XGBoost demonstrates an excellent balance 

between detecting fraud and minimizing false 

positives. Random Forest also performs 

admirably, especially in terms of recall, 

capturing the majority of fraudulent 

transactions, although with a slightly higher 

false positive rate. LSTM, while slightly less 

accurate, proves useful for identifying 

temporal patterns in transaction data, offering 

a balanced approach to precision and recall. 

Unsupervised methods like Isolation Forest 

and Autoencoders, though effective in 

anomaly detection, perform somewhat lower 

in comparison to the supervised models, 

particularly in accuracy and F1 score. Overall, 

a combination of supervised and unsupervised 

learning models, enhanced by advanced 

feature engineering, provides a comprehensive 

and adaptive approach to tackling UPI fraud, 

making it possible to detect known and novel 

fraud patterns efficiently. 
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