
Journal of Computational Analysis and Applications                                                              VOL. 34, NO. 1, 2025 

 

                                                                                    341                                         Ashok Kumar et al 341-354 

 

 

 Improving K-Nearest Neighbor Algorithm Performance Using Modified 

Distance Measures   

Ashok Kumar1 and Deepanshu Mishra1* 

 

 
1Department of Statistics, University of Lucknow, Lucknow, Uttar Pradesh, India 

*Corresponding author- 

Corresponding author email: deepanshu.mishra2011@gmail.com 

 

 
Abstract: Classification in the field of machine learning refers to the process of identifying and 

categorizing objects within a given dataset. Distance-based algorithms are widely used for data 

classification problems. The k-nearest neighbor (KNN) classification is based on measuring the 

distances between the test sample and the training samples to determine the final classification output. 

KNN relies on measuring similarity to group data into classes based on how similar their features are 

without relying on probabilities but rather utilizing distance metrics, for classification purposes. 

However, it's important to note that the effectiveness of the KNN algorithm heavily depends on 

selecting a distance measure. This paper delves into exploring the use of a supervised learning technique 

known as the k-nearest neighbor (KNN) algorithm for data classification. This paper proposes modified 

Sorensen and Canberra distance measures designed to enhance the performance of the KNN algorithm 

by more effectively capturing relationships between data points. The proposed distance measures 

performance has been evaluated using various datasets, such as the Iris, Breast Cancer, and Diabetes 

datasets. The performance of the KNN algorithm using the modified distance measures against the 

original Sorensen, Canberra and most popular measure Euclidean distance has been compared. Results 

demonstrate that the KNN algorithm employing the proposed modified distance measure consistently 

outperforms its counterparts in terms of accuracy, precision, recall, and F-score across various datasets. 

Notably, the modified distance measure exhibits robust performance, even outshining existing distance 

measures in scenarios involving outlier sensitivity and increased dimensionality. 

The paper concludes with insights into the applicability of the modified distance measures beyond 

KNN, suggesting its potential for enhancing accuracy in various classification tasks.  

Keywords: Machine learning, k-nearest neighbor, distance measure, accuracy measures. 

 

1. Introduction 

In machine learning, classification refers to the process in which a model tries to categorise 

objects by identifying and analysing a given dataset. In supervised machine learning, for 

classifying data the KNN algorithm is one of the popular methods. The KNN is one of the 

oldest, simplest and most accurate algorithms for pattern classification and regression models. 
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KNN was proposed in 1951 by [11], and then modified by [9]. Classification algorithms use 

input training data to identify patterns within the training data and predict the likelihood that 

the given data that follows will fall into one of the predetermined categories [3].  It is used 

for classification purposes which uses a similarity measure to classify data in classes based on 

their feature similarity, without relying on probabilities. This approach assumes that instances 

with similar features are likely to be located near each other in the dataset [13].  

 

The KNN algorithm has been studied over the past few decades and is widely applied in many 

fields [18]. Thus, the KNN comprises the baseline classifier in many pattern classification 

problems such as pattern recognition [16], text categorization [16], ranking models [25], object 

recognition [4], and event recognition [27] applications. 

There are three main components of the KNN algorithm:  

(a) The collection of stored objects, which is also known as the training dataset.  

(b) A distance or similarity metric that helps determine the similarities between different 

objects and  

(c) An appropriate value for 𝑘, which dictates how many nearest neighbors should be 

considered in making predictions [1].  

The KNN algorithm is used for classifying datasets based on distance measures for a training 

model that closely matches the testing query. The KNN classification 

algorithm identifies a nearby cluster of 𝑘 objects in the training dataset that are similar to the 

target object and then predict the class of these closest objects as the class for the target object 

[1]. The KNN stands out among various classification algorithms due to its simplicity, 

widespread usage in classification tasks, and its adaptive and easily comprehensible design 

[15]. However, its performance heavily depends on the distance measure used to determine the 

similarity measures between data points. The KNN algorithm used various existing distance 

measures such as Euclidean, Sorensen and Canberra distance may not always identify the 

within relationship, for every dataset leading to suboptimal classification outcomes. The 

primary focus of the KNN classifier or model has been on data sets with pure numerical features 

[23]. However, the KNN model can also be applied to other types of data including categorical 

data [7].  

This paper aims to propose the modified distance measures for Sorensen and Canberra 

distances to improve the performance of the KNN algorithm. These modified distance 

measures are designed to identify the relation between points more effectively, and also, lead 
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to improve the accuracy of the classification. To evaluate the effectiveness of the proposed 

distance measures, we compare the performance of the KNN algorithm using the modified 

distance measures with existing distance measures on Iris, Breast cancer and Diabetes datasets. 

The result shows that the KNN algorithm with the modified measures outperformed as 

compared to existing distance measures including Euclidian distance measure. The findings 

suggest that the proposed modified distance measures improve the performance of the KNN 

algorithm. The proposed approach offers an avenue for improving the accuracy of various 

classification problems.  

Section 2 briefly describes the existing distance measure and proposed distance measures. Error 

and performance measures are also given in this section. Section 3 explains the dataset used 

and the experimental analysis of the datasets using the KNN model with modified and original 

distance measures are presented. The comparison of the performance of the KNN model on the 

proposed modified measure with different existing distance measures is also discussed in this 

section. The conclusion of the study is presented in Section 4. 

 

2. Distance and Error Measures 

In this section, various distance and similarity measures have been described. The performance 

measures for evaluating the performance of the model are also given.  

2.1 Distance and Similarity Measures 

Distance measure plays a vital role in many machine-learning tasks such as classification, 

clustering, and anomaly detection. Choosing a distance measure is an important aspect of 

clustering the data because it determines how the similarity between two objects is observed. 

This decision has an impact on the structure of the clusters, as certain elements may be 

considered close to each other based on one distance metric but far apart according to another 

[18]. By considering the most similar samples among their nearest neighbors, the k-

nearest neighbors algorithm identifies the class of an unlabelled test sample. 

A specific distance measure is used for calculating the distance between each 

training data sample and the test sample [2]. 

The distance measure is a function that determines the similarity and dissimilarity between two 

data points. It is a numerical value that indicates how close or far two data points are in a given 

feature space [20].  It is typically a positive real number where a lesser value shows a similarity 

of a higher degree. The distance function between two vectors 𝑥 and 𝑦 is a function 𝑑(𝑥;  𝑦) 

that defines the distance between both vectors as a non-negative real number. This function is 
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considered as a metric if satisfy a certain number of properties [10]. There are many distance 

measures in machine learning, some of the most common distance measures for continuous 

data used in this paper are as follows: 

(a) Euclidean Distance 

The Euclidean distance or Euclidean metric is the ordinary distance between two points that 

one would measure with a ruler. This distance represents the root of the sum of the squares of 

differences between the opposite values in vectors. In 𝑛 dimensions, the Euclidean distance 

between two points 𝒙 and 𝒚 is defined by:  

 𝐷(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1   

where 𝑥𝑖 and 𝑦𝑖 are the coordinates of 𝒙 and 𝒚 in the 𝑖𝑡ℎ dimension. 

(b) Sorensen Distance 

The Sorensen distance [21], also known as Bray-Curtis is one of the most commonly applied 

measurements to express relationships between the feature values of 𝒙 and 𝒚.  For 𝑛 

dimensions, it is computed as the ratio of the sum of the absolute difference and the sum of the 

corresponding features of two data points and is defined as:  

 𝐷(𝑥, 𝑦) =
∑ |𝑥𝑖−𝑦𝑖|𝑛

𝑖=1

∑ (𝑥𝑖+𝑦𝑖)𝑛
𝑖=1

  

where 𝑥𝑖 and 𝑦𝑖 are the coordinates of 𝒙 and 𝒚 in the 𝑖𝑡ℎ dimension. 

(c) Canberra Distance 

Canberra distance is introduced by [24] and modified in [14]. It is the sum of the absolute 

difference between the corresponding features of two data points divided by the sum of the 

absolute value of the corresponding feature values prior to summing and is defined as 

𝐷(𝑥, 𝑦) = ∑
|𝑥𝑖−𝑦𝑖|

|𝑥𝑖|+|𝑦𝑖|

𝑛
𝑖=1   

where 𝑥𝑖 and 𝑦𝑖 are the coordinates of 𝒙 and 𝒚 in the 𝑖𝑡ℎ dimension. 

Existing distance measures may not be suitable for all types of data or problems. There are 

several drawbacks of existing distance measures including its sensitivity to outlier data points, 

issues of performance decrement as a result of a large number of features and assumptions 

about data. For example, the Euclidean distance, which is one of the most common distance 

measures, can be sensitive to outliers and may not be able to capture the similarity between 

data points that are not linearly separable. Also, as the number of features increases in a dataset, 

the performance of distance measures is impacted. This problem is also called the curse of 

dimensionality [8].  
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The Sorensen distance is helpful for comparing the makeup of different groups, but it has some 

important drawbacks. It can be overly affected by zeros and large values, making it less reliable 

when the groups have significant differences in less common elements. It doesn’t work with 

negative values and can give misleading results when the overall size of the groups matters. 

The measure also struggles with high-dimensional data, where it becomes less effective, and it 

doesn’t fit well with techniques that expect distances to behave like traditional 

Euclidean distances [6]. 

The Canberra distance measure has several drawbacks, primarily due to its extreme sensitivity 

to small values and zeros. It can produce disproportionately large distances when one or both 

of the vector elements are close to zero, which can skew results in datasets with many small or 

zero values. This sensitivity to small changes makes it unstable and less reliable for noisy data. 

Additionally, it is not well-suited for high-dimensional data, as the distance measure becomes 

less meaningful when there are many features. The computational complexity also increases 

with larger datasets, making it less efficient compared to simpler distance 

measures like Euclidean [6]. 

In such a scenario, there is a need to propose new or modified distance measures that can 

provide better accuracy than existing ones for the classification and clustering of the features. 

Modified distance measures would be helpful in improving the performance of the 

classification models. 

In this paper, we are proposing the modified distance measures for Sorensen and Canberra 

distance measures. The proposed distance measures are as given: 

• Modified Sorensen Distance Measures: The expression for modified Sorensen 

distance measure is given by  

 𝑑(𝑥, 𝑦) = (
∑ |𝑥𝑖−𝑦𝑖|3𝑛

𝑖=1

∑ (𝑥𝑖+𝑦𝑖)3𝑛
𝑖=1

)
1/3

  

where 𝑥𝑖 and 𝑦𝑖 are the coordinates of 𝒙 and 𝒚 in the 𝑖𝑡ℎ dimension. 

• Modified Canberra Distance Measure: The expression for modified Sorensen 

distance measure is given by  

𝑑(𝑥, 𝑦) = (∑
|𝑥𝑖−𝑦𝑖|3

|𝑥𝑖|3+|𝑦𝑖|3
𝑛
𝑖=1 )

1/3

  

where 𝑥𝑖 and 𝑦𝑖 are the coordinates of 𝒙 and 𝒚 in the 𝑖𝑡ℎ dimension. 

 

2.2 Error Measures and Performance Matrix for Classification 
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Performance evaluation metrics for classification models can produce multiple categorical 

outputs. Most error measures typically calculate the overall error in our model, but they do not 

provide visibility into individual instances of errors. For a model, it is possible to misclassify 

some categories more frequently than others; however, this information cannot be obtained 

using standard accuracy measures. In addition, in cases where the data has a noticeable class 

imbalance, meaning that one class has significantly more instances than the other classes, a 

model may tend to predict the majority class for all cases and result in a high accuracy score 

but poor performance while predicting the minority classes. Confusion matrices become 

valuable tools in such cases. 

The confusion matrix, also known as the error matrix, is a widely used visualisation method 

in the field of machine learning for presenting the outcomes and results of models used for 

classification problems [3,19]. It provides a contingency table layout that allows for an 

intuitive and concise measurement of the level of confusion within the classification model. 

Each cell in this matrix represents either correct or incorrect predictions made by the model 

based on its judgment. By examining each row representing real categories and each column 

representing predicted labels, one can gain valuable insights into how well the classification 

model performs in terms of accuracy [3,22]. The components of the confusion matrix are 

defined in [17] as follows: 

• True Positive (TP): It is defined as the number of times model the actual positive values 

are equal to the predicted positive.  The model predicts a positive value, which is 

correct. 

• False Positive (FP): It is also known as type I error and is defined as the number of 

times the model wrongly predicts negative values as positives. The model predicts a 

negative value, which is actually positive.  

• True Negative (TN): It is defined as the number of times actual negative values are 

equal to predicted negative values. The modal predicts a negative value, which is 

actually negative. 

• False Negative (FN): It is also known as type II error and is defined as the number of 

times the model wrongly predicts negative values as positives. The modal predicts a 

negative value, and it is actually positive. 

Some of the following criteria have been used to evaluate the performance of the model defined 

in [2] as follows: 

(a) Accuracy 
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It tells how often the model classifies a right class. It is defined as the ratio of the number of 

objects classified correctly to the total number of objects classified.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(b) Precision 

It is the ability of the model to classify positive values correctly. It is defined as the actual 

correct prediction divided by the total prediction made by the model. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(c) Recall 

It is used to calculate the model's ability to predict positive values. It is calculated by the 

number of true positives divided by the total number of true positives and false negatives. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(d) F-Score 

It is the harmonic mean of Recall and Precision. It is useful when we need to take both 

Precision and Recall into account.  

𝐹 −  𝑆𝑐𝑜𝑟𝑒 =
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

(e) AUC Score 

Area under the curve (AUC) is the popular metric to evaluate the performance of 

classifiers. It can take values 0 to 1. A higher AUC score indicates superior performance 

in the model's capacity to distinguish between positive and negative outcomes. 

The performance measures of the proposed modified distance measures will be used to evaluate 

the performance of the KNN model for the classification of the object. 

 

3. Experimental Analysis and Discussion 

This section evaluates the effectiveness of the KNN model with proposed modified and 

existing similarity measurements over three datasets from different domains. The dataset used 

for performing the model training in this work was acquired from the UCI ML repository 

(https://archive.ics.uci.edu/). This repository is one of the most reliable and used dataset 

sources for researching and implementing machine-learning algorithms. The datasets viz., Iris, 

Breast cancer and Diabetes are used to evaluate the performance measures of the KNN model. 

Iris is one of the most widely used datasets in machine learning and is available in open 

source. The dataset contains 50 samples of three species of Iris namely Setosa, Virginica and 

https://archive.ics.uci.edu/
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Versicolor. The Breast cancer dataset has 569 instances and 30 variables and is also available 

in open source. The Diabetes dataset is also publicly available and has 768 instances and 9 

variables. All datasets vary in their characteristics, including the number of features, attributes, 

and sizes.  

All datasets are compared with the modified distance measures with the original distance 

measures including the Euclidean distance measure. The datasets were analysed using the 

Python programming language with various packages. For the KNN model algorithm, the value 

of 𝑘 was chosen to find the optimal parameter value for a given model using ten-fold cross-

validation. The KNN model were trained on two sizes 65% and 80% for all datasets. 

Performance evaluation of the KNN model based on modified distance measures with original 

distance measures along with Euclidian distance measure was done using Accuracy, precision, 

recall, F score and AUC.   

(a) The KNN Model performance for Iris Dataset  

The KNN model has been trained for the Iris data with 65% training size and 80% training size 

of the data. The performance measures for 65% of the training size for the iris dataset by 

applying the KNN model with the difference distance measures are listed in Table 1. 

Table 1: Performance Measures of the KNN model for the Iris dataset for 65% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 0.981 0.980 0.970 0.980 

Modified Canberra 0.981 0.980 0.970 0.980 

Sorensen 0.981 0.980 0.970 0.980 

Canberra 0.962 0.960 0.960 0.960 

Euclidian 0.981 0.980 0.970 0.980 

 

From Table 1, it is observed that the performance of the KNN model using the modified 

Canberra distance measure outperformed the original Canberra distance measure in all 

performance measures and it is equally good as other distance measures. Although, the KNN 

model for the modified Sorensen distance measure performed equally well as compared to 

the original Sorensen and Euclidean distance measure it outperformed than original Canberra 

distance measures in terms of accuracy, precision, recall and F score. The AUC score for both 

modified distance measures was 1. 

The performance measures for 80% of the training size for the iris dataset for the KNN model 

with the difference distance measures are listed in Table 2. 

Table 2: Performance Measures of the KNN model for the Iris dataset for 80% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 1.000 1.000 1.000 1.000 
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Modified Canberra 1.000 1.000 1.000 1.000 

Sorensen 0.967 0.980 0.940 0.960 

Canberra 0.967 0.980 0.940 0.960 

Euclidian 0.967 0.980 0.940 0.960 

 

From Table 2, it is observed that for 80% of the training size for the iris dataset, the 

performance of the KNN model using both the modified distance measures outperformed its 

original distance measures along with the Euclidean distance measure. Both the modified 

distance measures outperformed in terms of accuracy, precision, recall and F score. The AUC 

score for both modified distance measures was 1. It is also noted that as the training size of the 

dataset increases the performance measures of the KNN model increase for both the modified 

distance measures, which shows that the proposed modified distance measures can be used for 

other classification models too.  

(b) The KNN Model performance for the Breast Cancer Dataset 

The KNN model has been trained for the Breast cancer dataset with 65% training size and 80% 

training size of the dataset. The performance measures for 65% of the training size for the KNN 

model with the difference distance measures are listed in Table 3. 

Table 3: Performance Measures of the KNN model for Breast Cancer dataset for 65% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 0.950 0.950 0.950 0.950 

Modified Canberra 0.950 0.950 0.950 0.950 

Sorensen 0.950 0.950 0.950 0.950 

Canberra 0.955 0.960 0.940 0.950 

Euclidian 0.950 0.950 0.950 0.950 

For Table 3, it is observed that 65% of the training dataset for the KNN model with Modified 

distance measures performed equally well as other distance measures. The modified distance 

measures performed the same in terms of accuracy, precision, recall and F score. The AUC 

score for both modified distance measures was 0.98.  

The performance measures for 80% of the training size for the breast cancer dataset for the 

KNN model with the difference distance measures are listed in Table 4. 

Table 4: Performance Measures of the KNN model for Breast Cancer dataset for 80% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 1.000 0.940 0.950 0.950 

Modified Canberra 1.000 0.940 0.950 0.950 

Sorensen 0.967 0.950 0.960 0.960 

Canberra 0.967 0.950 0.940 0.950 

Euclidian 0.967 0.940 0.950 0.950 
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It can be seen from Table 4 that for 80% of the training dataset for breast cancer, the KNN 

model with modified Sorensen distance measure outperformed its original distance measures 

along with Euclidean distance measures in terms of accuracy. The KNN model with modified 

Canberra distance measure outperformed its original distance measure in terms of accuracy 

and recall and performed the same in terms of F score along with the Euclidean distance 

measure. The AUC score for both modified distance measures was 0.98. Thus, from the results, 

it can also be observed that as the size of the training data increases, the accuracy of the KNN 

model increases with our modified distance measures for the classification of the object. 

(c) The KNN Model performance for the Diabetes Dataset 

The KNN model has been trained for the diabetes dataset with 65% training size and 80% 

training size of the dataset. The performance measures for 65% of the training size for the KNN 

model with the difference distance measures are listed in Table 5. 

Table 5: Performance Measures of the KNN model for the Diabetes dataset for 65% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 0.717 0.690 0.690 0.690 

Modified Canberra 0.717 0.690 0.690 0.690 

Sorensen 0.725 0.700 0.700 0.700 

Canberra 0.703 0.670 0.650 0.650 

Euclidian 0.725 0.700 0.700 0.700 

 

It can be seen from Table 5 that for 65% of the training size for the dataset, the KNN model 

with modified Canberra distance measures outperformed its original distance measure in terms 

of accuracy, precision, recall and F-score. The KNN model with modified Sorensen distance 

measure performed almost equally well as its original and Euclidean distance measures in terms 

of precision, recall and F-score. The AUC score for both modified distance measures was 0.76.  

The performance measures for 80% of the training size for the diabetes dataset for the KNN 

model with the difference distance measures are presented in Table 6. 

Table 6: Performance Measures of the KNN model for the Diabetes dataset for 80% training size. 

Distance Measure Accuracy Precision Recall F-Score 

Modified Sorensen 0.708 0.670 0.660 0.660 

Modified Canberra 0.708 0.690 0.690 0.690 

Sorensen 0.734 0.700 0.700 0.700 

Canberra 0.669 0.670 0.650 0.650 

Euclidian 0.721 0.700 0.700 0.700 

 

Table 6 shows that for 80% of the training data, the KNN model with modified Canberra 

distance measures outperformed its original distance measure in terms of accuracy, precision, 
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recall and F score and almost equally performed well as compared to the Euclidean distance 

measure. The AUC score for both modified distance measures was 0.71.  

In addition to improved accuracy, precision, recall and F-score, the modified distance measures 

have several other advantages such it is easy to compute and implement. It is also applicable 

to small and large datasets of different domains for classification models. Therefore, the 

modified distance measures can be used in a variety of machine-learning applications because 

(i) it can be used to improve the performance of classification algorithms by providing a more 

accurate measure of the similarity between data points.  

(ii) It can also be used to improve the performance of clustering algorithms by grouping similar 

data points. 

Thus, the modified distance measures are promising new methods for computing the similarity 

between data points. It has been shown to outperform existing distance measures in terms of 

accuracy, precision, recall and F-score. 

4. Conclusion  

This paper aims to compare the performance of the KNN model classification problem using 

Sorensen, Canberra and Euclidean distance measures with the modified Sorensen and Canberra 

distance measures. The proposes modified distance measures of Sorensen and Canberra which 

aims to overcome some of the limitations of existing methodology. The performance of the 

KNN models with modified distance measures is evaluated on several benchmark datasets and 

compared to its original Sorensen and Canberra along with Euclidean distance measures.  In 

this study, the performance of the KNN classifier is evaluated on the basis of accuracy, 

precision, recall, F-score and AUC score using modified distance measures to improve the 

model classification accuracy and performance. Furthermore, we compared the performance 

of the KNN classifier with the modified distance measures and original distance measures 

including the Euclidean distance measure used for continuous data and found that the KNN 

model with modified distance measures outperformed in the case of small dataset iris and for 

large datasets such as breast cancer and diabetes datasets. It is also observed that as the size of 

training data increases, the performance measures increase for all the datasets. Therefore, the 

proposed modified distance measures may play a significant role in the classification problems 

of the datasets from the different domains. It would be useful for many classification techniques 

in machine learning.  
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