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Abstract: 

Our paper focuses on the discovery and analysis of a recently identified three-dimensional 

chaotic model. This research presents a remarkable system characterised by its ease of 

implementation, but which exhibits a more complex dynamic behaviour, exceeding that of 

many similar chaotic systems. By unravelling the underlying mechanisms of this system 

through the analysis of eigenvalues, bifurcation diagrams and Lyapunov exponents, its chaotic 

behaviour is verified by building an electronic circuit. The experimental behaviour is in 

agreement with the numerical studies. This paper paves the way for further exploitation of the 

unique interplay between simplicity and complexity in chaotic systems, promising applications 

in various scientific disciplines.  
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1. INTRODUCTION  

In the constantly evolving field of dynamical systems theory, the search for new chaotic systems 

is ongoing. These systems, often characterised by their complex dynamical behaviour, play an 

important role in various fields such as physics [1,2], engineering [3,4], biology [5] and finance [6,7]. 

This article explores the delicate balance between the structural simplicity of a recently discovered 

chaotic system and the fascinating complexity of its dynamic behaviour. In the field of chaos theory, 

the Lorenz system is an emblematic example of deterministic chaos. The Lorenz equations, 

formulated by Edward Lorenz in 1963 [8], provide a vivid illustration of how the simplest 

mathematical systems can exhibit complex and unpredictable behaviour. In this article we look at the 

implications of this compromise, highlighting its relevance, which opens the way to practical 

applications in areas such as image encryption [9-14], secure communication [15-17] and the 

modelling of complex systems [18]. The chaotic system in question is striking for its structural 

simplicity. Unlike many chaotic systems with convoluted equations and complex geometries, they 

often require significant computing resources and specialist expertise, making them difficult for many 
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researchers to interpret. Our analysis will begin in Section 2 with an in-depth examination of the 

equations and parameters of the system, revealing the mathematical essence underlying its chaotic 

nature. Section 3 deals with the structure of the system’s attractors, revealing the complex 

geometries that emerge from its dynamics. Along the way, we will perform analyses of the properties 

of the proposed system in terms of the Poincare map, Lyapunov exponent spectra, bifurcation 

diagrams, basin of attraction, to identify critical points where chaos emerges from order, allowing us 

to assess the sensitivity of the system to initial conditions and its potential and to understand how the 

system can be controlled and manipulated. Here, all simulations are carried out using the ode45 solver 

in the MATLAB simulation environment. The results of this section imply the existence of chaotic 

behaviour for certain parameter values. The chaotic behaviour is then confirmed by the 

implementation of the electronic circuit in section 4, which corresponds to the numerical results. 

Finally, the conclusions of this work are presented in section 5, with an outlook on future work. 

2. FORMULATION AND DESCRIPTION OF THE MODEL  

The proposed system is a unique three-dimensional system of autonomous ordinary 

differential equations (ODEs) consisting of two non-linear terms.  

The equations are as follows. 

 

{

�̇� =  −𝑎𝑥 + 𝑦 + 𝑧     
�̇� = −𝑐𝑥𝑧 − 𝑦           
�̇� = 𝑥𝑦 − 𝑏                

                                                          (1) 

 

where 𝑎, 𝑏, 𝑐 are constants (𝑎 =  3.3, 𝑏 =  5, 𝑐 =  19.001) and 𝑥, 𝑦, 𝑧 are the state variables of 

the system. The terms involving products of variables (𝑥𝑦, 𝑥𝑧) contribute to the complexity and 

unpredictability of the system dynamics, leading to chaotic trajectories in phase space. 

The parameter 𝑏, which is equal to 5, introduces a shift in the baseline, influencing the stability of 𝑧, 

and its variation contributes to the dynamic behaviour of the system. 

 

3. ANALYSIS OF THE PROPOSED SYSTEM  

Chaotic performance can be evaluated using various techniques such as equilibria and 

stability, Lyapunov exponents, Kaplan-Yorke dimension and bifurcation. 

A. Equilibrium and stability analysis 

The system has three equilibria where the derivatives of all variables are zero �̇� = 0; �̇� =

0; �̇� = 0, which are respectively described as follows: 

 

                                   𝐸1
∗(−1.25643,−3.97952,−1.66699);  
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                                   𝐸2
∗(1.20370, 4.15384,−0.18163);                                               (2) 

                                   𝐸3
∗(0.05272, 94.83068,−94.656704)  

The stability of the equilibrium points is assessed by calculating the Jacobian matrix of the 

system (1) at equilibria 𝐸∗ is as follows: 

𝐽𝐸
∗ = (

    −3.3               1                1        
−19.001𝑧    −1    −19.001𝑥
  𝑦                  𝑥             0    

)                           (3) 

and the corresponding eigenvalues are (obtained using Matlab). 

                           𝜆(𝐸1
∗) →  𝜆1 = −7.6402,   𝜆2,3 = 1.67015 ± 3227𝑖 

𝜆(𝐸2
∗) →  𝜆1 = −5.6955,   𝜆2,3 = 0.69775 ± 5395𝑖                            (4) 

     𝜆(𝐸3
∗) →  𝜆1 = −45.6541,   𝜆2 = 41.4040, 𝜆3 = −0.0500                         

 

So, for the equilibrium points 𝐸1
∗ and 𝐸2

∗ we can deduce that the system, despite its 

instability, may exhibit oscillatory or spiral behaviour rather than purely divergent behaviour. 

And for 𝐸3
∗ the system may exhibit unstable or chaotic behaviour. 

 

Fig. 1: Equilibrium points. 

The eigenvalues provided indicate a mixed stability profile for the chaotic system. The 

equilibrium point associated with these eigenvalues is characterised by a combination of stable, 

unstable and potentially oscillatory behaviour. This complexity is typical of chaotic systems, 

where small perturbations can lead to divergent and complex trajectories over time. The detailed 
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dynamics of the system can be further explored through numerical simulations and sensitivity 

analyses, given the non-linearities inherent in chaotic systems. Further analysis would be 

required to fully characterise the behaviour of the system, particularly in the presence of both 

stable and unstable eigenvalues. 

B. Dissipative 

The dissipativity or rate of contraction of the hypervolume of the phase space [19] of 

system (1) can be examined by calculating ∇V which is given by the Lie derivative: 

∇𝑉 =  
𝜕�̇�

𝑥
+

𝜕�̇�

𝑦
+

𝜕�̇�

𝑧
= −𝑎 − 1 = −4.3 < 0                            (5) 

The system (5) is dissipative if the parameter 𝑎 >  −1. It can therefore generate chaotic 

behaviour. Based on the system parameters, we obtain ∇V =  −4.3 <  0, so the system is 

dissipative. 

 

Fig. 2: Power spectrum. 

And also.., 

𝑑𝑉

𝑑𝑡
= 𝑒(−𝑎−1) = 0.01356                                                (6) 

then the volume of the attractor decreases by a factor of 0.01356. 

C. Numerical study 

We present a detailed study of the dynamic behaviour of system (1) in numerical form. We 

have analysed the non-linear characteristics of the proposed system in terms of the Poincaré map, 
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Lyapunov exponent spectra, bifurcation diagrams, phase diagram, basin of attraction and 

complexity, which gives us a clearer view of the characteristics studied. 

D. Routes to chaos 

By parameterising c and keeping a and b fixed, the system (1) exhibits different periodic 

and chaotic attractors. This is also shown by the bifurcation diagram in Fig.7.(b). Thus, this 

system generates the following shapes: 

• If 0.1 ≤  𝑐 ≤  3.25, a limit cycle described in Fig.3.(a) is obtained. 

• If 3.26 <  𝑐 <  4.2, we obtain a periodic orbit around the equilibrium point 𝐸1
∗ described 

by Fig.3.(c). 

• If 4.3 ≤  𝑐 ≤  7.4, a doubling of the period is described in Fig.3.(e). 

• If 7.5 <  𝑐 ≤  8.7, a pseudo-periodic cycle is obtained, as illustrated in Fig.3.(b). 

• If 8.71 <  𝑐 ≤  16.8, another periodic orbit is obtained around the two equilibrium 

points 𝐸1
∗ and 𝐸2

∗ by Fig.3.(d) with low chaos. 

• If 16.9 <  𝑐 ≤  19.001, a chaotic attractor is formed with strong chaos, as shown in 

Fig.3.(f). 

 

 

   
(a)                                                                        (b) 
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                                                      (c)                                                                           (d) 

 

 
                                               (e)                                                                             (f) 

Fig. 3: Fixing a = 3.3, b = 5, and initial values [1, 1, 1], the shape of the attractors changes with increasing 

parameter c ∈ (1, 19.001). 

Our results show that the system exhibits a series of complex and chaotic behaviours, 

including multiple attractors, periodic orbits and strange attractors. 

E. The system’s strange attractor and speed of travel 

In a strange attractor, phase trajectories can travel through space in complex and 

unpredictable ways. Their speed of travel [20-22] varies considerably depending on their position 

within the attractor and the initial conditions of the system, which makes it difficult to define 

precisely. 

The graph in Fig. 5 effectively illustrates the dynamic behaviour of the chaotic system, 

highlighting areas of stability and rapid change by colour-coding the speed of movement. The 

dense blue regions suggest areas where the velocity of the system is low and where it spends 

more time, which could indicate stable regions or local attractors within the chaotic system. The 
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red and yellow regions indicate areas where the speed of the system is higher, showing rapid 

transitions between different states or attractor regions. 

    
    Fig. 4: Strange attractor for a = 3.3; b = 5 and             Fig. 5: Phase trajectory of the system for c = 19.001  

                     c = 19.001, extreme chaos.                                     and (a = 3.3 and b = 5), colours indicate the  

                                                                                                                               speed of travel. 

F. Basin of attraction 

Analysing the basin of attraction of a chaotic system involves exploring the initial 

conditions and understanding where the trajectories converge in phase space. 

1) By figure.6.(a): This graph shows that 𝐸1
∗, shown in blue, and 𝐸2

∗, in red, seem to 

dominate a large part of the plane, which can be interpreted as a greater robustness of 

these equilibria to variations in initial conditions. Whereas 𝐸3
∗ has a very restricted basin 

of attraction where complex transitions (in yellow) are observed between 𝐸1
∗ and 𝐸2

∗, 

indicating sensitivity to initial conditions in these regions. 

 

2) By figure.6.(b): The coloured lines represent different trajectories of the system starting 

from different initial conditions. The trajectories converge towards a particular region 

of phase space, known as a strange attractor, characteristic of chaotic systems. 

 

3) By figure.6.(c): Although the initial condition is far from the attractor, the trajectory 

shows oscillations and complex loops before converging towards the attractor. that the 

system eventually converges towards the attractor. This illustrates the robustness of the 

attractor in the chaotic system, attracting trajectories even from distant initial conditions. 
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(a)                                                   (b)                                                          (c) 

Fig. 6: Basin of attraction: (a): distribution of initial conditions in the space of variables (y, z) and their 

convergence towards one of the three equilibrium points 𝐸1
∗, 𝐸2

∗, or 𝐸3
∗ (b): for different initial values: [0 0 0]; 

[10 10 10]; [-10 -10 10]; [10 -10 10]; [-10 10 10], (c): for initial values: [0 0 100]. 

 

G. Bifurcation, Lyapunov exponent and Dimension of Kaplan Yorke 

To verify that system (1) is chaotic, the three Lyapunov exponents shown in Fig.7.(a) and 

calculated by Wolf’s algorithm [23] are expressed as follows: Specific observations include the 

presence of periodic orbits, the appearance of bifurcation points indicating qualitative changes 

and the unveiling of chaotic regimes. The bifurcation diagram in Fig.7. (b) can be used to predict 

the response of the system to variations in parameter c, providing an overview of the system’s 

behaviour and helping to identify the key transitions and critical values that govern its dynamics.  

In summary, Lyapunov exponents give a nuanced picture of the three-dimensional chaotic 

system. The positive exponent 𝜆1 indicates chaotic behaviour and emphasises the 

unpredictability of the system. The quasi-neutral exponent 𝜆2 indicates a less dynamic direction, 

while the negative exponent 𝜆3 indicates stability and convergence. Together, these exponents 

provide an overview of the complex interplay between chaos and stability within the system, 

guiding in predicting its behaviour and making informed decisions in various scientific and 

engineering applications. 

The Kaplan-Yorke dimension [24,25] is a measure of the fractal dimensionality of the 

system, reflecting the complex geometry of its attractors. In this case, 𝐷𝐾𝑌 = 2.16 suggests a 

non-integer fractional dimension. This fractional dimensionality is a characteristic of chaotic 

systems, indicating a complex, self-repetitive structure that does not conform to traditional 

integer dimensions.  

Various systems from the literature are used in this analysis, as well as some special cases 

that cover a range of dimension 2 < 𝐷𝐾𝑌 < 3. [26]  

To illustrate the complexity of system (1), a comparison is made between the Kaplan-Yorke 

dimension and the largest Lyapunov exponent (LE) of the proposed chaotic system and those of 

well-known chaotic systems. As shown in Table 1, the proposed system has a larger Kaplan-

Yorke dimension and a larger LE than most other systems, making it a more complex system.   
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(a)                                                                                   (b) 

Fig. 7: The Lyapunov exponent spectra and bifurcation diagrams of the system (1): (a) Lyapunov exponent 

spectra for 𝑐 ∈ (0, 40); (b) bifurcation diagram for 𝑏 ∈ (0, 5). 

 

 

H. Poincare section   

 

Poincare sections [27] are used to study the behaviour of dynamical systems by providing 

a lower-dimensional cut-out in the phase space of the system, enabling the structure of the 

system’s trajectories to be visualised. 

 

• Graph (a) shows simple, possibly periodic behaviour. 

• Graph (b) represents a periodic movement with a single closed orbit. 

• Graph (c) shows a transition to more complex dynamics. 

• Graph (d) shows chaotic behaviour with a scattered distribution of points. 

 

The Poincare sections in Fig.8. show the transition from simple periodic behaviour to chaos 

as the parameter c varies, demonstrating that the dynamics of the system becomes increasingly 

complex. 

 

       
(a)                                                                              (b) 
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(c)                                                                              (d) 

Fig. 8: Poincare sections.                                      

TABLE I: Comparison between the topology of the proposed system and similar simple 3D chaotic systems. 

 

No System No of Nonlinear term Maximum Lyapunov 

exponents 

Maximum Kaplan 

York 

01 Lorenz system [8] 2 𝜆𝑚𝑎𝑥 ≈ 0.9056 2.06 

02 Rossler system [28] 1 𝜆𝑚𝑎𝑥 ≈ 0.071 2.01 

03 Chen system [29] 2 𝜆𝑚𝑎𝑥 ≈ 2.0 2.27 

04 Lu system [30] 2 𝜆𝑚𝑎𝑥 ≈ 1.5 2.14 

05 Chua system [31] 1 𝜆𝑚𝑎𝑥 ≈ 0.465 2.03 

06 Sprott system [32] 2 𝜆𝑚𝑎𝑥 ≈ 0.231 2.12 

07 Halvorsen system [33] 2 𝜆𝑚𝑎𝑥 ≈ 0.084 2.06 

08 Thomas system [34] 3 𝜆𝑚𝑎𝑥 ≈ 0.076 2.05 

09 Newton-Leipnik system [35] 2 𝜆𝑚𝑎𝑥 ≈ 0.129 2.08 

10 Proposed system 2 𝜆𝑚𝑎𝑥 ≈ 0.83573 2.16 

 

 

I. Sensitivity to initial conditions and path to chaos 

 

The most visible signature of a chaotic system is its sensitivity to initial conditions. We have 

simulated the dynamic behaviour of the system (1) starting from two neighbouring initial conditions 

(with a small variation in the coordinates). Fig.9 shows the dynamic behaviour of the state variables 

(x, y, z) and their errors starting from two initial conditions (1, 1, 0) and (1, 1, 0.001). We have deduced 

that the two trajectories exhibited by the system (1) for each variable are initially identical but become 

completely different after a certain time. 
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Fig. 9: Sensitivity to initial conditions ((1, 1, 1) and (1+ 10−15, 1, 1)) of system (1): trajectories and errors of 

state variables x; y and z. 

 

4. EXPERIMENTAL STUDY  
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The aim of this section is to design and implement a suitable analogue simulator for analysing 

the mathematical model defined by system (1). To this end, a schematic of the system (1) is proposed 

in Figure 10, designed by Multisim. This circuit consists of three channels, each of which implements 

one of the three variables in the model. The AD633JN [36] versions of Analog devices voltage 

multipliers are used to implement the non-linear terms of the mathematical model, and Operational 

amplifiers (type TL082 or TL084) [37] for addition and integration. It is also important to rescale the 

model by a factor for X, Y, Z in order to avoid saturation of the output signals of the operational 

amplifiers. The rescaled system reads as follows: 

{
 
 

 
 
𝑑𝑋

𝑑𝑡
= 

1

𝑅1𝐶1
𝑋 −

1

𝑅2𝐶1
𝑌 −

1

𝑅3𝐶1
𝑍

𝑑𝑌

𝑑𝑡
= 

1

10𝑅4𝐶2
𝑋𝑍 +

1

𝑅5𝐶2
𝑌         

𝑑𝑍

𝑑𝑡
= −

1

10𝑅6𝐶3
𝑋𝑌 +

1

𝑅7𝐶3
𝑣+    

                                                (7) 

The system gives maximum chaos at: a = 3.3, b = 5 and c = 19.001, which correspond to the 

circuit values C1 = C2 = C3 = 1nF, R1 = 303KΩ, R2 = R3 = R5 = 1MΩ, R4 = 5.2628KΩ, R6 = R8 = 

R9 = R9 = R10 = R11 = 10KΩ. The capacitor values are chosen so that the signal frequency can be 

displayed on an oscilloscope. The resistors R1, R4 and the voltage V 1 = v+ are adjusted to modify 

the parameters a, b and c in order to test the real-time dynamic behaviour of the system. 

The results obtained by Multisim are shown in Figure 11, while the oscilloscope plots of the 

real circuit shown in the photo in Figure 13 are shown in Figure 12. Comparison of these results 

reveals good qualitative agreement. Since then, electronic circuits have been frequently used to study 

the existence and various properties of chaos [38-42]. 

 

Fig. 10: Circuit schematic diagram of the system (1). 
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Fig. 11: State diagrams of the chaotic system with a = -3.3, b = -19.001 and c = 5 with Multisim. 

     

Fig. 12: Visualisation of the state diagrams of the chaotic system XZ, YZ and the random aspects of the state 

variables X, Y and Z as a function of time with a = -3.3, b = -19.001 and c = 5 on an oscilloscope. 

 

Fig. 13: Experimental implementation of the proposed system 
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5. CONCLUSION  

This paper proposes a new three-dimensional chaotic dynamical system, which is a simple 

mathematical structure containing two non-linear terms. The fundamental dynamical properties of 

this chaotic system, the Lyapunov exponents, the Kaplan-Yorke dimension, the bifurcation diagram, 

the Poincaré map and the topological portraits are studied by numerical simulations. The nonlinear 

dynamical system designed contains three unstable equilibrium points and a chaotic attractor with 

complex properties. To demonstrate its effectiveness, an analogue electronic circuit model was 

implemented using Multisim software. Reach a compromise between a simple chaotic model and 

complex dynamic behaviour requires ingenuity, adaptability and determination. This quest remains 

at the forefront of our efforts and has enabled us to unravel the mysteries of chaotic systems while 

retaining their practicality and relevance to real-world applications. Our future work (new approaches 

to the control and synchronisation of this system) could lead to concrete applications in the field of 

secure communications and signal encryption such as image encryption. 
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