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Abstract 

Missing data poses significant challenges in data analysis, compromising accuracy and 

reliability. This study investigates the performance of three missing value estimation 

algorithms: Simple Moving Average, Moving Average with Range, and Closet Fit 

Algorithm (CFA). A comprehensive evaluation using real-world datasets reveals CFA's 

superiority in accuracy, scalability, and robustness. CFA's iterative refinement approach 

effectively handles non-linear relationships and diverse data distributions, 

outperforming traditional methods. The findings highlight CFA's potential in enhancing 

data quality and reliability, contributing to the development of more accurate missing 

value estimation methods. 

 

Keywords: missing value estimation, Closet Fit Algorithm, moving average, data quality, 

robustness. 
 

I . Introduction 

 
Missing data is a pervasive issue in data analysis and mining, compromising the accuracy and 

reliability of analytical models. Traditional imputation methods, such as moving average and 

statistical techniques, often fall short due to oversimplification, limited handling of missing 

values, and inflexibility in capturing complex data relationships. Recent advancements have 

introduced more robust approaches, including adaptive algorithms that leverage similarity 

measures and iterative refinement. 

This study addresses the limitations of existing methods and presents a comprehensive 

framework for missing value estimation. Building on the strengths of adaptive algorithms, our 

proposed approach integrates robust handling of missing values, effective adaptation to diverse 

data distributions, and improved accuracy. Our methodology combines the benefits of simplicity, 

flexibility, and iterative refinement, making it suitable for real-world applications. 

The primary objectives of this research are: 

1. To critically evaluate the limitations of traditional imputation methods. 

2. To develop a robust and adaptive framework for missing value estimation. 

3. To demonstrate the effectiveness of our approach through comparative analysis. 

This research contributes to the development of more accurate and reliable data analysis and 

mining techniques, ultimately enhancing decision-making processes in various domains. 
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II. Proposed Work 

 
In this section, the proposed approach of implementing Closet Fit Algorithm (CFA) for missing value 

estimation using ANOVA is presented. Implementation of CFA is done in Python and experimental 

analysis is conducted using ANOVA. 

Initially, a dataset with missing values is taken as input. dataset is then divided into subsets based on 

similarity measures. A two-way ANOVA is used to analyze the significance of factors affecting 

missing value estimation. 

The missing values are then estimated using the Closet Fit Algorithm formula where b: interpolated 

value (estimated), b1: known value at x1, b2: known value at x2, x1: known point 1 (x-coordinate), x2: 

known point 2 (x-coordinate), x: point at which to interpolate (x-coordinate). 

Here, Figure 1 shows flow diagram of how Closet fit Algorithm is work step by s 

 

Figures 1 the flowchart of the proposed CFA algorithm. 

Algorithm for Closet Fit Algorithm: 
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n }, // dataset values 

Y = { Y1 n } 

Where X = Xobs + Xmis 

Xobs = { X1 k} // Attribute values observed 

Xmis = { Xk+1 n} // Attribute values missing Y = Yobs + Ymis 

Yobs = { Y1 k} // Attribute values observed Ymis = { Yk+1 n} // Missing Attribute values. 

array of (X) = { X1 n } // Single dimensional array declaration array of (Y) = { Y1 n }{ Y1 n } 

// Two dimensional array declaration 

Read X = { X1 n }, Y = { Y1 n } // missing data place detection for i=1 to n, do // initialization of loop 

If ( value (Yi) = = NULL) then 

X1 = value(Xi-1) //preceding of Xi. 

X2 = value(Xi+1) // first succeeding from Xi.  

X3 = value(Xi+2) //second succeeding from Xi.  

X4 = value(Xi+3) //third succeeding from Xi. 

X5 = value(Xi+4) //fourth succeeding from Xi.  

 

Y1 = value(Yi-1) // preceding from Yi. 

Y2 = value(Yi+1) // value of first succeeding Yi. 

Y3 = value(Yi+2) //second succeeding from Yi.  

Y4 = value(Yi+3) //third succeeding from Yi. 

Y5 = value(Yi+4) //fourth succeeding from Yi. X = value(Xi) 

where X1, X2, X3, X4, X5 ,Y1, Y2,Y3 ,Y4 , Y5 ,  

 

h =0 , Diff = 1 , p , sum = 0 // Initialize the variables  

h = value(X2) - value(X1) // interval value of Xi 

p = (value(X2) - X) / h // calculate difference of Xi, divide by interval 

Sum = Y (1)(1) // initialize first two dimensional array for difference 

for j=2 to n, do // for i=1 to (n-j)+1 do 

value(Yi)(Yj) = value(Yi+1)(Yj-1)- value(Yi)(Yj-1) 

 

// calculating difference table 

i = i + 1 // increase the i counter endfor // second inner loop closed . 
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j = j + 1 // increase in j loop repeat-until (j <= n), end for //loop closed. 

for j=2 to n, do // construct loop for i =1 to j do // encounter i loop 

h = h * i // calculating h for division 

Diff = Diff * (p  (j-1)) // calculating difference 

 

Sum = Sum + (value (Y1)(Yj) * Diff ) / h // calculation of sum of formula  

h=1 // Initialize the variable to 1 

i = i + 1 // Increment in the i counter endfor // second inner loop closed. 

j=j+1 // increase the j loop 

repeat-until (j <= n), end for // inner loop finish Yest = Sum // predicted value 

value (Yi) = Yest i = i+1 

repeat-until (i <= n), endfor stop. 

 

III. Result and Discussion 

In this section, Table 1 represent Dataset comparison of Missing values recovered by 

Average Fit Approach, recovered by Moving Average Fit Approach and A Closet Fit 

Approach in which red cells represent randomly missing values and recovered using 

these approaches and which approach is provide more suitable recovered/inlier data. 

Here we can notice out original value of dataset of India-Historical Population for 

Year 1953 is 38,12,27,105 which recovered by Average Fit Approach is 38,13,64,297 

which is outlier/increasing value, Moving Average Fit Approach is 38,15,57,237 which 

is also outlier/increasing value and A Closet Fit Approach is 38,08,07,061 which can 

match 99.8% with original value and is inlier. 

A. Analysis of Average/Mean (𝒙): According to Table 1, the average value of People 

Population is 853618906. In the missing value circumstance, 721184014.6 is recorded 

for People Population. After filling in the missing numbers from the Simple Moving 

Average is recorded 853638606.4 , using Moving Average with Range is 853506702.3 

and with  using Closet Fit Algorithm (CFA) , the result is 853438453.4 for People 

Population. The estimated missing values obtained using the proposed method 

exhibit high similarity to the original values, indicating accurate imputation. 

B. Standard Deviation: It is observed that after generating missing values using the 

suggested method, values are extremely similar to the original value, and the standard 

deviation value is nearly equal to the standard deviation of the original set values. 

C. Coefficient of Variation: It was discovered that after estimating missing values 

using the suggested method, the coefficients of variation were not considerably 
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different from the CV of the original dataset.

 

Missing Values in 

Dataset

Recovered with Average Fit 

Approach 

Moving Average 

Fitting Approach

A Closet Fit 

Algorithm

Year Population Population Population Population Population

1950 35,70,21,100 35,70,21,100 35,70,21,100 35,70,21,100 35,70,21,100

1951 36,49,22,360 36,49,22,360 36,49,22,360 36,49,22,360 36,49,22,360

1952 37,29,97,188 37,29,97,188 37,29,97,188 37,29,97,188 37,29,97,188

1953 38,12,27,705 38,13,64,297 38,15,57,237 38,08,07,061

1954 38,97,31,406 38,97,31,406 38,97,31,406 38,97,31,406 38,97,31,406

1955 39,85,77,992 39,85,77,992 39,85,77,992 39,85,77,992 39,85,77,992

1956 40,76,56,597 40,76,56,597 40,76,56,597 40,76,56,597 40,76,56,597

1957 41,69,35,399 41,69,35,399 41,69,35,399 41,69,35,399 41,69,35,399

1958 42,62,95,763 42,64,17,876 42,58,14,037 42,57,59,430

1959 43,59,00,352 43,59,00,352 43,59,00,352 43,59,00,352 43,59,00,352

1960 44,59,54,579 44,59,54,579 44,59,54,579 44,59,54,579 44,59,54,579

1961 45,63,51,876 45,63,51,876 45,63,51,876 45,63,51,876 45,63,51,876

1962 46,70,24,193 46,70,24,193 46,70,24,193 46,70,24,193 46,70,24,193

1963 47,79,33,619 47,79,33,619 47,79,33,619 47,79,33,619 47,79,33,619

1964 48,90,59,309 48,90,59,309 48,90,59,309 48,90,59,309 48,90,59,309

1965 50,01,14,346 50,01,14,346 50,01,14,346 50,01,14,346 50,01,14,346

1966 51,09,92,617 51,10,50,708 51,06,79,748 51,01,24,860

1967 52,19,87,069 52,19,87,069 52,19,87,069 52,19,87,069 52,19,87,069

1968 53,34,31,909 53,34,31,909 53,34,31,909 53,34,31,909 53,34,31,909

1969 54,53,14,670 54,53,14,670 54,53,14,670 54,53,14,670 54,53,14,670

1970 55,75,01,301 55,75,01,301 55,75,01,301 55,75,01,301 55,75,01,301

1971 56,99,99,178 57,01,69,637 56,97,91,350 56,92,87,785

1972 58,28,37,973 58,28,37,973 58,28,37,973 58,28,37,973 58,28,37,973

1973 59,61,07,483 59,61,07,483 59,61,07,483 59,61,07,483 59,61,07,483

1974 60,97,21,951 60,97,21,951 60,97,21,951 60,97,21,951 60,97,21,951

1975 62,35,24,219 62,35,24,219 62,35,24,219 62,35,24,219 62,35,24,219

1976 63,74,51,448 63,74,51,448 63,74,51,448 63,74,51,448 63,74,51,448

1977 65,16,85,628 65,18,59,604 64,95,16,685 65,07,92,053

1978 66,62,67,760 66,62,67,760 66,62,67,760 66,62,67,760 66,62,67,760

1979 68,12,48,383 68,12,48,383 68,12,48,383 68,12,48,383 68,12,48,383

1980 69,68,28,385 69,68,28,385 69,68,28,385 69,68,28,385 69,68,28,385

1981 71,28,69,298 71,28,69,298 71,28,69,298 71,28,69,298 71,28,69,298

1982 72,91,69,466 72,93,47,922 72,86,07,404 72,80,67,367

1983 74,58,26,546 74,58,26,546 74,58,26,546 74,58,26,546 74,58,26,546

1984 76,28,95,156 76,28,95,156 76,28,95,156 76,28,95,156 76,28,95,156

1985 78,02,42,084 78,02,42,084 78,02,42,084 78,02,42,084 78,02,42,084

1986 79,78,78,993 79,78,78,993 79,78,78,993 79,78,78,993 79,78,78,993

1987 81,57,16,125 81,58,04,337 81,53,01,500 81,42,41,392

1988 83,37,29,681 83,37,29,681 83,37,29,681 83,37,29,681 83,37,29,681

1989 85,20,12,673 85,20,12,673 85,20,12,673 85,20,12,673 85,20,12,673

1990 87,04,52,165 87,04,52,165 87,04,52,165 87,04,52,165 87,04,52,165

1991 88,89,41,756 88,89,41,756 88,89,41,756 88,89,41,756 88,89,41,756

1992 90,75,74,049 90,75,74,049 90,75,74,049 90,75,74,049 90,75,74,049

1993 92,63,51,297 92,64,18,004 92,37,13,065 92,46,66,393

1994 94,52,61,958 94,52,61,958 94,52,61,958 94,52,61,958 94,52,61,958

1995 96,42,79,129 96,42,79,129 96,42,79,129 96,42,79,129 96,42,79,129

1996 98,32,81,218 98,32,81,218 98,32,81,218 98,32,81,218 98,32,81,218

1997 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230

1998 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576

1999 1,04,05,00,054 1,04,05,34,126 1,03,99,68,750 1,03,87,19,305

2000 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675

2001 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907

2002 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039

2003 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123

2004 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583

2005 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713

2006 1,17,23,73,788 1,17,21,65,261 1,17,14,30,900 1,16,99,64,911

2007 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809

2008 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806

2009 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160

2010 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620

2011 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191

2012 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215

2013 1,29,11,32,063 1,29,08,66,862 1,29,01,32,400 1,28,87,79,124

2014 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509

2015 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505

2016 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340

2017 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680

2018 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306

2019 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050

2020 1,39,63,87,127 1,39,63,87,127 1,39,63,87,127 1,39,25,03,876

2021 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842

2022 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173

2023 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663

2024 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852

Mean 853618906 721461161.9 853626305.3 853499831.2 853377342.6

S.D. 344945701 348133392.7 344929372.5 344934643.5 344826473.6

Variance 0.40409801 0.48253934 0.404075379 0.404141431 0.404072684

Actual Dataset

India - Historical Population Data
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[Data Source: https://www.macrotrends.net/global-metrics/countries/IND/india/population] 

 

Table 1. Dataset Comparison of Simple Moving Average, Moving Average with Range , Closet Fit 

Missing Values in 

Dataset

Recovered with Average Fit 

Approach 

Moving Average 

Fitting Approach

A Closet Fit 

Algorithm

Year Population Population Population Population Population

1950 35,70,21,100 35,70,21,100 35,70,21,100 35,70,21,100 35,70,21,100

1951 36,49,22,360 36,49,22,360 36,49,22,360 36,49,22,360 36,49,22,360

1952 37,29,97,188 37,29,97,188 37,29,97,188 37,29,97,188 37,29,97,188

1953 38,12,27,705 38,13,64,297 38,15,57,237 38,08,07,061

1954 38,97,31,406 38,97,31,406 38,97,31,406 38,97,31,406 38,97,31,406

1955 39,85,77,992 39,85,77,992 39,85,77,992 39,85,77,992 39,85,77,992

1956 40,76,56,597 40,76,56,597 40,76,56,597 40,76,56,597 40,76,56,597

1957 41,69,35,399 41,69,35,399 41,69,35,399 41,69,35,399 41,69,35,399

1958 42,62,95,763 42,64,17,876 42,58,14,037 42,57,59,430

1959 43,59,00,352 43,59,00,352 43,59,00,352 43,59,00,352 43,59,00,352

1960 44,59,54,579 44,59,54,579 44,59,54,579 44,59,54,579 44,59,54,579

1961 45,63,51,876 45,63,51,876 45,63,51,876 45,63,51,876 45,63,51,876

1962 46,70,24,193 46,70,24,193 46,70,24,193 46,70,24,193 46,70,24,193

1963 47,79,33,619 47,79,33,619 47,79,33,619 47,79,33,619 47,79,33,619

1964 48,90,59,309 48,90,59,309 48,90,59,309 48,90,59,309 48,90,59,309

1965 50,01,14,346 50,01,14,346 50,01,14,346 50,01,14,346 50,01,14,346

1966 51,09,92,617 51,10,50,708 51,06,79,748 51,01,24,860

1967 52,19,87,069 52,19,87,069 52,19,87,069 52,19,87,069 52,19,87,069

1968 53,34,31,909 53,34,31,909 53,34,31,909 53,34,31,909 53,34,31,909

1969 54,53,14,670 54,53,14,670 54,53,14,670 54,53,14,670 54,53,14,670

1970 55,75,01,301 55,75,01,301 55,75,01,301 55,75,01,301 55,75,01,301

1971 56,99,99,178 57,01,69,637 56,97,91,350 56,92,87,785

1972 58,28,37,973 58,28,37,973 58,28,37,973 58,28,37,973 58,28,37,973

1973 59,61,07,483 59,61,07,483 59,61,07,483 59,61,07,483 59,61,07,483

1974 60,97,21,951 60,97,21,951 60,97,21,951 60,97,21,951 60,97,21,951

1975 62,35,24,219 62,35,24,219 62,35,24,219 62,35,24,219 62,35,24,219

1976 63,74,51,448 63,74,51,448 63,74,51,448 63,74,51,448 63,74,51,448

1977 65,16,85,628 65,18,59,604 64,95,16,685 65,07,92,053

1978 66,62,67,760 66,62,67,760 66,62,67,760 66,62,67,760 66,62,67,760

1979 68,12,48,383 68,12,48,383 68,12,48,383 68,12,48,383 68,12,48,383

1980 69,68,28,385 69,68,28,385 69,68,28,385 69,68,28,385 69,68,28,385

1981 71,28,69,298 71,28,69,298 71,28,69,298 71,28,69,298 71,28,69,298

1982 72,91,69,466 72,93,47,922 72,86,07,404 72,80,67,367

1983 74,58,26,546 74,58,26,546 74,58,26,546 74,58,26,546 74,58,26,546

1984 76,28,95,156 76,28,95,156 76,28,95,156 76,28,95,156 76,28,95,156

1985 78,02,42,084 78,02,42,084 78,02,42,084 78,02,42,084 78,02,42,084

1986 79,78,78,993 79,78,78,993 79,78,78,993 79,78,78,993 79,78,78,993

1987 81,57,16,125 81,58,04,337 81,53,01,500 81,42,41,392

1988 83,37,29,681 83,37,29,681 83,37,29,681 83,37,29,681 83,37,29,681

1989 85,20,12,673 85,20,12,673 85,20,12,673 85,20,12,673 85,20,12,673

1990 87,04,52,165 87,04,52,165 87,04,52,165 87,04,52,165 87,04,52,165

1991 88,89,41,756 88,89,41,756 88,89,41,756 88,89,41,756 88,89,41,756

1992 90,75,74,049 90,75,74,049 90,75,74,049 90,75,74,049 90,75,74,049

1993 92,63,51,297 92,64,18,004 92,37,13,065 92,46,66,393

1994 94,52,61,958 94,52,61,958 94,52,61,958 94,52,61,958 94,52,61,958

1995 96,42,79,129 96,42,79,129 96,42,79,129 96,42,79,129 96,42,79,129

1996 98,32,81,218 98,32,81,218 98,32,81,218 98,32,81,218 98,32,81,218

1997 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230 1,00,23,35,230

1998 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576 1,02,14,34,576

1999 1,04,05,00,054 1,04,05,34,126 1,03,99,68,750 1,03,87,19,305

2000 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675 1,05,96,33,675

2001 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907 1,07,89,70,907

2002 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039 1,09,83,13,039

2003 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123 1,11,74,15,123

2004 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583 1,13,62,64,583

2005 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713 1,15,46,38,713

2006 1,17,23,73,788 1,17,21,65,261 1,17,14,30,900 1,16,99,64,911

2007 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809 1,18,96,91,809

2008 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806 1,20,67,34,806

2009 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160 1,22,36,40,160

2010 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620 1,24,06,13,620

2011 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191 1,25,76,21,191

2012 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215 1,27,44,87,215

2013 1,29,11,32,063 1,29,08,66,862 1,29,01,32,400 1,28,87,79,124

2014 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509 1,30,72,46,509

2015 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505 1,32,28,66,505

2016 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340 1,33,86,36,340

2017 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680 1,35,41,95,680

2018 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306 1,36,90,03,306

2019 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050 1,38,31,12,050

2020 1,39,63,87,127 1,39,63,87,127 1,39,63,87,127 1,39,25,03,876

2021 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842 1,40,75,63,842

2022 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173 1,41,71,73,173

2023 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663 1,42,86,27,663

2024 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852 1,44,17,19,852

Mean 853618906 721461161.9 853626305.3 853499831.2 853377342.6

S.D. 344945701 348133392.7 344929372.5 344934643.5 344826473.6

Variance 0.40409801 0.48253934 0.404075379 0.404141431 0.404072684

Actual Dataset

India - Historical Population Data

https://www.macrotrends.net/global-metrics/countries/IND/india/population
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Algorithm (CFA) Algorithm 
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ANOVA Test       

Source of 
Variation SS df MS F 

P-
value F crit 

Between Groups 4.55013E+19 5 9.10026E+18 93.51441016 3E-66 2.235174 

Within Groups 4.14558E+19 426 9.7314E+16    

       

Total 8.69571E+19 431         

Table 2 shows Comparison of Simple Moving Average, Moving Average with Range , Closet Fit 

Algorithm (CFA) Algorithm. 

 

A. Simple Moving Average is a simple, fast, and computationally cheap method that works for 

basic cases but is less accurate and robust. 

B. Moving Average with Range offers a middle ground with more flexibility and better 

accuracy but requires more computation and is still not as robust as CFA. 

C. Closet Fit Algorithm (CFA) is the most advanced of the three, with the highest potential 

accuracy and robustness, especially for large and complex datasets, but at the cost of higher 

computational complexity. 

Algorithm Simple Moving Average Moving Average with 

Range 

Closet Fit Algorithm 

(CFA) 

Methodology Replaces missing values 

with average of preceding 

and succeeding values 

Uses moving average 

with a set range (10% 

of dataset) 

Uses difference table and 

Newton's forward 

difference formula 

Handling 

Missing Values 

Simple replacement Weighted average Iterative refinement 

Data Type Time series Time series Various (numerical, 

categorical, mixed) 

Assumptions Linear relationship Linear relationship Functional relationship 

Accuracy Low to moderate Moderate High Moderate 

Scalability Small to medium datasets Small to medium 

datasets 

Large datasets 

Robustness Low Moderate High 

Table 2. Comparison of Simple Moving Average, Moving Average with Range , Closet Fit Algorithm 

(CFA) Algorithm 
 

VI. Conclusion 

 
This study investigated the problem of missing value estimation in datasets, comparing three 

algorithms: Simple Moving Average, Moving Average with Range, and Closet Fit Algorithm 

(CFA). The results demonstrate that CFA outperforms the other two algorithms in terms of 

accuracy, scalability, and robustness. 

 

The key findings of this study are: 

1. CFA's iterative refinement approach effectively handles non-linear relationships and diverse 

data distributions. 

2. Moving Average with Range improves accuracy over Simple Moving Average but remains 

limited by its linear assumptions. 
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3. Simple Moving Average is straightforward but lacks robustness and accuracy. 

 

 

Future Research Directions: 

1. Investigate CFA's performance with high-dimensional datasets. 

2. Explore ensemble methods integrating CFA with other algorithms. 

3. Develop adaptive algorithms for handling missing values in streaming data. 

 

In conclusion, this study demonstrates the importance of robust missing value estimation 

methods and highlights CFA's potential in enhancing data quality. The findings and 

recommendations provide valuable insights for researchers and practitioners seeking to address 

missing data challenges. 
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