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ABSTRACT 
In recent years, cyberattacks and network intrusions have emerged as significant threats to applications 
that are connected to the Internet of Things (IoT). Existing methods for preventing and detecting 
intrusions are not capable of accurately identifying every sort of attack or irregularity in network data. 
This is because to a number of constraints. Researchers have also proposed a large number of strategies 
that are based on machine learning; nevertheless, the effectiveness of these strategies in terms of 
classification accuracy or multi-class categorization is restricted. Through the utilization of a number of 
algorithms for the purpose of processing and filtering data, this study presents a data-centric technique 
for the detection of irregularities and intrusions. Improving the quality of the training dataset is 
accomplished by the utilization of the FGen-MWO Algorithm, which stands for Feature Generation with 
Modified Whale Optimization. K-Means is an additional application of automated machine learning that is 
used to find the method with auto-tuned hyper-parameters that is suitable for the most accurate 
classification of data. Not only does this approach reduce the computational cost of run-time data 
assessment, but it also generates an optimal algorithm that does not require any human tweaks to the 
hyperparameters. Overperforming preceding algorithms by a significant margin, the algorithm that was 
developed as a result can handle a multi-class classification problem with an accuracy rate of 99.7%. 
 
Keywords: Cyber-attacks: Network; Machine Learning; Intrusion; Accuracy and Anomalies. 

INTRODUCTION 
The Internet of Things (IoT) has become an integral element in various facets of contemporary life due to 
its integration of digital and physical components. Generally, components such as sensors and actuators 
are regarded as physical, whereas elements like transmission and storage medium are considered cyber. 
The Internet of Things necessitates a reduction in personnel for data reading and transfer, along with a 
diminished reliance on physical devices. IoT applications encompass Industry 4.0 [1], which mitigates 
equipment inefficiencies and enhances the overall quality of the network system. The Internet of Things 
(IoT) has been utilized for the control of smart household appliances, real-time data monitoring, and 
wearable gadgets that track vital indicators of individuals [2]. Additional IoT research domains 
encompass agriculture, healthcare, intelligent transportation, energy, and manufacturing. 
Network security is increasingly vital for protecting the assets of private enterprises and individuals 
against intrusions, as more facets of their lives rely on the internet. Cyber-attacks are growing more 
intricate and challenging to avert. The yearly expenditure resulting from cyber-attacks, amounting to 
billions of dollars, is anticipated to increase in the forthcoming years. Monitoring and examination are 
crucial for identifying and averting network assaults in real-time. The primary line of defence for 
detecting breaches and safeguarding the network from invasions comprises antivirus software, access 
control, encryption, decryption, and firewalls, among other measures. 
Nonetheless, these antiquated security techniques occasionally fail to safeguard the network against 
novel attack methodologies due to their inadequacy. Therefore, to effectively identify anomalous 
behaviour within the network, researchers are presently focusing on the development of robust intrusion 
detection systems (IDS) utilizing machine learning (ML) and deep learning (DL) methodologies. Artificial 
intelligence (AI) algorithms can diminish the necessity for human supervision while concurrently 
predicting and detecting various attacks, including novel ones, by recognizing patterns in generally 
obscured data. Data-driven methodologies can swiftly and efficiently identify problems, as the efficacy of 
both machine learning and deep learning models is contingent upon the dataset utilized for training. The 
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dataset is optimized, extraneous characteristics are removed in advance, and the data is processed to 
address missing values, as well as numerous and duplicated classes, due to the data-driven methodology. 
Data processing can eliminate the necessity for supplementary overhead associated with intricate feature 
extraction methods by removing all extraneous data features. This complements the assurance provided 
by [4]. 
The proposed model achieves data balance by removing instances of duplicate classes (under-sampling) 
and duplicating instances of redundant classes (over-sampling). Removing any attributes irrelevant to 
class identification enhances the dataset's quality and diminishes the computational resources needed. 
This is achieved by determining the contribution weight of each characteristic in class categorization 
through the Mutual Information (MI) index. Automatic machine learning (Auto-ML), such as K-Means, 
facilitates the assessment of an algorithm's performance in relation to minor modifications of its 
hyperparameters, hence augmenting the application of AI. Manually identifying and learning the optimal 
hyperparameters and methods is infeasible due to the necessity of boundless computations. AutoML has 
addressed this issue by converging to the global minimum of hyperparameters over multiple iterations. 
This study largely emphasizes enhancing data quality prior to classification to augment the classifier's 
performance. The primary contribution of the study is highlighted below. 
• This study introduces the Feature Generation with Modified Whale Optimization (FGen-MWO) 

Algorithm to equilibrate the NSL-KDD dataset. This reduces bias in machine learning models, hence 
enhancing their overall performance.MI-based attribute collection involves selecting attributes that 
are more pertinent to the output class. MI evaluates the correlation of each feature in the dataset 
with the final class and eliminates features with low MI scores. Consequently, the dataset is reduced, 
thereby decreasing the training costs and durations of the machine learning models. 

• The proposed study employs automated machine learning (AutoML) due to its efficacy in 
information processing for predicting the final classification. Furthermore, auto-ML optimizes the 
parameters of classification models by iterative execution until optimal results are achieved. Finally, 
the superior performance of the proposed framework is evidenced through comparison with other 
leading frameworks. 

• A modified firefly-based optimization technique is employed to ascertain the mass density of user- 
centric data clusters and to train the categorized data for optimization alongside the salient features. 
The proposed combination strategy effectively decreases the detection error rate in the initial phase 
while enhancing data accuracy and sensitivity. 

RELATED WORKS 
Among the many fields that have found use for Internet of Things devices recently include healthcare, 
transportation, Industry 4.0, and others. Improving data quality is essential for information transmission, 
privacy assessments, and analysis; researchers have taken a data-driven strategy to achieve this goal. To 
reduce data transmission latency and extend sensor battery life, [5] advocated using a data-driven 
strategy in the Internet of Things. 
A data-driven machine learning approach was suggested in [6] for the purpose of detecting lameness in 
cattle. A data-driven, Internet of Things (IoT)-connected, high-precision phase measurement device was 
introduced in [7]. To examine urban evolution patterns, a data-driven approach was developed, 
comprising the collecting information from various IoT sensors, which was then processed and 
interpreted by machine learning algorithms. An examination of the need for a data-driven approach to 
code analysis and cyber-security systems. 
The proliferation of IoT devices and services has made intrusion detection systems (IDS) indispensable. 
An intrusion detection system (IDS) that is based on anomalies was conceived and constructed by [7] in 
order to improve the safety of Internet of Things edge devices. When creating intrusion detection systems 
(IDS) for IoT devices, researchers looked at how feature selection affected system efficiency and how 
important it was throughout development. Made an intrusion detection system for IoT systems that can 
classify things with about 89% accuracy. A hybrid intrusion detection system (IDS) with two levels that 
can detect threats and abnormalities in an internet of things (IoT) setting; it can also analyze and evaluate 
its own efficiency and detect any threats. 
Intrusion detection systems that use binary and multi-class classification have been the subject of 
substantial research. A three-layer Multi-Layer Perceptron (MLP) model was suggested in the NSL-KDD 
dataset [10]. The proposed model achieved a multi-classification accuracy of 79.9% and a binary 
classification accuracy of 81.2%. Ibrahim et al. (2013) announced a new method using Self-Organizing 
Maps (SOM) that was 75.49% accurate at binary classification. Database cross-validation across decades. 
That's 95.7% success in binary classification for this study using the standard MLP. In addition, they 
assessed their proposed semi-supervised learning model by employing the NSL-KDD dataset. Fuzzy and 
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ensemble learning methods were employed in the model's construction. At 84.54%, the recommended 
approach was spot on. In [11], the Deep Belief Network (DBN) was described. It was based on the 
Restricted Boltzmann Machine (RBM) and had a softmax output layer for sorting things into multiple 
groups. 
When tested on 10% of the KDD99 dataset, the proposed plan got a score of 98%. Tang et al. (2016) 
introduced the Deep Neural Network (DNN), which finds strange things by using Software Defined 
Networking (SDN). The suggested DNN was a three-layer network that had been trained using the NSL- 
KDD dataset. The binary classification achieved a 75.7% accuracy rate with just six features [12]. We 
introduced a model for 100-hidden-neurons, four-layer deep neural networks. Adam, an adaptive 
moment estimation method, is used as an optimizer for deep neural networks (DNNs) in this study. By 
looking at many smaller parts of the KDD99 dataset, the writers were able to get very good results. The 
original NSL-KDD dataset was reorganized and revalidated. This paper offers a model for Intrusion 
Detection System (IDS) prediction based on a Stacked Sparse Auto-encoder (SSAE), which achieves up to 
98% accuracy. in [13] You can get better precision by using DNN for IDS along with tenfold cross- 
validation on the original NSL-KDD dataset. 
For Intrusion Detection Systems (IDS), Yin et al. suggested a Recurrent Neural Network (RNN)-based 
network. Binary and multi-classification approaches in this research achieved accuracies of 83.3% and 
81.3%, correspondingly. [14] Used SNDAE, or Stacked Non-symmetric Deep Autoencoder, to identify 
cyberattacks on networks. On the KDDcup99 dataset, the suggested method reached a precision of 
97.85%, and on the NSL-KDD dataset, it reached a precision of 85.42%. Also, for IDSs, we recommend 
models that use Auto-Encoders (AEs) and Long Short-Term Memory (LSTM). This study also compares 
and contrasts regular machine learning models with the suggested method when used on the NSL-KDD 
dataset. 
[16] The model's architecture had both CNN and LSTM layers, which allowed for the incorporation of 
LSTM. The suggested model's performance will be evaluated in relation to the BGRU's. The suggested 
model beats alternative classification methods, including MLP and LSTM-only models, according to the 
paper's authors. [17] A hybrid framework for intrusion detection is proposed, which integrates deep 
Autoencoders (AE) with Long Short-Term Memory (LSTM) networks and bidirectional LSTM (Bi-LSTM) 
networks. The framework initially extracts optimal features using AE, and LSTMs are then employed to 
classify samples as normal or anomalous. The deep learning models used in the above methods are not 
good for making intruder detection systems work well because they need a lot of computing power and 
training time. [18] in Built a 99.9% accurate binary classification model for anomaly detection using the 
KDDcup99 dataset. Nevertheless, this model requires more processing time due to its resource-intensive 
nature and the fact that it does not differentiate attacks. In addition, [19] used hybrid SVMs to create a 
binary predictor that was 95.75% accurate on the KDDcup99 dataset. 
Another problem is that existing IDEs aren't good at classifying data optimally. Using a special IDS 
architecture on the edge server, you can accurately guess different intrusions and strange behaviour 
99.79% of the time. [20]. As a benchmark with different properties and classes, the proposed study 
utilizes the KDDcup99 dataset. This study looks at both data processing to improve ML model 
performance and the effects of class imbalance in the dataset [21]. This research uses feature selection to 
get rid of unnecessary and duplicate data from the dataset, since not all features are equally important. 
While researchers have used a variety of ML and DL techniques to identify intrusions in IoT networks, 
they have not been successful in predicting the best values for hyperparameters using only human 
calculations [22–29]. To solve this problem, Automated Machine Learning (Auto-ML) applies multiple ML 
algorithms to the dataset without human intervention, optimizing the development procedure and 
classification accuracy for each technique and hyperparameter. After the learner finds another optimal 
value [36–39], it continues to use the results of the previous classifier to choose different techniques [30– 
35] and hyperparameters. 
 
PROPOSED METHODOLOGY 
A model framework is constructed in order to categorize network traffic as either routine traffic or a 
particular type of assault. There are examples of network traffic that concurrently express the value or 
status of each characteristic, as well as a number of features that have been received from a range of 
sources. These examples of network traffic can be found in the following sentence. OSRI is utilized in the 
proposed technique in order to address the issues of under-sampling rich classes and over-sampling 
redundant classes during the sampling process. By utilizing these preprocessing procedures, the 
examples of all classes contained within the dataset are brought into equilibrium. This provides the 
classifier with the ability to comprehend the patterns that are concealed within the instances. Through 
the utilization of the Mutual Information (MI) index, a selection of characteristics is made at this time. 
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After that, these features are classified with the assistance of supervised learning, which is a method of 
Ensemble Machine Learning. The classification of these features is then compared to the classification of 
other algorithms. MI helps to identify all of the aspects that are either completely irrelevant or have a 
small influence on classification, which enables them to be removed from consideration. Calculating the 
weightage of each feature in the categorization of class labels is the method that is utilized to get this 
conclusion. 
Figure 1 is a visual representation and summary of the process that is related with the paradigm that was 
suggested. Using fivefold cross-validation on training data is one way to eliminate the risk of overfitting. 
This is accomplished by utilizing the data. A total of eighty percent of the dataset is utilized for the goal of 
training, while the remaining twenty percent of the data is utilized for the purpose of testing the model. 
Following that, the strategy that was suggested would be implemented on a server that is situated on the 
periphery in order to identify any threats or irregularities that may have occurred. The algorithm is 
installed on edge servers in order to do traffic analysis on the network. This is due to the fact that edge 
servers have a quicker response time than cloud servers. A lightweight machine learning method is 
utilized for the purpose of data classification. This is due to the fact that it takes less processing power 
and storage space than Deep Learning methods. The information is classified as a result of this reason. 

 

Figure 1. ML based Feature Classification Network Model 
 
1. Feature extraction for differentiating several languages using statistical parameters and a rule-based 

methodology: Extraction of features from binary bit streams using statistical parameters through the 
conversion of binary bit streams into real-valued sequences (BTR). The resultant real-valued 
sequence will undergo statistical analysis to extract its characteristics. The statistical methods utilize 
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i 

probability and insights obtained automatically from a language-representative text corpus. Feature 
extraction via a rule-based approach. 

2. Normalization of Attributes: Euclidean distance is the primary measure used to determine the 
closeness between two patterns in a pattern-based learning framework. 

3. Choosing features: Choosing features is very important because picking features with low 
discriminatory power will result in poor classifier performance. When developing classifiers, 
however, information-rich features would yield better outcomes. Selecting features that improve 
between-class distance and decrease within-class variation in the feature vector space should be our 
goal. 

4. Using machine learning techniques, including MDC, PLC, MLC, and LSC, to achieve exceptional 
performance in classifying encrypted and plain bit streams across multiple languages. 

5. Functional approximation is a great way to optimize the visual representation of high-dimensional 
data. Based on high-dimensional data, the functional approximation method has created a two- 
dimensional graphical representation. People can talk about the transformation that will make one 
variable the dependent variable in higher-dimensional data. Once plotted against the variable, this 
function provides a two-dimensional functional representation of the initial data. 
Figure 1 illustrates the workflow of the proposed model and provides a description of it. Employing 
fivefold cross-validation on training data mitigates the risk of overfitting. The proposed technique 
will be implemented on a peripheral server to detect abnormalities or attacks. Edge servers exhibit 
decreased latency compared to cloud servers, since they necessitate reduced storage and processing 
power, rendering them optimal for controlling waiters in Algorithm 1. 

Algorithm 1: Feature Generation Algorithm 
{ 
Input:NSL-KDD Dataset {OSRI} 
Output: Feature Subset Vector 
Step-1: First, the records are loaded and analyzed, and the IDS dataset is considered. To extract features, 
the records are thoroughly examined. Loading and analyzing the dataset is done as 

Ext_Fea(set(i)) = ∑M getfeat (set (i)) + getvalue(set(i) ∈ ADDS 
count (set ) 

(1) 

Step-2: Following loading, the dataset will analyze each record by pulling out all of its features. Using the 
dataset as a basis, the feature extraction process extracts every feature as 
Feat_(Ext(OSRI)) = ∑M ∑N  

get _attr (set (i)) 
− ∑M max( get_value(j)) − min( get_value(j)) + Th (2) 

i=1 j=1 count (Ext (i)) i=1 

Th→ Threshold value is utilized as a fixed value by the feature extraction model. 
Step-3: We can identify the most linked aspects for recognition by prioritizing the gathered information. 
The following is a ranking of the extracted features. 

 M   

P _ FE(Feat _(i)) = R'+ max(Feat _(Ext(i))) + 
min_(Feat _(R(i)) 

 − Th 

 i=1  (3) 
In this situation, the feature correlation value→R', is derived by comparing the feature values. 

R(i) →Function that is used to retrieve the relevant feature vector from the feature values. The number 

of features extracted →λ. 

Step-4: Based on the allocated priorities, the feature vector is generated that is used for accurate anomaly 
detection. The feature vector generation is performed as 

 M  
FVset(Pr i(i)) = max(Pri(Feat(i)) + Pr i(Re c(i)) + G'− min(Feat(i)) 

 
 i =1 

 
 (4) 

G' → Groups most prioritized features for disease detection. 
Step-5: An input random vector is utilized to create a sample inside the scope of the generator model. A 
random vector produced from a Gaussian distribution serves as the seed for the producing process. 
Locations within this multidimensional feature space will be associated with the domain using this 
compressed  form  of  the  data  distribution.  The  distribution  is  carried  out  as 

N 

P'= max 
Re c(i)OSRI 

FV _ set M + diff (Fea _ sub[V ] _ set(max(Pri(i), Pri(i +1)))) 
i=1 

 

(5) 
Step-6: The final feature subset vector creation is based on the Gaussian distribution outputs. Ultimately, 
a feature subset vector is produced as 
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Fea_ sub[V _ set'] = (Max(P') − )/  
 
(6) 

Fea _ subV (Pri') = 
i=1 

exp(max(Fea _ Extset(i)) + Th − G') 
+ R' 

count(Fea _ Extset(i)) 

 

 

(7) 

In order to implement the specified features, an optimization technique must first be devised. This 
algorithm is what makes whale behaviour as smart as spindle cells, as shown in Figure 2. Its network-like 
communication capabilities allow it not just great manoeuvrability, but also the ability to slow down or 
even reverse course. To build a cluster or group, the meta heuristics approach is used, which entails using 
previous data sets. Whenever new data is added to the network, it will be allocated to one of the clusters. 
The cluster that is assigned to a new set of changes is then modified once more. Whale optimization is 
represented by the letter 'W' and can vary from 1 to N. Because it is two-dimensional and has two 
clusters, the centroid of this perfect solution, W(N), may be located. This helps with the cluster's creation, 
as seen in algorithm 2. 
W(N) = {Clas 1; Clas 2}; (1) 

Centroid point of cluster can be determined based on the elements by the request as represented 
Cent (N). 
Cent(N) = {Req [IData (1) . . . . . IData(N)]; IData [Ele (1) . . . . . IData(N)]; (2) 
 
 
Algorithm 2:Modified Whale optimization algorithm 
Input: Number of Whales consider W(N) 
Output: Fitness Function 
// Cluster formation 
1. Set the starting value of the whale count, W(N) 
2. The centroid, Cent(N), is calculated using Eqn, (2), using the constituents of the desired node. 
3. Find out where the data is in relation to the cluster. 
// Fitness Function 
To determine the fitness function for each node represented as Whale 
1. W(N) is the optimal point on the graph. 
2. Assuming that during iteration (max) is true, 
3. Choosing a whale as a node: 3. 
4. Establish the fitness function. (W(N)) Fit 
5. Assuming the Best node is used, the Fitness function Min(Fit(W(N))) 
6. W(N) for every element 
7. Make the necessary changes to the values of Req(Ele(N)), Cent(N), and p; \ 
8. Use Equation (3) to generate a random location vector. 
9. Otherwise 
10. Bring the node's (Whale's) location up to date. 
11. Revised fitness assessment 
12. One plus T equals T. 
13. Final Output 
14. Update on W(N) 

 
ssW(T + 1) = Rand(N) – A. C (3) 
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Figure 2. Whale based spindle representation 

Performance Analysis 
A multi-class classifier is modeled to forecast various assaults and to determine when system circulation 
is regular. The NSL-KDD dataset, which is extensively used but has not received much attention for its 
ability to categorize different abnormalities and assaults, is utilized to train the model. The classification 
of classes can reduce harm and eliminate the threat quickly. The results are created using MATLAB on a 
PC with 16 GB of RAM and an Intel Core i5 processor.With MATLAB's classification learner program is 
adjusted. 
For example, to get rid of the chance that uneven data will give wrong results. Conversely, the "smurf" 
class, which makes up more than 50% of the sample, is subject to under-sampling. The classification 
results on raw data and modified data also demonstrate that the testing accuracy improved significantly 
for the latter, due to the model being able to learn the patterns better and modify themselves accordingly. 
Table 2 shows the mutual information index of each feature. The last two features shown, 
Inum_outbound_cmds and is_host_login, don't have any effect on the classifier, and the three features next 
to them. It demonstrates that attributes such as priority, outgoing command, and sender and recipient's 
byte count do not help determine whether an anomaly or attack occurs. Certain features are removed to 
reduce the dataset's size and processing time. 
 

Table 1: Classification Accuracy for Raw Data 
 Training Accuracy Testing Accuracy 

Models   

KNN 99.70% 94.60% 
SVM 99.67% 94.57% 
NN 98.50% 94.43% 
Ensemble 99.93% 88.73% 

FGen-MWO 99.98% 97.98% 

 
Table 2: Classification for Processed Data 

 Training Accuracy Testing Accuracy 
Models   

KNN 99.60% 98.50% 
SVM 99.87% 94.57% 
NN 98.70% 94.43% 
Ensemble 99.95% 88.73% 
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FGen-MWO 99.99% 97.99% 

 
CONCLUSION 
A unique framework that can distinguish between 22 different forms of anomalous behaviours is 
designed to categorize data from IoT networks as malicious or usual. An analysis of the outcomes 
produced from the balanced and unbalanced datasets reveals that while oversampling and 
undersampling are employed to achieve balance, the model's performance in the testing instances is 
subpar compared to the raw dataset.Feature Generation with Modified Whale Optimization (FGen-MWO) 
Algorithm to equilibrate the NSL-KDD dataset. This reduces bias in machine learning models, hence 
enhancing their overall performance. MI-based attribute collection involves selecting attributes that are 
more pertinent to the output class. MI evaluates the correlation of each feature in the dataset with the 
final class and eliminates features with low MI scores. Consequently, the dataset is reduced, thereby 
decreasing the training costs and durations of the machine learning modelss. The suggested model not 
only achieves the highest accuracy using a benchmark dataset, but it is also lightweight and takes less 
time to test. 
As the software used in end devices evolves rapidly, as does the advent of cutting-edge technologies in 
IoT networks, so are the sorts of assaults. Researchers might consider developing an intelligent program 
for future projects. It could incorporate transfer learning to incorporate newly identified attack types into 
the training dataset, facilitating subsequent testing. Reinforcement learning could help achieve this goal 
by classifying the data in case of a new attack. 
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