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ABSTRACT 
This study presents an approach for short-term urban water demand (UWD) forecasting that couple’s 
wavelet transform with Support Vector Regression (SVR). The wavelet transform decomposes the original 
urban water demand time series into multiple sub-series at various frequency levels, capturing long-term 
trends and short-term fluctuations. These decomposed sub-series serve as inputs for the SVR model, 
identifying complex nonlinear relationships among diverse factors influencing water demand. The model's 
performance was evaluated for lead periods of 1 and 3 days, with results demonstrating that the Wavelet-
SVR model outperforms the standard SVR method in forecasting urban water demand. Performance 
metrics, including Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), were used to 
quantify the accuracy of the predictions. 
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INTRODUCTION 
Predicting water demand is essential for efficiently designing and managing water supply systems. It 
facilitates activities like planning for future expansions or system improvements, optimizing the capacity 
and operation of reservoirs, pumping facilities, distribution networks and ensuring the effective 
management of urban water resources. Short-term forecasting deals with small-scale planning and 
management, typically covering timeframes from one hour to a few days. This approach includes hourly or 
daily predictions, helping utilities to plan for and address water demands for upcoming events. [1]. In 
contrast, long-term forecasts such as monthly or yearly estimates are essential for strategic planning and 
infrastructure development [2]. Predicting consumption patterns allows utilities to minimize wastage, 
enhance energy efficiency, and respond more effectively to unexpected events like droughts or peak usage. 
Various mathematical models, such as regression analysis, time series forecasting, and machine learning 
methods, have been created and applied in multiple regions worldwide to forecast urban water 
consumption. The study of urban water demand forecasting incorporates various techniques, including 
linear statistical approaches and non-linear models, suggested by[3], [4], who examines the extensive array 
of models presented in the research while highlighting their strengths and limitations. Linear regression 
models are widely acknowledged as a foundational method in predictive analysis, valued for their 
simplicity and interpretability. However, they often need to catch up in accurately capturing the complex 
nonlinear relationships in water demand data [5], [6]. 
Machine learning (ML) forecasting models are gaining recognition in hydrology due to their ability to 
adapt to non-linear data dynamics [7], [8]. In various case studies, artificial neural networks (ANNs) have 
consistently surpassed conventional forecasting techniques, including multiple linear regression (MLR) 
and time series analysis. In research conducted in Ottawa, Canada, ANN models proved superior accuracy 
in predicting peak daily summer water demand compared to MLR and time series methods [8]. 
Subsequent investigations conducted in Kanpur, India, show that ANN models consistently 
outperformed regression and time series approaches, achieving an average forecasting error of only 
3.28% [5]. 
The support vector regression (SVR) variant of the support vector machine represents a viable machine-
learning technique for predicting water demand. By leveraging kernel functions, SVMs often achieve 
superior performance compared to artificial neural networks (ANNs) in capturing non-linear data 
patterns, resulting in enhanced accuracy in forecasts [9], [10]. A study reported that a Support Vector 
Machine (SVM) model optimized using a genetic algorithm achieved greater forecasting accuracy than 
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ANN in Ziyang City. This finding indicates that, with proper optimization, Support Vector Regression (SVR) 
can outperform ANN in short- term forecasting scenarios. Based on the normalized mean square error 
(NMSE) criteria, SVR models have proven more effective than traditional back propagation neural 
networks in predicting drought [11]. 
When not adequately addressed through proper data preprocessing, seasonal patterns can substantially 
degrade the performance of AI models in accurately capturing and managing non- stationary dynamics. 
Hybrid models are increasingly utilised in water demand forecasting because they can overcome 
standalone models' limitations, offering enhanced accuracy and reliability. [12] suggested integrating 
multiple techniques to exploit their complementary strengths while mitigating individual weaknesses. 
Hybrid structure wavelet analysis with SVR and particle swarm optimization (WA-PSO-SVR) coupling 
outperformed standalone SVR models in predicting water quality indicators, particularly for extreme 
values and short-term forecasts [13]. 
The study aims to forecast urban water demand (UWD) for one and three-day lead times by employing a 
Discrete Wavelet Transform (DWT) for time-series decomposition and extracting critical features from 
different frequency components. A hybrid forecasting model is then developed by integrating wavelet-
based preprocessing with Support Vector Regression (SVR). The performance of the proposed model is 
evaluated using metrics Mean Absolute Error (MAE), Root Mean Squared Error (RMSE) 
 
Research Material and Data Collection 
In this study, UWD forecasting was performed for the Model Town region of Patiala, Punjab, India, with a 
population of 5,925. The water distribution system in this area operates with an average discharge of 0.8 
million litres per day (ML/d), and a supply duration of 0.35 days. The daily bulk water demand is 0.4 million 
litres (ML), while the storage tank has a capacity of 1.2 ML. The recorded demand, with a 1-day lead time, 
was 0.76 ML, and the average daily per capita water consumption was approximately 135 litres. 
The analysis was based on water consumption data collected between June 2018 and June 2023, sourced 
from water bills issued during this period. Key input variables used in the forecasting models included 
Urban Water Demand (UWD), air temperature (TEMP), humidity (HMD), wind speed (WS), air pressure 
(AP), weekend indicators (Wknd), holiday (HD) indicators (a binary variable denoting holidays), and 
population (P). This dataset was leveraged to develop accurate models for UWD prediction, intending to 
optimize short-term water supply management and address demand fluctuations effectively. 
 
RESEARCH METHODOLOGY 
The research methodology focuses on implementing the WSVR model for short-term urban water demand 
forecasting. The WSVR algorithm illustrated in Figure 1 was applied after preprocessing the dataset. 
Wavelet decomposition was employed to capture key patterns and reduce noise in the time series data, 
enhancing its representation of complex, non-stationary trends. The WSVR model was trained using the 
decomposed data to predict urban water demand over multiple lead times. Model performance was 
assessed using metrics such as Mean Absolute Error (MAE), and the results were compared with the 
standard SVR model to demonstrate the improvements achieved through wavelet enhancement. 
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Figure 1: Framework of WSVR Algorithm 

 
RESULTS AND DISCUSSION 
In this study, SVR and WBSVR models were applied for forecasting UWD in Patiala, a city in northern India. 
These models aimed to predict UWD with lead times of 1 and 3 days. Figure 2a and 2b Illustrate the 
performance of SVR and WSVR for both 1-day and 3-day ahead horizons, comparing the actual demand 
with the model forecast. Figure 2(a), representing the 1-day ahead predictions, the WSVR model's forecast 
closely follows the actual demand, while the SVR model tends to overestimate the demand. This pattern 
holds in Figure 2(b), representing the 3-day ahead predictions, where WSVR consistently outperforms 
SVR in tracking the actual demand. 
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Figure 2: Actual and predicted water demand using SVR and WSVR (a) 1-day lead period b) 3-day lead 
period 

 
Table 1 compares MAE and RMSE, further highlighting the accuracy of the WSVR model. For one day 
ahead, WSVR achieved a lower RMSE of 0.038 compared to SVR's 0.047 ML, and for three days ahead, 
WSVR’s RMSE was 0.076, again lower than SVR’s 0.092. The WSVR model shows a lower MAE value than 
the SVR model, indicating better performance. These metrics confirm that WSVR provides a more reliable 
forecast, particularly shorter-term predictions. 
 

Table 1: Model Performance of SVR and WSVR for the Research Region 
Model Day 1 Day 3 

 RMSE MAE RMSE MAE 

SVR 0.047 0.1990 0.092 0.1620 

WSVR 0.038 0.1624 0.076 0.1308 

 
CONCLUSION 
The WSVR model demonstrates a superior ability to forecast urban water demand compared to SVR. Its 
closer alignment with actual demand values, both in the 1-day and 3-day ahead horizons, suggests that 
WSVR is better suited for accurate short-term urban water demand forecasting. This increased 
precision is critical for urban water management, as it allows for more efficient resource allocation and 
infrastructure planning, avoiding the inefficiencies caused by overestimated demand. Future work could 
further enhance the models by incorporating external variables like seasonal changes or population 
growth to refine predictions. 
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