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ABSTRACT 
In Real-time face mask detection presents Some of the problems, which arrive while detecting face masks 
in real-time, are the changes in lighting conditions, the presence of occlusions, and different types of 
masks people wear. To that end, a reliable detection system is developed with proposed Adaptive YOLOv3 
integrated with hybrid atrous convolution and contractive ensemble residual learning. Each Adaptive 
YOLOv3’s layout allows for fine-tuning of features and real-time analysis; critical in dynamic conditions. 
Hybrid atrous convolution improves the contextual information by changing the receptive field in order to 
capture multi-scale features which are important for identification of the masks regardless the conditions. 
The first module of the residual joint learning network is a whole body model which feeds into the other 
models; detections are then adjusted and accuracy enhanced in each model. The final refinement of the 
regions of interest is achieved through the post-processing of the detected bounding boxes through Non-
Maximum Suppression (NMS) and by setting the confidence thresholds to optimize both, precision and 
recall. The proposed system does help to solve the problem with real-time detection very well; as a result, 
the proposed system offers fast and accurate face mask detection that is necessary for tracking people’s 
compliance with health requirements. 
 
Keywords: hybrid atrous convolution, unmanned residual learning, detection precision, detection recall, 
F1 measure, computational time, false positive ratio. 
 
1. INTRODUCTION 
The current COVID 19 has hitherto brought into focus the need of face masks in controlling the spread of 
infectious diseases. Consequently, there has been a growing need to apply automated systems that would 
monitor as well as enforce mask usage in the public places. There is one of the most perspective directions 
in the solution of this question – usage of real-time facial mask detection based on the modern deep 
learning algorithms[1-2]. Of these, algorithms such as You Only Look Once or ‘YOLO’ especially the third 
version dubbed ‘YOLOv3’ has received a lot of attention because of rapid detection on objects. However, 
when it comes to face mask detection, using YOLOv3 comes with its own set of problems, which requires 
tweaking in order to get higher performance that works in the actual world.The challenge of detecting 
face masks is innately difficult mainly because of the variations in the type of masks available, the position 
and manner in which people wear the masks, and the dynamism of the settings where mask detection is 
needed. In the case of instance-level object detection, the performance of regular object detection 
methods can substantially degrade under such diverse circumstances[3].  
That is when we have the Adaptive YOLOv3 which considers such adaptive approaches for the 
enhancement of the model’s generalization. Hence, the proposed Adaptive YOLOv3 model seeks to 
enhance the mask detection feature through YOLOv3 adjustments of fine-tuning, data augmentation, 
transfer learning, and other real-time processing enhancements to reduce latency[4]. The functions of 
Adaptive YOLOv3 are not limited to solely detection as the name Application implies. It solves several 
problems: the identification of partially obscured faces, distinctions between different types of masks, and 
work in conditions with numerous people and low illumination. Moreover, they concluded that due to its 
flexibility, YOLOv3 can be easily incorporated into the current security systems making it a useful tool in 
increasing the effectiveness of security measures[5-7]. 
Real-time face mask detection utilizing the Adaptive YOLOv3 is one of the breakthroughs in the field of 
computer vision and tracking the progression of infectious diseases. Whereas facing certain shortcomings 
that exist in the conventional detection techniques, the proposed strategy can be deemed as an ideal 
approach for implementing mask compliance in different scenes[8-10]. While the world is struggling with 
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the diseases today, the trends like the one described in the given paper of Adaptive YOLOv3 will help 
predict and combat the potential infections and contain their spread to a certain extent. 
 
1.1 Impacts of Yolov3 in face mask detection 
YOLOv3 in face mask detection has been very influential especially caused by the COVID-19 situation. One 
of the most prominent architectures that performed exceptionally well in essence of object detection is 
the YOLOv3 which has also evolved to fit the current problem of enforcing mask wearing in recurrent 
spaces[11]. This adaptation has been central in reducing further contamination by the virus since people 
stick to the warrant of masks. The high resistive ability of YOLOv3 is seen to help the model to predict 
masks with a lot of accuracy regardless of the ambient environment, for example, crowded places or 
places with low light intensity. The application of YOLOv3 for face mask recognition has created solutions 
for automatic supervision of the mask wearing, which is instrumental for further containment of COVID-
19.[12]. 
 
2. LITERATURE SURVEY  
These studies represent the development and improvement of real time face mask detection technologies. 
They bring about enhanced features in detection, response time, and design flexibility of YOLOv3 along 
with the overall developments in the implementation of deep-learning based solutions and transfer 
learning applications in the concept of edge computing.  
 The literature on [13] real-time face mask detection using machine learning and computer vision present 
various trends and ideas of tackling this imperative task based on the new coronavirus disease (COVID-
19). The presented paper provided the grounds for YOLOv3 that became successful in real-time object 
detection. Their method uses a single neural network to predict multiple bounding boxes and class 
probabilities, which formed basis to transform YOLOv3 to detecting face masks. In the case of face mask 
detection, [14] employed YOLOv3 that enabled him to have a high detection accuracy and precision. 
Huang et al. showed that they can fine-tune YOLOv3 on the  specialized dataset of masked faces and 
achieve high accuracy in different conditions such as different lighting and occlusions. This study 
demonstrated that the YOLOv3 is resilient to real-world situations because of flexibility as shown at the 
start of this paper.  
Another study specifically by [15] was about improving object detection models and this was done by 
recommending a new approach that integrates YOLOv3 with other features. The work focused on the 
enhancement of the detection efficiency and accuracy which is critical when working with real-time 
applications. For surveillance systems that check the level of compliance of people wearing the mask. In 
[16] proposed integration of deep learning with edge computing for real time face mask detection. The 
main scenario illustrated how the use of edge devices for processing can drastically decrease the latency 
and make the system more responsive. it stresses the need for enhancing detection models’ preparedness 
to be implemented on edge devices.  With Enthusiast progresses were achieved by [17], who proposed 
method integrating YOLOv3 with a new attention to ensure high accuracy. It improved the strength of the 
model to various scenarios and also, it solved difficulties in recognizing a face that is partly hidden by a 
mask and different types of masks used by people. 
In contrast, [18] presented a mobileNet version of YOLOv3 for use on mobile and embedded platforms. 
Their research was meant to work and scale down the computational demand in real time while still 
being able to maintain high accuracy in a way that would allow the devices with limited resources to be 
useful in carrying out the predictions.Another important publication by [19] was dedicated to the 
application of transfer learning to repurpose YOLOv3 to detect face masks. They showed by their work 
that the general models learned on a large number of images, could be adapted to a particular task, which 
increased the level of accuracy of masks detection and their ability to generalize. In [20], Yousef in 
particular compared different algorithms of object detection, including YOLOv3, for face mask detection. 
Thus, their study described the advantage and drawbacks of various models and stated that YOLOv3 was 
the most suitable for real-time applications because of its speed and accuracy applications. 
 
3. Proposed Framework 
The proposed system now, turning to the real-time face mask detection system with the help of the 
Adaptive YOLOv3, it is crucial to describe in detail the flow of a given data to reach the final accurate 
detection and minimization of errors. First of all, the system receives video stream from surveillance 
video cameras or any other capturing device. These frames are then preprocessed to bring them to the 
similar dimensions with other images which are relevant features with reference to the masks. After 
preprocessing, the Adaptive YOLOv3 model is passed on the frames and the model uses the trained 
weights to look for faces and differentiate between the masked and unmasked ones. The process of 
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detection is conducted by splitting the image into cells and setting boxes and class probabilities for the 
whole image and after that by applies non-max suppression on the top predicted results getting rid of 
extra or redundant cells as shown in the figure 1 below. These methods include data augmentation as a 
learning approach that effectively addresses variability in masks’ forms and wearing styles. After 
detection, the system estimates the confidence of the detection and eliminates those that have low 
confidence to avoid false alarm. The initial and final locations as well as the detected faces and the status 
of masks are then noted on the video frames that are either monitored in real-time or recorded for other 
analyses. 
 

Figure 1. Proposed framework flow diagram 
 
The first stage of the suggested system is the capturing of video frames from the surveillance camera. 
Frames captured at time t are depicted as Ft In this case, the frames must be preprocessed to meet 
YOLOv3’s input dimensions for uniformity and efficacy. This is followed by the preprocessing in which 
each frame Ft is resized to the standard format of roughly 416 x 416 pixels. This resizing operation is 
formally expressed as in (1) 
Ft′=resize(Ft,416,416).       (1) 
Resizing bring the frame standard to the correct size which is very important when passing data to the 
YOLOv3 model. Apart from resizing, normalization is another process that is normally applied to adjust 
the pixel intensity ranges between 0 and 1. This step makes the model better by synchronizing the pixel’s 
value to the same scale that makes the feature extraction as well as the detection better. The 
normalization process can, in the mathematical way, be presented as it is shown in the formula (2) 
Ft′′=Ft′/ 255.    (2) 
Here, Ft′to be the resized frame, and for dividing by 255 scales the pixel values from the original ranges (0 
to 255) to a normalized ranged values (0 to 1). This step is critical since it helps format the frames to 
conform to the YOLOv3 model format for enhancing the detection stages that follow since the entries 
those go into the detection stages will be uniformly and normally scaled. The second step applied to the 
real-time face mask detection system using Adaptive YOLOv3 after the preprocessing is the grid division. 
The rapidly preprocessed frame Ft′′ is then divided into S×S cells (for example, 13×13 cells in case of 
YOLOv3). Every cell in this grid has to output B bounding boxes and the corresponding scores of those 
boxes being correct. This division enables the model to identify more than one object in the frame at the 
same instance it detects the objectsimultaneously. 
For each of the grid cell, YOLOv3 will predicts bounding boxes by using predefined anchor boxes. The 
proposed model outputs five values for each bounding box as (tx,ty,tw,th,tc). Where, tx and tywill be the 
coordinates of the box's center relatives to the grid cell, tw and thbe the width and heights of the box, and tc

as the confidence rate that may indicates the likelihoods of the box containing an object. The 
transformation’s of the predicted values to the actual bounding box coordinates will be carried out by 
using (3)-(6) 
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bx=σ(tx)+cx   (3) 
by=σ(ty)+cy.          (4) 
In these equations, pw and ph will be the dimension of corresponding anchor box, and etw and eth be the 
scaling metrics for the anchor box dimensions exponentially. This will allows the proposed model to 
make a predictions a wider range of bounding box sizes. Then the Confidence rate transformation will be 
manipulated as in (5) 
pc=σ(tc).       (5) 
The sigmoid function σ(tc) will transforms the confidence score tc to be a value ranges between 0 and 1, 
for indicating the probability that bounding box contains an object.These transformed help the YOLOv3 to 
predict and adjust the boxes on the objects (in this case the face masks) within the frame. The second 
major component of the proposed face mask detection system after the case of bounding boxes is class 
probability prediction. For every predicted bounding box the model gives out the probability of mask and 
no-mask. Let the probabilities of encountering someone with pmask and that of not having pmask be 
pmask and pno-mask respectively. These probabilities imply the possibility that the identified object in 
the bounding box is the mask or not the mask. The class probabilities are usually derived from applying 
the softmax function at the output of the neural network and the sum of probabilities of classes is always 
one. To finally smoother out the model and remove the consecutive bounding boxes which are 
overlapping Non-Max Suppression (NMS) is used. NMS is a technique, which helps in eliminating the 
greater part of the overlapping bounding boxes, while each object is enclosed in a single bounding box. 
The steps taken can be described starting from choosing the bounding box with the highest confidence 
score. This box is kept and all other boxes with Intersection over Union (IoU) greater than a 
predetermined θ are discarded. IoU stands for Intersection over Union and It is used in defining of the 
overlap between two bounding boxes as defined below as in (6) (6) 
IoU=Area of Overlap/ Area of Union.      (6) 
Where Area of Overlap is the region in where the two boxes overlapp and the Area of the Union is the 
entire region that is covered by the two bounding boxes. Here, through applying the formula, the system 
compares the extent of bounding boxes’ overlap. As it the case may be, if the IoU between the current 
highest confidence bounding box and any other box surpasses the threshold θ, then, such a bounding box 
is considered as redundant, and is therefore, eliminated. This process went on in repeating cycles The 
process involved moving from semi structured analysis to full structured analysis and back to Semi 
structured analysis. Class probability prediction along with Non-Max Suppression is a highly effective 
solution which improves the effectiveness of the face mask detection system tremendously. 
Detections with a confidence rate  below a predetermined threshold value αwill be discarded. This 
threshold rate will ensures that only the most reliable detections event will be retained. Mathematical 
relation, ifpc,ibe the confidence rate of the i-th bounding box, then the bounding boxes that may kept must 
satisfying the conditionon(7) 
pc,i≥α.    (7) 
Where pc,ibe the confidence rate of  i-th bounding box values, and αbe the confidence threshold rate. Let bi

gives the filtered bounding boxes value that may meet this criterions.After filtering process, the remaining 
bounding boxes get annotated on the original frames Ft with the corresponding class labels (mask or no-
mask) and bounding boxes. This step will involves drawing the bounding boxes and class labels onto the 
frame for providing a visually  based representation of the detections process. The annotated frame will 
be  asF’t as on (8) 
F’t=annotate(Ft,{bi}).       (8) 
Here,annotate(Ft,{bi}) denoted the processing of overlaying the filtered bounding boxes {bi}and 
corresponding class labels onto  frame Ft. The resulting annotated frame be F’tas then either displaying in 
real-time for monitoring purposes or to be stored for further analysis. This annotation step will require  
for providing clear and interpretable manner of visual feedback on the detection of objects by  allowing 
for easy identifications of individuals wearing or not wearing masks.  
Adding the filter depending on the confidence of the detections together with accurate annotation 
guarantees that the detections are highly accurate and visible enough for monitoring during the real-time 
tracking and after the event. A critical component of the proposed real-time face mask detection system is 
raising an alert when the system recognizes an unmasked face. This alert mechanism increases the 
capabilities of the system because authorities receive notifications as soon as the situation can concern 
the non-observance of the mask-wearing measures. In this case, the system triggers an alerting system 
depending on the class probabilities for the bounding boxes that have been identified. For every bounding 
box the output is the conditional probability pno-mask that the detected object belongs to the no-mask 
category. If this probability is greater than a predefined value β, the system concludes on the presence of 
an unmasked face, if there is evidence in compliance with the condition in (9). 
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pno-mask>β.    (9) 
Where pno-maskbe the probability value that the detected object within the bounding box for not wearing a 
mask, and βbe  alert threshold rate. When  probability value pno-mask for any of detected bounding box get 
surpasses β, the system generated an alertevent. By implementing of this alert mechanism, the system will 
ensures that instances of non-compliance to be promptly addressed, for enhancing public safety and to 
adherence to mask-wearing guidelines. 
 
4. RESULTS AND DISCUSSION 
The evaluation of the metrics for real-time face mask detection indicates high-performance efficiency of 
the Adaptive YOLOv3, where all KPIs are relatively balanced. It shows high accuracy in detecting masks 
and low false/positives meaning the masks of interest are correctly identified all the time. This is 
important for ensure that there is appropriate monitoring and compliance with wearing of mask 
measures is in place. Also, the measures of Intersection over Union (IoU) suggest the areas of localization 
of masks are correct, which is crucial for the proper positioning of bounding boxes and detection in 
various situations. In addition, the system presents a rather impressive processing through put which is 
an indicator of the systems capacity to process large amounts of data. They contribute to quick processing 
of large volumes of data which is important in realtime applications in order to provide quick response to 
the system. Such detection confidence metrics proved that the prediction made by the model is highly 
certain, which in turn ensures the reliability of the system. In summary, all these metrics tell of the 
perdornace and efficiency of the Adaptive YOLOv3 in real-time face mask detection which is a vital 
contribution to public health surveillance. 

Figure 2 Detection Accuracy and Precision rate analysis. 
 

Figure 3. Average Intersection over Union (IoU) metric. 

Figure 4 . compares the Processing Throughput 
 

Figure 5. Detection Confidence rate. 
 

In the provided graphical depiction about real time face mask detection using the proposed Adaptive 
YOLOv3, the analysis of different parameters have been depicted in the representation titled as Detection 
Accuracy and Precision rate analysis in Figure 2. Detection accuracy is important here because it shows 
the degree of success that the developed model has in terms of mask detection, whereas precision shows 
the ratio of accurately detected masks among all the positive classifications made by the model. Low false 
positive rate means it provides an efficient detection system with high accuracy and precision. This is 
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especially beneficial in preventing possible false alarms that might soil the credibility of the number of 
actual mask detections recorded.  Figure 3 shows the Average Intersection over Union (IoU) measure. IoU 
is a measure of the increase in average overlap of the detected mask regions and the real locations of 
masks. Thus with a higher Average IoU, the Alignment is better and the detection bounding boxes are 
more accurate. This metric is used for evaluating the accuracy of localization of objects and to make sure 
that the masks generated overlap the right part of bounding boxes.  
But in Figure 4 evaluates the results of the same indexes as in Figure 3, though the units are different: the 
Processing Throughput reflects the number of images defined per second [6]. A higher processing 
throughput is desirable because it shows the capacity of the system in terms of handling large amount of 
data in the shortest time possible. This is important for the real-time applications since time is a critical 
factor in computing in so far as it affects the speed of reactions of mask detection. On the other hand 
figure 5 reveal the Detection Confidence rate alongside the number of users. Specificity provides 
information about the reliability of a model based on the degree of confidence level of the model while 
making the predictions. This metric is helpful in avoiding many false negatives since there is an added 
measure of confidence that detected masks belong to the target class and improves the reliability of the 
masks detection system. These include: Detection Accuracy and Precision, Average IoU, Processing 
Throughput, and, Detection Confidence, where each has its’ crucial contribution to assessing and 
optimizing the effectiveness of real-time facial mask detection systems. 
 
5. CONCLUSION 
Therefore, from the above results analysis, it can be noted that Adaptive YOLOv3 has high efficiency in 
real-time detection of face masks. The detection accuracies are approximately equal to 0. 93, while the 
recall is close to 0. 89, which can be considered a very stable coefficient since false positivity of the 
method was excluded and masks were mostly correctly identified. The Average Intersection over Union is 
0. 82, this means that there is a good correspondence between the detected and the actual mask region, 
this is important when placing bounding boxes. In the system efficiency aspect, the identified Processing 
Throughput comes to 6 on average. The number of 5 images per second shows a good potential in terms 
of fast processing of significant amounts of data. The average of Detection Confidence is rated 0. 91, which 
means that the probability of identifying masks is very high. These measurements together demonstrate 
the performance of Adaptive YOLOv3 in terms of whilst preserving the high quality of the detection and 
time utilization aspects of the input data. The high detection accuracy, significant localization ability, and 
expedited time, inclusive of preferred confidence, establishes the system’s applicability in real-time 
utilization and could prove beneficial in public health monitoring and ensure mask compliance. 
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