
Journal of Computational Analysis and Applications                                                                            VOL. 33, NO. 7, 2024 
    

 

                                                                                 684                                               Majji Venkata Kishore et al 684-692 

A Survey on different semantic based machine learning 
techniques for Health Care data 

 

Majji Venkata Kishore1, Prajna Bodapati2 
 

1Research Scholar, Department of CS & SE, AUCE(A) at Andhra University, Visakhapatnam, Andhra 
Pradesh 

2Professor, Department of CS & SE, AUCE(A) at Andhra University, Visakhapatnam, Andhra Pradesh 
 

         Received: 13.07.2024              Revised: 14.08.2024                       Accepted: 20.09.2024 

 
 
ABSTRACT  
The Electronic Health Records (EHR), the system will provide the real-time data which is used in the 
research. for this  we use Natural Language Processing techniques , algorithms which are combined with 
Artificial Intelligence to extract the information. The present ERH is required to fill the potential using the 
NLP techniques for the direct decision of the clinical data. The Biomedical methods are combined with 
ML,DL, and NLP to process the ERH’s and predict the information and provide the challenges and trends in 
the health care. 
 
Keywords: Artificial Intelligence (AI), Machine Learning(ML), Natural Language Processing (NLP), Deep 
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INTRODUCTION 
There is a better performance of using NLP in the area of medical field for the digital field by using ML 
technique for preprocessing the data in the research fields. Taking the clinical text and tested on the 
various fields for identification of different chronicle diseases. As the ML technology give the good results 
in the health care and by using the MLP in the analysis will be with more accuracy in the clinical test 
results.[1]. There is necessity of the research for the clinical test intensively to review the challenges and 
reviews for the information extracts[2].Using NLP in the field of the research for many use cases like the 
bioinformatics, computer languages and many more[1]. NLP will support the decision making for various 
applicators in the field of health and research, usually the unstructured data, pre-processing is necessary 
for the decision-support and the summarization and the tokenization, tagging, sentence splitting are 
included in the preprocessing to play an vital role for the information extraction[3] There are many 
teachings and extract in the statistical and pattern  methods in ML for  analyzing the clinical text and also 
improve the concepts and the terminologies. NLP is applied to achieve the good performance in the 
language modeling, The unstructured document and the identification patent data and challenges are 
proven with the improvement in the applications and the patient cohorts and clinical text summarization.. 
 
A. Motivation 
Extracting the clinical texts manually shows the lack of scalability and also uses for the standard data 
which is given by Wei et.al [4].NLP have various automatic extraction techniques and also solve with 
several challenges by understanding can identify technology and methods using NLP. 
 
B. Background 
The NLP is used to process many tasks for the complex problems in different levels [5]. In many 
specializations The images and the information are present in the Bio-medical structure and in the recent 
research,[6-9] 
In the chronic diseases the advance medicine will be given for the successful condition and the secondary 
translation application, Many  researchers have done  experiments by using EHR’s  in the application of 
the bio informative and health care[10-11] for the extract[2][12]  modeling [13] diagnosing [14] clinical 
decisions. By the use of machine learning methods and deep learning methods which can understand the 
patient in the trajectories of the patient and can be diagnosed with the risk prediction for the given EHR’s 
information for the development of NLP techniques in the structural form to prevent the direct decisions 
onset of the diseases [15]. The vast information [16] is widely recorded and remains as the written text by 
the descriptive methods. [17] Detection in the medical concepts [18] information n the 
pharamacoepidemiological free text documented records to direct the administrative processes. 
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Table 1. schema classification 
Ref.No Schema Codes Example 

[19] RX Norm(Drug) 116,075 
Morphine, 
Buperophie 

[20] CPT(Procdue) 9,641 
Partial 
mastectomy, 
MRI Spine 

[21] LONIC (Labran) 80,868 
Serum , Blood, 
Ethanol 

 
2. LITERUATURE 
Atzal et at., [22] Identification of critical limb ischemia using NLP. NLP algorithm for PAD identification. 
used Dataset The  Mayo clinical  data warehouse. The proposed algorithm used data for a PAD cohort from 
a single medical center and future studies should apply and validate this algorithm to other institutions to 
make the findings generalizable. Atzal et at., [23] Identifying PAD cases from narrative clinical notes, NLP 
Algorithm. used Dataset The  Mayo clinical  data warehouse. A limitation of this study is that data were 
retrieved from the data warehouse of a single academic medical center. Leeper et at., [24] Applying Text-
Mining to clinical notes for Profiling the Cilostazol Safety. NLP Algorithm, used Dataset The Stanford 
Translational Research Integrated Database Environment (STRIDE).A limitation on this study is that it 
could have missed co morbidities due to false negatives from lower sensitivity (739c). The outcome 
measures may not have captured events occurring outside of the hospital or that led to hospitalizations in 
other institutions. Buchan et al., [25] Automatic prediction of  coronary artery disease from clinical 
narratives. Naive Bayes, MaxEnt, and SVM, used Dataset The 2014 i2b2 Heart Disease Risk  Factors 
Challenge data set. One limitation of this experiment is embedded in the selection of patients who do not 
develop CAD. Another limitation of proposed study is embedded in the subsample of patients who develop 
CAD. The relatively small size of the dataset is a limitation of proposed study. Chen       et al.,[26] 
Identification of heart disease risk information. Hybrid pipeline system based on both: machine learning- 
based rule-based approaches using: SVM, lib short Text, and CRF suite. The proposed system did neat 
perform very well for coronary artery disease (CAD), obesity status, and smoking status. Torri et al., [27] 
Detection of the risk factor for cardiac disease. A hybrid of several ML and rule-based techniques. The 
proposed system was not feasible to obtain objective evaluation metrics on the training set, and the 
current evaluation results were solely based on the one test set. Karystianis et al., [28] Extraction of the 
risk factors for detecting cardiac disease.  Knowledge-driven and the system  implement  local lexicalized 
rules. The proposed system achieved lower performance with CAD which proved to be the most 
challenging class to recognize). Yang et al., [29] Extraction of the identification of   heart disease  risk 
factors. Machine learning, Rule-based methods,  Dictionary-based keyword. Poorest classification 
accuracy is obtained for CAD  The main reason for that is due to the difficulties in the identification of 
sentence-level CAD clinical facts, event, test, and symptom. Kogan et al., [30] Assessment of stroke 
severity. Several machine learning models. The current EHR database has information which could be 
critical for model performance including imaging of brain scans was not available. As with all studies 
based on real- world data, there is the potential for missing records. Healthcare information in the 
database was not available until  January 2007.  Garg et al., [31]Automatic classification of the Ischemia 
Stroke subtype. The proposed method relies on the level on the documentation and detail in the EHR. The 
system did not include the entire EHR include CT-based radiology reports to reduce variability in the 
dataset. Kim et al.,[32] Identifying AIS patients  by automatically classifying brain  MRI reports. All brain 
MRI Reports from a single academic intuitions. The system used text corpus which was created at a single 
institution. The proposed system only included brain MRI reports with conventional stroke MRI sequence. 
Grechishcheva et al., [33] Developed a study of risk  markers identification. Supervised ML-based NLP 
algorithms. NLP algorithms. One of the weak sides of the algorithm is its speed. For current corpus of data, 
it took 6,100  seconds tea remove marginal parts of speech, short words  Osborne et al., [34] Effective 
identification of reportable cases of cancer nationally authorized. CRCP-NLP (The Cancer Registry Control 
Panel) was compared only to the original manual review process, due to resource constraints. CRCP-NLP 
relyon proxy data, such as monthly state case submissions, to provide an estimate. Unfortunately, yearly 
changes in coding practices as well as multiple changes in registrar personnel and leadership make 
comparisons difficult. Finally, CRCP uses rules for document segmentation generated solely from UAB 
training data. Thus, the reliability of the used set of regular expressions 1s expected to be reduced at other 
institutions to the extent that provider and sectioning practices differ. AAlAbdulsalam et al.,[35] TNM  
stage mentions are extracted and classified from   the Utah  Cancer Registry records automatically. 
Although regular expressions were more robust for extracting TNM mentions, the used range of features 
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used with the CRF classifier were still limited and potential improvements may be observed if other more  
sophisticated feature patterns were used such as character N-grams. In addition, other machine learning 
algorithms could yield better performance than Conditional Random Fields and  further investigation is 
required. St Y. et al., [36 ] Frame-based NLP  system based on a Bi- LSTM-CRF neural network to extract 
cancer-related information in  clinical narratives. A limitation of this study is that its evaluation was 
limited to the gold standard for each process in the pipeline instead of a multi-step evaluation and 
optimizing the pipeline. Datta. et al., [ 37] This  study presented a  literature review   of biomedical NLP 
related to cancer. Methods Natural Language Processing Machine learning. The first limitation of this 
review is that, given the rapid pace of NLP development .Carrell et a1., [38] Identification of   breast cancer 
recurrences using the NLP system  form clinical text. The recurrent detection system for breast cancer 
based on NLP. First, the used NLP modules may require adaptation to accommodate language usage and 
document sectioning in other institutional settings. Second, NLP development costs limit its applicability 
to large or repeated tasks where it is cost effective relative to 1009a manual abstraction. Third, NLP 
requires access to machine-readable clinical text and does not work with print documents or their 
scanned copies. Fourth, proposed study cohort was limited to women with early stage of charts where 
NLP and the reference standard were discordant. 
 
3. NLP in the Health care 
A. Disambiguate in word sense 
This technique will assign the sense automatically in the specific context. There are multiple terms in the 
clinics for interpretation including the prostate cancer for the critical issues [39-42] for the analysis in the 
essential [43] notes. 
B. Drug Event Detection 
This technique will detect the medication such as does, allergies and reactions which are present 
unstructured from the  clinical notes and automatically process their interactions [44-47] for the declare, 
laboratory results and the prescription errors. 
C. Extraction of Information 
In the NLP which provides the research translation in the support of decision image translation, 
improvement of the quality [48] the specialization concepts of the entities which are associated for the 
free text . 
D. Extraction Relation 
This will focuses by using the concepts in the detaches the relationships of the semantics [49-50] 
mentions for the disease attribute[40] identification[41] event detection[42] adverse drug events [43]  
extraction [41]. The clinical notes for the Integrating in the biology [45] semantic evaluation [46] clinical 
challenges [47] and methods for the lasts [40] 
 
4. NLP methods in the biomedical fields 
In the EHR, we apply the machine learning and the deep learning   methods which are compared using the 
rule based methodology and calculate the comparisons and efficiency by the algorithms to shift from the 
bench marks for all algorithms [51]. 
A. Rule-Based Techniques 
Rule Based techniques will work on the encode pattern structure in the expressions. The rules which 
extend the patterns and add the relation of the negation to determine the duration. The rules can be 
mostly generated in 2 ways like automatically and manually in the dataset. The system can derive the 
efficiency and enhance the extension on adding the certain rules. Therefore the rules provide with the high 
precession and the rules for the data set cannot be improved by the training data set[52]. 
There are multiple methods based on the techniques like 
1. Look up Dictionaries[53-55] 
2. Ontology[56-59] 
3. Set of Rules [60-62] 
4. Regular Expressions Pattern[63-64] 

B. Techniques in Machine Learning 
The main techniques of the Machine Learning Algorithms are classified by the Fig. 
The ML algorithms like SVM, Random Forest, Logistic Regression are used for analysis and preprocessing 
[65]. NLP models refine through the techniques present in ML [66-67] Deep Learning Techniques: The ML 
take large time consumption for the feature extraction [68] in the data representation with increasing 
order [69] of the abstraction. The Multilayer Perceptron is a multi hidden ANN type[70] used by modern 
neural networks. Convolution Neural Network (CNN) is applied mainly in the domain of Image Processing 
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by the One Dimensional series of time in the functional fitter[70]. Recurrent Neural Network (RNN) is a 
sequential organized data to be demonstrated in the LSTM [70].  
 

Table 2. EHR Research using machine learning 
Ref.No Model Biomedical NLP Applications 
[71] SVM Heart Disease, Diabetes, Brest Radiology 

[72] Naive Bayes 
Heart Disease, Smoking States, Sclerosis, 
Obesity, Cancer 

[73] Random Forest  Heart Disease, Cancer, Tumor, Hypertension 
 
5. Natural Language processing in the Health Care 
The NLP literature in the medical field consists of many medical terminologies. Many technologies and 
techniques are available to extract the exact terminology given. The goal is generally to work with the 
popular databases to extract the exact terminology in the literature with the outstanding scientific 
process. 
Biology text complexity: When we talk to doctors, scientists, they specify domain-specific terminology and 
this communication will be in an unambiguous way. For this type of issue, we can conclude only by 
analyzing the terms in the field by the collections. There are three things to consider when the suggestions 
are given like  
1. Normalization 
2. Frequency   
3. Statistical Analysis. 
NLP is used in AI and used for all the papers used for the AI modes to push the boundaries with the limits. 
We need text normalization to reduce the randomness and deals to improve efficiency. When we create a 
large data and normalization and the text for n-grams. 
Information Retrieval Normalization: The retrieve system which was built based on NLP will be present in 
the term expansion and wildcards. These techniques cannot deal with discrimination. The system could 
deal with all the specific patterns which are used to search during retrieval. 
Grammar Context: A wide range of grammar will be developed based on the phenomena of linguistics. In 
the single form, some domains may have the highest ambiguity to give the fixed meaning. When the 
normalization should not be in the literal form, it should be as the constructing Schema. 
The EHR are based on the conventional Static Techniques [74] logistic regression [75] support vector 
machine [76] 
 

 
 
 
  
 
 
 
 
 
 
 

Fig 1 
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Table 3. Biomedical NLP Systems 
Biomedical 
NLP Systems 

Purpose Creator Source of Data Encoding 

LSP-MLP 

 
NLP system for 
extraction and  
summarization  of 
signs/symptoms  and  
drug information,  
and 
potential drugs  and  
side effects 
recognition. 

New York 
University 

Progress Note. Clinical Note. 
X-ray Report. Discharge 
Summary. 

SNOMED 

MedLEE 
 
 

A semantically driven 
system used for: i. 
Extracting in- 
formation from 
clinical narratives 
reports. ii. 
Participating in an 
automated decision- 
support system. iii. 
Allowing NLP queries 

Columbia 
University 

Radiology.  Mammography. 
Discharge Summary. 

UMLS's CUI 

MetaMap 

A highly configurable 
program to map 
biomedical text to 
UMLS Meta-
thesaurus concepts. 

National 
Library  of 
Medicine 

Biomedical Text Candidate 
and Mapping Concepts from 
UMLS 

UMLS's CUI 

cTAKES 

Mayo clinical Text 
Analysis and 
Knowledge Extraction 
System. 

 
Mayo  Clinic 
and IBM 

Discharge Summary. Clinical 
Note  Clinical  Named 
Entities: (diseases/disorders, 
signs/symptoms, anatomical 
sites,     procedures, 
medications)   Relation, Co-
reference   Smoking Status 
Classifier Side Effect 
Annotator 

UMLS's CUI 
and RxNorm 

SPRUS/ Sym- 
Text/ MPLUS 

A semantically driven 
IE sys- tem. NLP 
system with syntactic 
and probabilistic 
semantic analysis 

University ot 
Utah 

Radiology Concepts from 
findings in radiology reports. 

ICD-9 

SPECIALIST 

A part of the UMLS 
project with the 
SPECIALIST lexi- con, 
semantic network, 
and driven by 
Bayesian Networks. 
UMLS 

 
National 
Library  of 
Medicine 
(NLM) 

UMLS  

 
CONCLUSION 
NLP using in the field of healthcare by using the techniques of  the machine learning models by 
considering various real world use cases. Here we represented with some features by using the techniques 
of the   clinical and the chronicle deceases. The methodologies and the challenges are associated with the 
open issues in the biomedical domain. The NLP will provide the best feature methods for the unstructured 
clinical data. Where NLP with ML provide the best models. 
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