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DIFFERENTIAL EQUATIONS ASSOCIATED WITH MODIFIED

DEGENERATE BERNOULLI AND EULER NUMBERS

TAEKYUN KIM, DAE SAN KIM, HYUCK IN KWON, AND JONG JIN SEO

Abstract. In this paper, we consider some ordinary differential equations

associated with modified degenerate Euler and Bernoulli numbers and give
some new identities for these numbers arising from our differential equations.

1. Introduction

As is well known, Bernoulli numbers are defined by the generating function

(1.1)
t

et − 1
=
∞∑
n=0

Bn
tn

n!
, (see [1–12]) ,

and the Euler numbers are given by generating function

(1.2)
2

et + 1
=

∞∑
n=0

En
tn

n!
, (see [7, 8]) .

In [2], L. Carlitz considered the degenerate Bernoulli and Euler numbers which
are defined by the generating functions

(1.3)
t

(1 + λt)
1
λ − 1

=

∞∑
n=0

βn (λ)
tn

n!
,

and

(1.4)
2

(1 + λt)
1
λ + 1

=
∞∑
n=0

En (λ)
tn

n!
.

Note that limλ→0 βn (λ) = Bn and limλ→0 En (λ) = En, (n ≥ 0).
Now, we define the modified degenerate Bernoulli and Euler numbers which

are slightly different from the Carlitz degenerate Bernoulli and Euler numbers as
follows:

(1.5)
t

(1 + λ)
t
λ − 1

=
∞∑
n=0

β̃n (λ)
tn

n!
, (see [3]) ,

and

(1.6)
2

(1 + λ)
t
λ + 1

=
∞∑
n=0

Ẽn (λ)
tn

n!
, (see [9]) .

2010 Mathematics Subject Classification : 05A19, 11B37, 11B68, 11B83, 34A30.
Key words and phrases: modified degenerate Bernoulli and Euler numbers, differential

equations.
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From (1.5) and (1.4), we easily note that

(1.7) lim
λ→0

β̃n (λ) = Bn and lim
λ→0
Ẽn (λ) = En, (n ≥ 0) .

For r ∈ N, the higher-order modified Bernoulli and Euler numbers are also
defined by the generating functions

(1.8)

(
t

(1 + λ)
t
λ − 1

)r
=
∞∑
n=0

β̃(r)
n (λ)

tn

n!
,

and

(1.9)

(
2

(1 + λ)
t
λ + 1

)r
=
∞∑
n=0

Ẽ(r)n (λ)
tn

n!
.

Recall that the higher order Bernoulli and Euler numbers are given by the gen-
erating functions

(1.10)

(
t

et − 1

)r
=

∞∑
n=0

B(r)
n

tn

n!
,

and

(1.11)

(
2

et + 1

)r
=

∞∑
n=0

E(r)
n

tn

n!
, (see [6, 11]) .

From (1.8), (1.9), (1.10) and (1.11), we note that

lim
λ→0

β̃(r)
n (λ) = B(r)

n and lim
λ→0
Ẽ(r)n (λ) = E(r)

n .

In [1], Bayad-Kim studied the following nonlinear differential equations:

(1.12) FNq =
1

(N − 1)!

N∑
k=1

ak (N)F (k−1)
q , (N ∈ N) ,

where F (k) = F (k) (t) =
(
d
dt

)k
F .

For Fq (t) = 1
qet±1 , Bayad-Kim gave explicit formulae for Apostol-Bernoulli and

Apostol-Euler numbers and polynomials which are derived from (1.12).
In [4], Guo-Qi obtained the following results

(1.13)

(
d

dt

)k (
1

λeαt − 1

)
= (−1)

k
αk

k+1∑
m=1

(m− 1)!S2 (k + 1,m)

(
1

λeαt − 1

)m
,

and

(1.14)

(
1

λeαt − 1

)k
=

1

(k − 1)!

k∑
m=1

(−1)
m−1

αm−1
S1 (k,m)

(
d

dt

)m−1(
1

λeαt − 1

)
,

where k ∈ N, and S1 (k,m) and S2 (k,m) are respectively the Stirling numbers of
the first kind and of the second kind (see [4, 10]). However, the results of Guo-Qi
are immediately obtained from the paper of Bayad-Kim in [1] by replacing q by λ
and t by αt (α =constnat).

Recently, Kim-Kim studied the nonlinear differential equations given by

(1.15)

(
d

dt

)N (
1

(1 + λt)
1
λ ± 1

)
=

(−1)
N

(1 + λt)
N

N+1∑
i=1

ai (N,λ)F i,
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where

F = F (t) =
1

(1 + λt)
1
λ ± 1

(see [7]) .

From (1.15), we derived some new identities involving degenerate Euler and
Bernoulli polynomials.

In this paper, along the same line as [7] we study some ordinary differential
equations arising from the generating functions of the modified degenerate Bernoulli
and Euler numbers. From those equations, we derive some new identities for the
modified degenerate Bernoulli and Euler numbers.

2. Differential equations associated with modified degenerate
Bernoulli and Euler numbers

Let

(2.1) F = F (t) =
(

(1 + λ)
t
λ ± 1

)−1
.

Then, by (2.1), we get

F (1) =
dF

dt
= −

(
(1 + λ)

t
λ ± 1

)−2
(1 + λ)

t
λ

1

λ
log (1 + λ)(2.2)

= − 1

λ
log (1 + λ)

(
(1 + λ)

t
λ ± 1

)−2 (
(1 + λ)

t
λ ± 1∓ 1

)
= − 1

λ
log (1 + λ)

(
F ∓ F 2

)
,

F (2) =
dF (1)

dt
(2.3)

= − 1

λ
log (1 + λ)

(
F (1) ∓ 2FF (1)

)
= − 1

λ
log (1 + λ) (1∓ 2F )F (1)

=

(
− 1

λ
log (1 + λ)

)2

(1∓ 2F )
(
F ∓ F 2

)
=

(
− 1

λ
log (1 + λ)

)2 (
F ∓ 3F 2 + 2F 3

)
.

Thus we are led to put

F (N) =

(
d

dt

)N
F (t)(2.4)

=

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a±i−1 (N)F i, (N = 0, 1, 2, . . . ) ,

where a+i−1 (N) corresponds to
(

(1 + λ)
t
λ + 1

)−1
and a+i−1 (N) does to

(
(1 + λ)

t
λ − 1

)−1
.

Now, from (2.4), we have

F (N+1)(2.5)

=
d

dt
F (N)
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=

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a±i−1 (N) iF i−1F (1)

=

(
− 1

λ
log (1 + λ)

)N+1
{
N+1∑
i=1

ia±i−1 (N)F i ∓
N+2∑
i=2

(i− 1) a±i−2 (N)F i

}

=

(
− 1

λ
log (1 + λ)

)N+1 {
a±0 (N)F ∓ (N + 1) a±N (N)FN+2

+
N+1∑
i=2

(
ia±i−1 (N)∓ (i− 1) a±i−2 (N)

)
F i

}
.

On the other hand, by replacing N by N + 1 in (2.4), we get

(2.6) F (N+1) =

(
− 1

λ
log (1 + λ)

)N+1 N+2∑
i=1

a±i−1 (N + 1)F i.

Comparing the coefficients on both sides of (2.5) and (2.6), we obtain

a±0 (N + 1) = a±0 (N) ,(2.7)

a±N+1 (N + 1) = ∓ (N + 1) a±N (N) ,(2.8)

and

(2.9) a±i−1 (N + 1) = ia±i−1 (N)∓ (i− 1) a±i−2 (N) ,

for 2 ≤ i ≤ N + 1.
Also, by (1.12), we get

(2.10) F = F (0) = a±0 (0)F.

Thus, by (2.10), we see that

(2.11) a±0 (0) = 1.

It is easy to show that

F (1) = − 1

λ
log (1 + λ)

2∑
i=1

a±i−1 (1)F i(2.12)

= − 1

λ
log (1 + λ)

(
a±0 (1)F + a±1 (1)F 2

)
= − 1

λ
log (1 + λ)

(
F ∓ F 2

)
.

Thus, by comparing the coefficients on both sides of (2.12), we have

(2.13) a±0 (1) = 1, a±1 (1) = ∓1.

From (2.7) and (2.8), we note that

(2.14) a±0 (N + 1) = a±0 (N) = · · · = a±0 (0) = 1,

and

a+N+1 (N + 1) = − (N + 1) a+N (N)(2.15)

= (−1)
2

(N + 1)Na+N−1 (N − 1)

...
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= (−1)
N+1

(N + 1)!a+0 (0)

= (−1)
N+1

(N + 1)!,

a−N+1 (N + 1) = (N + 1) a−N (N)(2.16)

= (N + 1)Na−N−1 (N − 1)

...

= (N + 1)!a−0 (0)

= (N + 1)!.

By (2.15) and (2.16), we easily get

(2.17) a±N+1 (N + 1) = (∓1)
N+1

(N + 1)!.

Observe also that the matrix
(
a+i (j)

)
0≤i,j≤N and

(
a−i (j)

)
0≤i,j≤N are as follows:

1 1 1 1 · · · 1

(−1)1!

(−1)22!

(−1)33!

. . .

(−1)NN !





0 1 2 3 N

0

1

2

3

N 0

=
(
a+i (j)

)
0≤i,j≤N

and

1 1 1 1 · · · 1

1!

2!

3!

. . .

N !





0 1 2 3 N

0

1
2

3

N
0

=
(
a−i (j)

)
0≤i,j≤N

For i = 2 in (2.9), we have

a±1 (N + 1)(2.18)

= ∓a±0 (N) + 2a±1 (N)

= ∓a±0 (N) + 2
(
∓a±0 (N − 1) + 2a±1 (N − 1)

)
= ∓

(
a±0 (N) + 2a±0 (N − 1)

)
+ 22a±1 (N − 1)

= ∓
(
a±0 (N) + 2a±0 (N − 1)

)
+ 22

(
∓a±0 (N − 2) + 2a±1 (N − 2)

)
= ∓

(
a±0 (N) + 2a±0 (N − 1) + 22a±0 (N − 2)

)
+ 23a±1 (N − 2)

...
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= ∓
N−1∑
i=0

2ia±0 (N − i) + 2Na±1 (1) = ∓
N∑
i=0

2ia±0 (N − i) .

Let us take i = 3 in (2.9). Then, we note that

a±2 (N + 1)(2.19)

= ∓2a±1 (N) + 3a±2 (N)

= ∓2a±1 (N) + 3
(
∓2a±1 (N − 1) + 3a±2 (N − 1)

)
= ∓2

(
a±1 (N) + 3a±1 (N − 1)

)
+ 32a±2 (N − 1)

= ∓2
(
a±1 (N) + 3a±1 (N − 1)

)
+ 32

(
∓2a±1 (N − 2) + 3a±2 (N − 2)

)
= ∓2

(
a±1 (N) + 3a±1 (N − 1) + 32a±1 (N − 2)

)
+ 33a±2 (N − 2)

...

= ∓2
N−2∑
i=0

3ia±1 (N − i) + 3N−1a±2 (2)

= ∓2
N−1∑
i=0

3ia±1 (N − i) .

For i = 4 in (2.9), we have

a±3 (N + 1)(2.20)

= ∓3a±2 (N) + 4a±3 (N)

= ∓3a±2 (N) + 4
(
∓3a±2 (N − 1) + 4a±3 (N − 1)

)
= ∓3

(
a±2 (N) + 4a±2 (N − 1)

)
+ 42a±3 (N − 1)

= ∓3
(
a±2 (N) + 4a±2 (N − 1)

)
+ 42

(
∓3a±2 (N − 2) + 4a±3 (N − 2)

)
= ∓3

(
a±2 (N) + 4a±2 (N − 1) + 42a±2 (N − 2)

)
+ 43a±3 (N − 2)

...

= ∓3

N−3∑
i=0

4ia±2 (N − i) + 4N−2a±3 (3)

= ∓
N−2∑
i=0

4ia±2 (N − i) .

Continuing this process, we can deduce that

(2.21) a±j (N + 1) = ∓j
N−j+1∑
i=0

(j + 1)
i
a±j−1 (N − i) ,

for 1 ≤ j ≤ N .
Now, we give explicit expression for a±j (N + 1), (1 ≤ j ≤ N).

a±1 (N + 1) = ∓
N∑
i1=0

2i1 ,(2.22)
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a±2 (N + 1) = ∓2
N−1∑
i2=0

3i2a±1 (N − i2)(2.23)

= ∓2
N−1∑
i2=0

3i2 (∓1)

N−i2−1∑
i1=0

2i1

= (∓1)
2

2!
N−1∑
i2=0

N−1−i2∑
i1=0

3i22i1 ,

and, by (2.23), we get

a±3 (N + 1)(2.24)

= ∓3
N−2∑
i3=0

4i3a±2 (N − i3)

= ∓3
N−2∑
i3=0

4i3 (∓1)
2

2!

N−i3−2∑
i2=0

N−i3−i2−2∑
i1=0

3i22i1

= (∓1)
3

3!
N−2∑
i3=0

N−2−i3∑
i2=0

N−2−i3−i2∑
i1=0

4i33i22i1 .

So, we can deduce that
(2.25)

a±j (N + 1) = (∓1)
j
j!

N−j+1∑
ij=0

N−j+1−ij∑
ij−1=0

· · ·
N−j+1−ij−···−i2∑

i1=0

(j + 1)
ij jij−1 · · · 2i1 ,

where 1 ≤ j ≤ N .

Remark. Observe that a±N+1 (N + 1) = (∓1)
N+1

(N + 1)! is the same as the above
expression with j = N + 1. Therefore, by (2.4) and (2.25), we obtain the following
theorem.

Theorem 1. The ordinary differential equations

F (N) =

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a−i−1 (N)F i, (N = 0, 1, 2, . . . ) ,

have a solution F = F (t) = 1

(1+λ)
t
λ−1

, where a−0 (N) = 1,

a−j (N) = j!

N−j∑
ij=0

N−j−ij∑
ij−1=0

· · ·
N−j−ij−···−i2∑

i1=0

(j + 1)
ij jij−1 · · · 2i1 ,

for 1 ≤ j ≤ N .

Theorem 2. The ordinary differential equations

F (N) =

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a+i−1 (N)F i, (N = 0, 1, 2, . . . ) ,
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have a solution F = F (t) = 1

(1+λ)
t
λ+1

, where a+0 (N) = 1,

a+j (N) = (−1)
j
j!

N−j∑
ij=0

N−j−ij∑
ij−1=0

· · ·
N−j−ij−···−i2∑

i1=0

(j + 1)
ij jij−1 · · · 2i1 ,

for 1 ≤ j ≤ N .

Now, we observe that
∞∑
k=0

Ẽk+N (λ)
tk

k!
(2.26)

=

( ∞∑
k=0

Ẽk (λ)
tk

k!

)(N)

= 2

(
1

(1 + λ)
t
λ + 1

)(N)

= 2

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a+i−1 (N)

(
1

(1 + λ)
t
λ + 1

)i

=

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a+i−1 (N) 21−i

(
2

(1 + λ)
t
λ + 1

)i

=
∞∑
k=0

((
− 1

λ
log (1 + λ)

)N N+1∑
i=1

21−ia+i−1 (N) Ẽ(i)k (λ)

)
tk

k!
.

Thus, by comparing the coefficients on both sides of (2.26), we get

(2.27) Ẽk+N (λ) =

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

21−ia+i−1 (N) Ẽ(i)k (λ) ,

for k,N = 0, 1, 2, . . . .
Therefore, by (2.27), we obtain the following theorem.

Theorem 3. For k,N = 0, 1, 2, . . . , we have

Ẽk+N (λ) =

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

21−ia+i−1 (N) Ẽ(i)k (λ) ,

where a+0 (N) = 1,

(2.28) a+j (N) = (−1)
j
j!

N−j∑
ij=0

N−j−ij∑
ij−1=0

· · ·
N−j−ij−···−i2∑

i1=0

(j + 1)
ij jij−1 · · · 2i1 ,

where 1 ≤ j ≤ N .

Corollary 4. ẼN (x) =
(
− 1
λ log (1 + λ)

)N∑N+1
i=1 21−ia+i−1 (N).

Replacing t by t
λ log (1 + λ) in (1.11), we obtain

∞∑
n=0

Ẽ(r)n (λ)
tn

n!
=

(
2

(1 + λ)
t
λ + 1

)r
(2.29)
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=
∞∑
n=0

E(r)
n

(
1
λ log (1 + λ) t

)n
n!

.

Thus, by (2.29), we get

(2.30) Ẽ(r)n (λ) =

(
1

λ
log (1 + λ)

)n
E(r)
n , (n ≥ 0) .

From (2.30), we obtain the following corollary.

Corollary 5. For k,N = 0, 1, 2, . . . , we have

Ek+N = (−1)
N
N+1∑
i=1

21−ia+i−1 (N)E
(i)
k ,

where a+j (N)(0 ≤ j ≤ N) are as in (2.28).

From (1.3), we note that

1

(1 + λ)
t
λ − 1

(2.31)

=
∞∑
k=0

β̃k (λ)
tk−1

k!

=
∞∑
k=1

β̃k (λ)
tk−1

k!
+ β̃0 (λ)

1

t

=
∞∑
k=0

β̃k+1 (λ)
tk

(k + 1)!
+

λ

log (1 + λ)
t−1.

Thus, by (2.31), we get (
1

(1 + λ)
t
λ − 1

)(N)

(2.32)

=

∞∑
k=N

β̃k+1 (λ)
(k)N

(k + 1)!
tk−N

+ (−1)
N
N !

λ

log (1 + λ)
t−N−1.

From (2.32), we note that

tN+1

(
1

(1 + λ)
t
λ − 1

)(N)

(2.33)

=
∞∑
k=N

β̃k+1 (λ)
(k)N

(k + 1)!
tk+1 + (−1)

N
N !

λ

log (1 + λ)

=

∞∑
k=N+1

β̃k (λ) (k − 1)N
tk

k!
+ (−1)

N
N !

λ

log (1 + λ)
.
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On the other hand, by Theorem 1, we get

tN+1

(
1

(1 + λ)
t
λ − 1

)(N)

(2.34)

= tN+1

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a−i−1 (N)

(
1

(1 + λ)
t
λ − 1

)i

=

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a−i−1 (N) tN+1−i

(
t

(1 + λ)
t
λ − 1

)i

=

(
− 1

λ
log (1 + λ)

)N N+1∑
i=1

a−i−1 (N) tN+1−i
∞∑
l=0

β̃
(i)
l (λ)

tl

l!

=

(
− 1

λ
log (1 + λ)

)N N∑
i=0

a−N−i (N)
∞∑
l=0

β̃
(N+1−i)
l (λ)

tl+i

l!

=

(
− 1

λ
log (1 + λ)

)N N∑
i=0

∞∑
l=0

a−N−i (N) β̃
(N+1−i)
l (λ)

tl+i

l!

=

(
− 1

λ
log (1 + λ)

)N N∑
i=0

∞∑
k=i

a−N−i (N) β̃
(N+1−i)
k−i (λ)

tk

(k − i)!

From (2.34), we have

tN+1

(
1

(1 + λ)
t
λ − 1

)(N)

(2.35)

=

(
− 1

λ
log (1 + λ)

)N
×

{
N∑
k=0

k∑
i=0

a−N−i (N) β̃
(N+1−i)
k−i (λ) (k)i

tk

k!

+
∞∑

k=N+1

N∑
i=0

a−N−i (N) β̃
(N+1−i)
k−i (λ) (k)i

tk

k!

}
.

Comparing (2.33) and (2.35), we obtain the following theorem.

Theorem 6. Let N be a positive integer. Then

(i) β̃k (λ) = 1
(k−1)N

(
− 1
λ log (1 + λ)

)N∑N
i=0 a

−
N−i (N) β̃

(N+1−i)
k−i (λ) (k)i, where

k ≥ N + 1, (k)N = k (k − 1) · · · (k −N + 1) for N ≥ 1, and (k)0 = 1.
(ii) For 1 ≤ k ≤ N , we have

k∑
i=0

a−N−i (N) β̃
(N+1−i)
k−i (λ) (k)i = 0,

where a−0 (N) = 1,

(2.36) a−j (N) = j!

N−j∑
ij=0

N−j−ij∑
ij−1=0

· · ·
N−j−ij−···i2∑

i1=0

(j + 1)
ij jij−1 · · · 2i1 ,
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(1 ≤ j ≤ N).

Replacing t by t
λ log (1 + λ) in (1.10), we get

(2.37)

(
t

(1 + λ)
t
λ − 1

)r
=
∞∑
n=0

B(r)
n

(
1

λ
log (1 + λ)

)n−r
tn

n!
.

Thus, from (2.37), we have

(2.38) β̃(r)
n (λ) =

(
1

λ
log (1 + λ)

)n−r
B(r)
n , for n ≥ 0.

From (2.38), we obtain the following corollary.

Corollary 7. Let N be any positive integer. Then

(i) Bk = (−1)N
(k−1)N

∑N
i=0 a

−
N−i (N)B

(N+1−i)
k−i (k)i, for k ≥ N + 1,

(ii)
∑k
i=0 a

−
N−i (N)B

(N+1−i)
k−i (k)i = 0, for 1 ≤ k ≤ N , where a−j (N) (0 ≤ j ≤ N)

are as in (2.36).
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ADDITIVE-QUADRATIC ρ-FUNCTIONAL INEQUALITIES IN BANACH

SPACES

SUNGSIK YUN1, JUNG RYE LEE2∗, CHOONKIL PARK3∗, AND DONG YUN SHIN4∗

Abstract. Let

M1f(x, y) : =
3

4
f(x+ y)− 1

4
f(−x− y)

+
1

4
f(x− y) +

1

4
f(y − x)− f(x)− f(y),

M2f(x, y) := 2f
(
x+ y

2

)
+ f

(
x− y

2

)
+ f

(
y − x

2

)
− f(x)− f(y).

We solve the additive-quadratic ρ-functional inequalities

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖, (0.1)

where ρ is a fixed complex number with |ρ| < 1
2

and

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖, (0.2)

where ρ is a fixed complex number with |ρ| < 1.
Using the direct method, we prove the Hyers-Ulam stability of the additive-quadratic

ρ-functional inequalities (0.1) and (0.2) in complex Banach spaces.

1. Introduction and preliminaries

The stability problem of functional equations originated from a question of Ulam [23]
concerning the stability of group homomorphisms.

The functional equation f(x+y) = f(x)+f(y) is called the Cauchy equation. In particular,
every solution of the Cauchy equation is said to be an additive mapping. Hyers [9] gave a
first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem
was generalized by Aoki [2] for additive mappings and by Rassias [15] for linear mappings by
considering an unbounded Cauchy difference. A generalization of the Rassias theorem was
obtained by Găvruta [8] by replacing the unbounded Cauchy difference by a general control
function in the spirit of Rassias’ approach.

The functional equation f(x+y)+f(x−y) = 2f(x)+2f(y) is called the quadratic functional
equation. In particular, every solution of the quadratic functional equation is said to be a
quadratic mapping. The stability of quadratic functional equation was proved by Skof [22]
for mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach space. Cholewa
[5] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced by an
Abelian group. The stability problems of various functional equations have been extensively
investigated by a number of authors (see [1, 3, 4, 6, 7, 10, 13, 14, 16, 17, 18, 19, 20, 21, 24, 25]).

In Section 2, we solve the additive-quadratic ρ-functional inequality (0.1) and prove the
Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (0.1) in Banach spaces.

2010 Mathematics Subject Classification. Primary 39B62, 39B52.
Key words and phrases. Hyers-Ulam stability; additive-quadratic ρ-functional inequality; Banach space.

∗Corresponding authors.
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In Section 3, we solve the additive-quadratic ρ-functional inequality (0.2) and prove the
Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (0.2) in Banach spaces.

In this paper, assume that X is a complex normed space and that Y is a complex Banach
space.

2. Additive-quadratic ρ-functional inequality (0.1) in Banach spaces

Throughout this section, assume that ρ is a complex number with |ρ| < 1
2 .

We solve and investigate the additive-quadratic ρ-functional inequality (0.1) in normed
spaces.

Lemma 2.1.
(i) If a mapping f : X → Y satisfies M1f(x, y) = 0, then f = fo + fe, where fo(x) :=
f(x)−f(−x)

2 is the Cauchy additive mapping and fe(x) := f(x)+f(−x)
2 is the quadratic mapping.

(ii) If a mapping f : X → Y satisfies M2f(x, y) = 0, then f = fo + fe, where fo(x) :=
f(x)−f(−x)

2 is the Cauchy additive mapping and fe(x) := f(x)+f(−x)
2 is the quadratic mapping.

Proof. (i)

M1fo(x, y) = fo(x+ y)− fo(x)− fo(y) = 0

for all x, y ∈ X. So fo is the Cauchy additive mapping.

M1fe(x, y) =
1

2
fe(x+ y) +

1

2
fe(x− y)− fe(x)− fe(y) = 0

for all x, y ∈ X. So fo is the quadratic mapping.
(ii)

M2fo(x, y) = 2fo

(
x+ y

2

)
− fo(x)− fo(y) = 0

for all x, y ∈ X. Since M2f(0, 0) = 0, f(0) = 0 and fo is the Cauchy additive mapping.

M2fe(x, y) = 2fe

(
x+ y

2

)
+ 2fe

(
x− y

2

)
− fe(x)− fe(y) = 0

for all x, y ∈ X. Since M2f(0, 0) = 0, f(0) = 0 and fe is the quadratic mapping.
Therefore, the mapping f : X → Y is the sum of the Cauchy additive mapping and the

quadratic mapping. �

Lemma 2.2.
(i) If an odd mapping f : X → Y satisfies

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖ (2.1)

for all x, y ∈ X, then f : X → Y is additive.
(ii) If an even mapping f : X → Y satisfies (2.1), then f : X → Y is quadratic.

Proof. (i) Assume that f : X → Y satisfies (2.1).
Since f is an odd mapping, f(0) = 0.
Letting y = x in (2.1), we get

‖f(2x)− 2f(x)‖ ≤ 0

and so f(2x) = 2f(x) for all x ∈ X. Thus

f

(
x

2

)
=

1

2
f(x) (2.2)
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for all x ∈ X.
It follows from (2.1) and (2.2) that

‖f(x+ y)− f(x)− f(y)‖ ≤
∥∥∥∥ρ(2f

(
x+ y

2

)
− f(x)− f(y)

)∥∥∥∥
= |ρ|‖f(x+ y)− f(x)− f(y)‖

and so

f(x+ y) = f(x) + f(y)

for all x, y ∈ X.
(ii) Assume that f : X → Y satisfies (2.1).
Letting x = y = 0 in (2.1), we get

‖f(0)‖ ≤ ‖2ρf(0)‖.
So f(0) = 0.

Letting y = x in (2.1), we get

‖1

2
f(2x)− 2f(x)‖ ≤ 0

and so f(2x) = 4f(x) for all x ∈ X. Thus

f

(
x

2

)
=

1

4
f(x) (2.3)

for all x ∈ X.
It follows from (2.1) and (2.3) that∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
≤
∥∥∥∥ρ(2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)∥∥∥∥
= |ρ|

∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
and so

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

for all x, y ∈ X. �

We prove the Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (2.1)
in complex Banach spaces for an odd mapping case.

Theorem 2.3. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an odd mapping
such that

Ψ(x, y) : =
∞∑
j=1

2jϕ

(
x

2j
,
y

2j

)
<∞, (2.4)

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖+ ϕ(x, y) (2.5)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 1

2
Ψ(x, x) (2.6)

for all x ∈ X.
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Proof. Letting y = x in (2.5), we get

‖f(2x)− 2f(x)‖ ≤ ϕ(x, x) (2.7)

for all x ∈ X. So ∥∥∥∥f(x)− 2f

(
x

2

)∥∥∥∥ ≤ ϕ(x2 , x2
)

for all x ∈ X. Hence∥∥∥∥2lf ( x2l
)
− 2mf

(
x

2m

)∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥2jf ( x2j
)
− 2j+1f

(
x

2j+1

)∥∥∥∥
≤

m−1∑
j=l

2jϕ

(
x

2j+1
,
x

2j+1

)
(2.8)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (2.8) that
the sequence {2kf( x

2k
)} is Cauchy for all x ∈ X. Since Y is a Banach space, the sequence

{2kf( x
2k

)} converges. So one can define the mapping A : X → Y by

A(x) := lim
k→∞

2kf

(
x

2k

)
for all x ∈ X. Since f is an odd mapping, A is an odd mapping. Moreover, letting l = 0 and
passing the limit m→∞ in (2.8), we get (2.6).

It follows from (2.4) and (2.5) that

‖A(x+ y)−A(x)−A(y)‖ = lim
n→∞

∥∥∥∥2n (f (x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥
≤ lim

n→∞

∥∥∥∥2nρ(2f

(
x+ y

2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥
+ lim

n→∞
2nϕ

(
x

2n
,
y

2n

)
=

∥∥∥∥ρ(2A

(
x+ y

2

)
−A(x)−A(y)

)∥∥∥∥
for all x, y ∈ X. So

‖A(x+ y)−A(x)−A(y)‖ ≤
∥∥∥∥ρ(2A

(
x+ y

2

)
−A(x)−A(y)

)∥∥∥∥
for all x, y ∈ X. By Lemma 2.2, the mapping A : X → Y is additive.

Now, let T : X → Y be another additive mapping satisfying (2.6). Then we have

‖A(x)− T (x)‖ =

∥∥∥∥2qA( x2q
)
− 2qT

(
x

2q

)∥∥∥∥
≤
∥∥∥∥2qA( x2q

)
− 2qf

(
x

2q

)∥∥∥∥+

∥∥∥∥2qT ( x2q
)
− 2qf

(
x

2q

)∥∥∥∥
≤ 2qΨ

(
x

2q
,
x

2q

)
,

which tends to zero as q → ∞ for all x ∈ X. So we can conclude that A(x) = T (x) for all
x ∈ X. This proves the uniqueness of A, as desired. �
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Corollary 2.4. Let r > 1 and θ be nonnegative real numbers, and let f : X → Y be an odd
mapping such that

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖+ θ(‖x‖r + ‖y‖r) (2.9)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2θ

2r − 2
‖x‖r

for all x ∈ X.

Theorem 2.5. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an odd mapping
satisfying (2.5) and

Ψ(x, y) :=
∞∑
j=0

1

2j
ϕ(2jx, 2jy) <∞ (2.10)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 1

2
Ψ(x, x) (2.11)

for all x ∈ X.

Proof. It follows from (2.7) that∥∥∥∥f(x)− 1

2
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(x, x)

for all x ∈ X. Hence∥∥∥∥ 1

2l
f(2lx)− 1

2m
f(2mx)

∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥ 1

2j
f
(
2jx

)
− 1

2j+1
f
(
2j+1x

)∥∥∥∥
≤

m−1∑
j=l

1

2j+1
ϕ(2jx, 2jx) (2.12)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (2.12) that the
sequence { 1

2n f(2nx)} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence

{ 1
2n f(2nx)} converges. So one can define the mapping A : X → Y by

A(x) := lim
n→∞

1

2n
f(2nx)

for all x ∈ X. Moreover, letting l = 0 and passing the limit m→∞ in (2.12), we get (2.11).
The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 2.6. Let r < 1 and θ be nonnegative real numbers, and let f : X → Y be an odd
mapping satisfying (2.9). Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2θ

2− 2r
‖x‖r (2.13)

for all x ∈ X.

Now, we prove the Hyers-Ulam stability of the additive-quadratic ρ-functional inequality
(2.1) in complex Banach spaces for an even mapping case.
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Theorem 2.7. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an even mapping
satisfying f(0) = 0, (2.5) and

Ψ(x, y) : =
∞∑
j=1

4jϕ

(
x

2j
,
y

2j

)
<∞ (2.14)

for all x, y ∈ X. Then there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 1

2
Ψ(x, x) (2.15)

for all x ∈ X.

Proof. Letting y = x in (2.5), we get∥∥∥∥1

2
f(2x)− 2f(x)

∥∥∥∥ ≤ ϕ(x, x) (2.16)

for all x ∈ X. So ∥∥∥∥f(x)− 4f

(
x

2

)∥∥∥∥ ≤ 2ϕ

(
x

2
,
x

2

)
for all x ∈ X. Hence∥∥∥∥4lf ( x2l

)
− 4mf

(
x

2m

)∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥4jf ( x2j
)
− 4j+1f

(
x

2j+1

)∥∥∥∥
≤

m−1∑
j=l

4j+1

2
ϕ

(
x

2j+1
,
x

2j+1

)
(2.17)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (2.17) that
the sequence {4kf( x

2k
)} is Cauchy for all x ∈ X. Since Y is a Banach space, the sequence

{4kf( x
2k

)} converges. So one can define the mapping Q : X → Y by

Q(x) := lim
k→∞

4kf

(
x

2k

)
for all x ∈ X. Since f is an even mapping, Q is an even mapping. Moreover, letting l = 0
and passing the limit m→∞ in (2.17), we get (2.15).

It follows from (2.5) and (2.14) that∥∥∥∥1

2
Q

(
x+ y

2

)
+

1

2
Q

(
x− y

2

)
−Q(x)−Q(y)

∥∥∥∥
= lim

n→∞

∥∥∥∥4n (1

2
f

(
x+ y

2n

)
+

1

2
f

(
x− y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥
≤ lim

n→∞

∥∥∥∥4nρ(2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥+ lim
n→∞

4nϕ

(
x

2n
,
y

2n

)
=

∥∥∥∥ρ(2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)∥∥∥∥
for all x, y ∈ X. So ∥∥∥∥1

2
Q

(
x+ y

2

)
+

1

2
Q

(
x− y

2

)
−Q(x)−Q(y)

∥∥∥∥
≤
∥∥∥∥ρ(2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)∥∥∥∥
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for all x, y ∈ X. By Lemma 2.2, the mapping Q : X → Y is quadratic.
Now, let T : X → Y be another quadratic mapping satisfying (2.15). Then we have

‖Q(x)− T (x)‖ =

∥∥∥∥4qQ( x2q
)
− 4qT

(
x

2q

)∥∥∥∥
≤
∥∥∥∥4qQ( x2q

)
− 4qf

(
x

2q

)∥∥∥∥+

∥∥∥∥4qT ( x2q
)
− 4qf

(
x

2q

)∥∥∥∥
≤ 4qΨ

(
x

2q
,
x

2q

)
,

which tends to zero as q → ∞ for all x ∈ X. So we can conclude that Q(x) = T (x) for all
x ∈ X. This proves the uniqueness of Q, as desired. �

Corollary 2.8. Let r > 2 and θ be nonnegative real numbers, and let f : X → Y be an
even mapping satisfying f(0) = 0 and (2.9). Then there exists a unique quadratic mapping
Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 4θ

2r − 4
‖x‖r

for all x ∈ X.

Theorem 2.9. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an even mapping
satisfying f(0) = 0, (2.5) and

Ψ(x, y) :=
∞∑
j=0

1

4j
ϕ(2jx, 2jy) <∞ (2.18)

for all x, y ∈ X. Then there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 1

2
Ψ(x, x) (2.19)

for all x ∈ X.

Proof. It follows from (2.16) that∥∥∥∥f(x)− 1

4
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(x, x)

for all x ∈ X. Hence∥∥∥∥ 1

4l
f(2lx)− 1

4m
f(2mx)

∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥ 1

4j
f
(
2jx

)
− 1

4j+1
f
(
2j+1x

)∥∥∥∥
≤

m−1∑
j=l

1

2 · 4j
ϕ(2jx, 2jx) (2.20)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (2.20) that the
sequence { 1

4n f(2nx)} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence

{ 1
4n f(2nx)} converges. So one can define the mapping Q : X → Y by

Q(x) := lim
n→∞

1

4n
f(2nx)

for all x ∈ X. Moreover, letting l = 0 and passing the limit m→∞ in (2.20), we get (2.19).
The rest of the proof is similar to the proof of Theorem 2.7. �
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Corollary 2.10. Let r < 2 and θ be nonnegative real numbers, and let f : X → Y be an
even mapping satisfying f(0) = 0 and (2.9). Then there exists a unique quadratic mapping
Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 4θ

4− 2r
‖x‖r (2.21)

for all x ∈ X.

Remark 2.11. If ρ is a real number such that −1
2 < ρ < 1

2 and Y is a real Banach space,
then all the assertions in this section remain valid.

3. Additive-quadratic ρ-functional inequality (0.2) in complex Banach spaces

Throughout this section, assume that ρ is a complex number with |ρ| < 1.
We solve and investigate the additive-quadratic ρ-functional inequality (0.2) in complex

normed spaces.

Lemma 3.1.
(i) If an odd mapping f : X → Y satisfies

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖ (3.1)

for all x, y ∈ X, then f : X → Y is additive.
(ii) If an even mapping f : X → Y satisfies f(0) = 0 and (3.1), then f : X → Y is quadratic.

Proof. (i) Assume that f : X → Y satisfies (3.1).
Letting y = 0 in (3.1), we get ∥∥∥∥2f (x2

)
− f(x)

∥∥∥∥ ≤ 0 (3.2)

and so f
(
x
2

)
= 1

2f(x) for all x ∈ X.
It follows from (3.1) and (3.2) that

‖f(x+ y)− f(x)− f(y)‖ =

∥∥∥∥2f (x+ y

2

)
− f(x)− f(y)

∥∥∥∥
≤ |ρ|‖f(x+ y)− f(x)− f(y)‖

and so

f(x+ y) = f(x) + f(y)

for all x, y ∈ X.
(ii) Assume that f : X → Y satisfies (3.1).
Letting y = 0 in (3.1), we get ∥∥∥∥4f (x2

)
− f(x)

∥∥∥∥ ≤ 0 (3.3)

and so f
(
x
2

)
= 1

4f(x) for all x ∈ X.
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It follows from (3.1) and (3.3) that∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
=

∥∥∥∥2f (x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

∥∥∥∥
≤ |ρ|

∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
and so

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

for all x, y ∈ X. �

We prove the Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (3.1)
in complex Banach spaces for an odd mapping case.

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an odd mapping
satisfying

Ψ(x, y) : =
∞∑
j=0

2jϕ

(
x

2j
,
y

2j

)
<∞,

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖+ ϕ(x, y) (3.4)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ Ψ(x, 0) (3.5)

for all x ∈ X.

Proof. Letting y = 0 in (3.4), we get∥∥∥∥f(x)− 2f

(
x

2

)∥∥∥∥ =

∥∥∥∥2f (x2
)
− f(x)

∥∥∥∥ ≤ ϕ(x, 0) (3.6)

for all x ∈ X. So∥∥∥∥2lf ( x2l
)
− 2mf

(
x

2m

)∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥2jf ( x2j
)
− 2j+1f

(
x

2j+1

)∥∥∥∥
≤

m−1∑
j=l

2jϕ

(
x

2j
, 0

)
(3.7)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (3.7) that
the sequence {2kf( x

2k
)} is Cauchy for all x ∈ X. Since Y is a Banach space, the sequence

{2kf( x
2k

)} converges. So one can define the mapping A : X → Y by

A(x) := lim
k→∞

2kf

(
x

2k

)
for all x ∈ X. Since f is an odd mapping, A is an odd mapping. Moreover, letting l = 0 and
passing the limit m→∞ in (3.7), we get (3.5).

The rest of the proof is similar to the proof of Theorem 2.3. �
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Corollary 3.3. Let r > 1 and θ be nonnegative real numbers, and let f : X → Y be an odd
mapping satisfying

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖+ θ(‖x‖r + ‖y‖r) (3.8)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2rθ

2r − 2
‖x‖r

for all x ∈ X.

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an odd mapping
satisfying (3.4) and

Ψ(x, y) :=
∞∑
j=1

1

2j
ϕ(2jx, 2jy) <∞

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ Ψ(x, 0) (3.9)

for all x ∈ X.

Proof. It follows from (3.6) that∥∥∥∥f(x)− 1

2
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(2x, 0)

for all x ∈ X. Hence∥∥∥∥ 1

2l
f(2lx)− 1

2m
f(2mx)

∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥ 1

2j
f
(
2jx

)
− 1

2j+1
f
(
2j+1x

)∥∥∥∥
≤

m∑
j=l+1

1

2j
ϕ(2jx, 0) (3.10)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (3.10) that the
sequence { 1

2n f(2nx)} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence

{ 1
2n f(2nx)} converges. So one can define the mapping A : X → Y by

A(x) := lim
n→∞

1

2n
f(2nx)

for all x ∈ X. Moreover, letting l = 0 and passing the limit m→∞ in (3.10), we get (3.9).
The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 3.5. Let r < 1 and θ be positive real numbers, and let f : X → Y be an odd
mapping satisfying (3.8). Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2rθ

2− 2r
‖x‖r

for all x ∈ X.

Now, we prove the Hyers-Ulam stability of the additive-quadratic ρ-functional inequality
(3.1) in complex Banach spaces for an even mapping case.
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Theorem 3.6. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an even mapping
satisfying f(0) = 0, (3.4) and

Ψ(x, y) : =
∞∑
j=0

4jϕ

(
x

2j
,
y

2j

)
<∞

for all x, y ∈ X. Then there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ Ψ(x, 0) (3.11)

for all x ∈ X.

Proof. Letting y = 0 in (3.4), we get∥∥∥∥f(x)− 4f

(
x

2

)∥∥∥∥ =

∥∥∥∥4f (x2
)
− f(x)

∥∥∥∥ ≤ ϕ(x, 0) (3.12)

for all x ∈ X. So∥∥∥∥4lf ( x2l
)
− 4mf

(
x

2m

)∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥4jf ( x2j
)
− 4j+1f

(
x

2j+1

)∥∥∥∥
≤

m−1∑
j=l

4jϕ

(
x

2j
, 0

)
(3.13)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (3.13) that
the sequence {4kf( x

2k
)} is Cauchy for all x ∈ X. Since Y is a Banach space, the sequence

{4kf( x
2k

)} converges. So one can define the mapping Q : X → Y by

Q(x) := lim
k→∞

4kf

(
x

2k

)
for all x ∈ X. Since f is an even mapping, Q is an even mapping. Moreover, letting l = 0
and passing the limit m→∞ in (3.13), we get (3.11).

The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 3.7. Let r > 2 and θ be nonnegative real numbers, and let f : X → Y be an
even mapping satisfying f(0) = 0 and (3.8). Then there exists a unique quadratic mapping
Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 2rθ

2r − 4
‖x‖r

for all x ∈ X.

Theorem 3.8. Let ϕ : X2 → [0,∞) be a function and let f : X → Y be an even mapping
satisfying f(0) = 0, (3.4) and

Ψ(x, y) :=
∞∑
j=1

1

4j
ϕ(2jx, 2jy) <∞

for all x, y ∈ X. Then there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ Ψ(x, 0) (3.14)

for all x ∈ X.
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Proof. It follows from (3.12) that∥∥∥∥f(x)− 1

4
f(2x)

∥∥∥∥ ≤ 1

4
ϕ(2x, 0)

for all x ∈ X. Hence∥∥∥∥ 1

4l
f(2lx)− 1

4m
f(2mx)

∥∥∥∥ ≤ m−1∑
j=l

∥∥∥∥ 1

4j
f
(
2jx

)
− 1

4j+1
f
(
2j+1x

)∥∥∥∥
≤

m∑
j=l+1

1

4j
ϕ(2jx, 0) (3.15)

for all nonnegative integers m and l with m > l and all x ∈ X. It follows from (3.15) that the
sequence { 1

4n f(2nx)} is a Cauchy sequence for all x ∈ X. Since Y is complete, the sequence

{ 1
4n f(2nx)} converges. So one can define the mapping Q : X → Y by

Q(x) := lim
n→∞

1

4n
f(2nx)

for all x ∈ X. Moreover, letting l = 0 and passing the limit m→∞ in (3.15), we get (3.14).
The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 3.9. Let r < 2 and θ be positive real numbers, and let f : X → Y be an even
mapping satisfying f(0) = 0, (3.8). Then there exists a unique quadratic mapping Q : X → Y
such that

‖f(x)−Q(x)‖ ≤ 2rθ

4− 2r
‖x‖r

for all x ∈ X.

Remark 3.10. If ρ is a real number such that −1 < ρ < 1 and Y is a real Banach space,
then all the assertions in this section remain valid.
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STABILITY OF ADDITIVE-QUADRATIC ρ-FUNCTIONAL

INEQUALITIES IN BANACH SPACES

CHOONKIL PARK1, JUNG RYE LEE2∗, AND SUNG JIN LEE3∗

Abstract. Let

M1f(x, y) : =
3

4
f(x+ y)− 1

4
f(−x− y)

+
1

4
f(x− y) +

1

4
f(y − x)− f(x)− f(y),

M2f(x, y) := 2f
(
x+ y

2

)
+ f

(
x− y

2

)
+ f

(
y − x

2

)
− f(x)− f(y).

We solve the additive-quadratic ρ-functional inequalities

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖, (0.1)

where ρ is a fixed complex number with |ρ| < 1
2

and

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖, (0.2)

where ρ is a fixed complex number with |ρ| < 1.
Using the fixed point method, we prove the Hyers-Ulam stability of the additive-quadratic

ρ-functional inequalities (0.1) and (0.2) in complex Banach spaces.

1. Introduction and preliminaries

The stability problem of functional equations originated from a question of Ulam [31]

concerning the stability of group homomorphisms.

The functional equation f(x+y) = f(x)+f(y) is called the Cauchy equation. In particular,

every solution of the Cauchy equation is said to be an additive mapping. Hyers [12] gave a

first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem

was generalized by Aoki [2] for additive mappings and by Rassias [23] for linear mappings

by considering an unbounded Cauchy difference. A generalization of the Rassias theorem

was obtained by Găvruta [11] by replacing the unbounded Cauchy difference by a general

control function in the spirit of Rassias’ approach.

The functional equation f(x + y) + f(x − y) = 2f(x) + 2f(y) is called the quadratic

functional equation. In particular, every solution of the quadratic functional equation is

said to be a quadratic mapping. The stability of quadratic functional equation was proved

by Skof [30] for mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach

space. Cholewa [8] noticed that the theorem of Skof is still true if the relevant domain E1 is

replaced by an Abelian group. The stability problems of various functional equations have

2010 Mathematics Subject Classification. Primary 39B62, 47H10, 39B52.
Key words and phrases. Hyers-Ulam stability; additive-quadratic ρ-functional inequality; fixed point; Ba-

nach space.
∗Corresponding authors.
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been extensively investigated by a number of authors (see [1, 3, 7, 10, 17, 18, 19, 20, 21, 24,

25, 26, 27, 28, 29, 32, 33]).

We recall a fundamental result in fixed point theory.

Theorem 1.1. [4, 9] Let (X, d) be a complete generalized metric space and let J : X → X

be a strictly contractive mapping with Lipschitz constant α < 1. Then for each given element

x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;

(2) the sequence {Jnx} converges to a fixed point y∗ of J ;

(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−αd(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [13] were the first to provide applications of stability

theory of functional equations for the proof of new fixed point theorems with applications.

By using fixed point methods, the stability problems of several functional equations have

been extensively investigated by a number of authors (see [5, 6, 15, 16, 22]).

In Section 2, we solve the additive-quadratic ρ-functional inequality (0.1) and prove the

Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (0.1) in Banach spaces

by using the fixed point method.

In Section 3, we solve the additive-quadratic ρ-functional inequality (0.2) and prove the

Hyers-Ulam stability of the additive-quadratic ρ-functional inequality (0.2) in Banach spaces

by using the fixed point method.

In this paper, assume that X is a complex normed space and that Y is a complex Banach

space.

2. Additive-quadratic ρ-functional inequality (0.1) in Banach spaces

Throughout this section, assume that ρ is a complex number with |ρ| < 1
2 .

We solve and investigate the additive-quadratic ρ-functional inequality (0.1) in complex

normed spaces.

Lemma 2.1.

(i) If a mapping f : X → Y satisfies M1f(x, y) = 0, then f = fo + fe, where fo(x) :=
f(x)−f(−x)

2 is the Cauchy additive mapping and fe(x) := f(x)+f(−x)
2 is the quadratic mapping.

(ii) If a mapping f : X → Y satisfies M2f(x, y) = 0, then f = fo + fe, where fo(x) :=
f(x)−f(−x)

2 is the Cauchy additive mapping and fe(x) := f(x)+f(−x)
2 is the quadratic mapping.

Proof. (i)

M1fo(x, y) = fo(x+ y)− fo(x)− fo(y) = 0

for all x, y ∈ X. So fo is the Cauchy additive mapping.

M1fe(x, y) =
1

2
fe(x+ y) +

1

2
fe(x− y)− fe(x)− fe(y) = 0

for all x, y ∈ X. So fo is the quadratic mapping.
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(ii)

M2fo(x, y) = 2fo

(
x+ y

2

)
− fo(x)− fo(y) = 0

for all x, y ∈ X. Since M2f(0, 0) = 0, f(0) = 0 and fo is the Cauchy additive mapping.

M2fe(x, y) = 2fe

(
x+ y

2

)
+ 2fe

(
x− y

2

)
− fe(x)− fe(y) = 0

for all x, y ∈ X. Since M2f(0, 0) = 0, f(0) = 0 and fe is the quadratic mapping.

Therefore, the mapping f : X → Y is the sum of the Cauchy additive mapping and the

quadratic mapping. �

Lemma 2.2.

(i) If an odd mapping f : X → Y satisfies

‖M1f(x, y)‖ ≤ ‖ρM2f(x, y)‖ (2.1)

for all x, y ∈ X, then f : X → Y is additive.

(ii) If an even mapping f : X → Y satisfies (2.1), then f : X → Y is quadratic.

Proof. (i) Assume that f : X → Y satisfies (2.1).

Since f is an odd mapping, f(0) = 0.

Letting y = x in (2.1), we get ‖f(2x) − 2f(x)‖ ≤ 0 and so f(2x) = 2f(x) for all x ∈ X.

Thus

f

(
x

2

)
=

1

2
f(x) (2.2)

for all x ∈ X.

It follows from (2.1) and (2.2) that

‖f(x+ y)− f(x)− f(y)‖ ≤
∥∥∥∥ρ(2f

(
x+ y

2

)
− f(x)− f(y)

)∥∥∥∥
= |ρ|‖f(x+ y)− f(x)− f(y)‖

and so

f(x+ y) = f(x) + f(y)

for all x, y ∈ X.

(ii) Assume that f : X → Y satisfies (2.1).

Letting x = y = 0 in (2.1), we get ‖f(0)‖ ≤ ‖2ρf(0)‖. So f(0) = 0.

Letting y = x in (2.1), we get ‖12f(2x)− 2f(x)‖ ≤ 0 and so f(2x) = 4f(x) for all x ∈ X.

Thus

f

(
x

2

)
=

1

4
f(x) (2.3)

for all x ∈ X.
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It follows from (2.1) and (2.3) that∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
≤

∥∥∥∥ρ(2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)∥∥∥∥
= |ρ|

∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
and so

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

for all x, y ∈ X. �

Using the fixed point method, we prove the Hyers-Ulam stability of the additive-quadratic

ρ-functional inequality (2.1) in complex Banach spaces.

Theorem 2.3. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ

(
x

2
,
y

2

)
≤ L

2
ϕ (x, y) (2.4)

for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying

‖M1f(x, y)− ρM2f(x, y)‖ ≤ ϕ(x, y) (2.5)

for all x, y, z ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ L

2(1− L)
ϕ (x, x) (2.6)

for all x ∈ X.

Proof. Letting y = x in (2.5), we get

‖f(2x)− 2f(x)‖ ≤ ϕ(x, x) (2.7)

for all x ∈ X.

Consider the set

S := {h : X → Y, h(0) = 0}

and introduce the generalized metric on S:

d(g, h) = inf {µ ∈ R+ : ‖g(x)− h(x)‖ ≤ µϕ (x, x) , ∀x ∈ X} ,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [14]).

Now we consider the linear mapping J : S → S such that

Jg(x) := 2g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

‖g(x)− h(x)‖ ≤ εϕ (x, x)
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for all x ∈ X. Hence

‖Jg(x)− Jh(x)‖ =

∥∥∥∥2g

(
x

2

)
− 2h

(
x

2

)∥∥∥∥ ≤ 2εϕ

(
x

2
,
x

2

)
≤ 2ε

L

2
ϕ (x, x) = Lεϕ (x, x)

for all x ∈ X. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.

It follows from (2.7) that∥∥∥∥f(x)− 2f

(
x

2

)∥∥∥∥ ≤ ϕ(
x

2
,
x

2

)
≤ L

2
ϕ(x, x)

for all x ∈ X. So d(f, Jf) ≤ L
2 .

By Theorem 1.1, there exists a mapping A : X → Y satisfying the following:

(1) A is a fixed point of J , i.e.,

A (x) = 2A

(
x

2

)
(2.8)

for all x ∈ X. The mapping A is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that A is a unique mapping satisfying (2.8) such that there exists a µ ∈ (0,∞)

satisfying

‖f(x)−A(x)‖ ≤ µϕ (x, x)

for all x ∈ X;

(2) d(J lf,A)→ 0 as l→∞. This implies the equality

lim
l→∞

2nf

(
x

2n

)
= A(x)

for all x ∈ X;

(3) d(f,A) ≤ 1
1−Ld(f, Jf), which implies

‖f(x)−A(x)‖ ≤ L

2(1− L)
ϕ (x, x)

for all x ∈ X.

It follows from (2.4) and (2.5) that∥∥∥∥A(x+ y)−A(x)−A(y)− ρ
(

2A

(
x+ y

2

)
−A(x)−A(y)

)∥∥∥∥
= lim

n→∞

∥∥∥∥2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
−2nρ

(
2f

(
x+ y

2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥
≤ lim

n→∞
2nϕ

(
x

2n
,
y

2n

)
= 0
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for all x, y ∈ X. So

A(x+ y)−A(x)−A(y) = ρ

(
2A

(
x+ y

2

)
−A(x)−A(y)

)
for all x, y ∈ X. By Lemma 2.2, the mapping A : X → Y is additive. �

Corollary 2.4. Let r > 1 and θ be nonnegative real numbers, and let f : X → Y be an odd

mapping satisfying

‖M1f(x, y)− ρM2f(x, y)‖ ≤ θ(‖x‖r + ‖y‖r) (2.9)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖fo(x)−A(x)‖ ≤ 2θ

2r − 2
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 2.3 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 21−r and we get the desired result. �

Theorem 2.5. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ

(
x

2
,
y

2

)
≤ L

4
ϕ (x, y) (2.10)

for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and (2.5). Then

there exists a unique quadratic mapping Q : X → Y such that

‖fe(x)−Q(x)‖ ≤ L

2(1− L)
ϕ (x, x) (2.11)

for all x ∈ X.

Proof. Letting y = x in (2.5) for fe, we get∥∥∥∥1

2
f(2x)− 2f(x)

∥∥∥∥ ≤ ϕ(x, x) (2.12)

for all x ∈ X.

Let (S, d) be the generalized metric space defined in the proof of Theorem 2.3.

Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

‖g(x)− h(x)‖ ≤ εϕ (x, x)

for all x ∈ X. Hence

‖Jg(x)− Jh(x)‖ =

∥∥∥∥4g

(
x

2

)
− 4h

(
x

2

)∥∥∥∥ ≤ 4εϕ

(
x

2
,
x

2

)
≤ 4ε

L

4
ϕ (x, x) = Lεϕ (x, x)

for all x ∈ X. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)
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for all g, h ∈ S.

It follows from (2.12) that∥∥∥∥f(x)− 4f

(
x

2

)∥∥∥∥ ≤ 2ϕ

(
x

2
,
x

2

)
≤ L

2
ϕ(x, x)

for all x ∈ X. So d(f, Jf) ≤ L
2 .

By Theorem 1.1, there exists a mapping Q : X → Y satisfying the following:

(1) Q is a fixed point of J , i.e.,

Q (x) = 4Q

(
x

2

)
(2.13)

for all x ∈ X. The mapping Q is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that Q is a unique mapping satisfying (2.13) such that there exists a µ ∈ (0,∞)

satisfying

‖f(x)−Q(x)‖ ≤ µϕ (x, x)

for all x ∈ X;

(2) d(J lf,Q)→ 0 as l→∞. This implies the equality

lim
l→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;

(3) d(f,Q) ≤ 1
1−Ld(f, Jf), which implies

‖f(x)−Q(x)‖ ≤ L

2(1− L)
ϕ (x, x)

for all x ∈ X.

It follows from (2.4) and (2.5) that∥∥∥∥1

2
Q

(
x+ y

2

)
+

1

2
Q

(
x− y

2

)
−Q(x)−Q(y)

− ρ
(

2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)∥∥∥∥
= lim

n→∞

∥∥∥∥4n
(

1

2
f

(
x+ y

2n

)
+

1

2
f

(
x− y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
− 4nρ

(
2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))∥∥∥∥
≤ lim

n→∞
4nϕ

(
x

2n
,
y

2n

)
= 0

for all x, y ∈ X. So

1

2
Q

(
x+ y

2

)
+

1

2
Q

(
x− y

2

)
−Q(x)−Q(y)

= ρ

(
2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)
for all x, y ∈ X. By Lemma 2.2, the mapping Q : X → Y is quadratic. �
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Corollary 2.6. Let r > 2 and θ be nonnegative real numbers, and let f : X → Y be an

even mapping satisfying f(0) = 0 and (2.9). Then there exists a unique quadratic mapping

Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 4θ

2r − 4
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 2.5 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 22−r and we get the desired result. �

Theorem 2.7. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ (x, y) ≤ 2Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying (2.5). Then there exists a

unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 1

2(1− L)
ϕ (x, x)

for all x ∈ X.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.3.

It follows from (2.7) that ∥∥∥∥f(x)− 1

2
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(x, x)

for all x ∈ X.

Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

2
g (2x)

for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 2.8. Let r < 1 and θ be nonnegative real numbers, and let f : X → Y be an odd

mapping satisfying (2.9). Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2θ

2− 2r
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 2.7 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 2r−1 and we get desired result. �

Theorem 2.9. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ (x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and (2.5). Then there

exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 1

2(1− L)
ϕ (x, x)
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for all x ∈ X.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.3.

It follows from (2.12) that ∥∥∥∥f(x)− 1

4
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(x, x)

for all x ∈ X.

Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

4
g (2x)

for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.5. �

Corollary 2.10. Let r < 2 and θ be nonnegative real numbers, and let f : X → Y be an

even mapping satisfying f(0) = 0 and (2.9). Then there exists a unique quadratic mapping

Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 4θ

4− 2r
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 2.9 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 2r−2 and we get desired result. �

Remark 2.11. If ρ is a real number such that −1
2 < ρ < 1

2 and Y is a real Banach space,

then all the assertions in this section remain valid.

3. Additive-quadratic ρ-functional inequality (0.2) in complex Banach spaces

Throughout this section, assume that ρ is a complex number with |ρ| < 1.

We solve and investigate the additive-quadratic ρ-functional inequality (0.2) in complex

normed spaces.

Lemma 3.1.

(i) If an odd mapping f : X → Y satisfies

‖M2f(x, y)‖ ≤ ‖ρM1f(x, y)‖ (3.1)

for all x, y ∈ X, then f : X → Y is additive.

(ii) If an even mapping f : X → Y satisfies f(0) = 0 and (3.1), then f : X → Y is quadratic.

Proof. (i) Assume that f : X → Y satisfies (3.1).

Letting y = 0 in (3.1), we get ∥∥∥∥2f

(
x

2

)
− f(x)

∥∥∥∥ ≤ 0 (3.2)

and so f
(
x
2

)
= 1

2f(x) for all x ∈ X.
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It follows from (3.1) and (3.2) that

‖f(x+ y)− f(x)− f(y)‖ =

∥∥∥∥2f

(
x+ y

2

)
− f(x)− f(y)

∥∥∥∥
≤ |ρ|‖f(x+ y)− f(x)− f(y)‖

and so

f(x+ y) = f(x) + f(y)

for all x, y ∈ X.

(ii) Assume that f : X → Y satisfies (3.1).

Letting y = 0 in (3.1), we get ∥∥∥∥4f

(
x

2

)
− f(x)

∥∥∥∥ ≤ 0 (3.3)

and so f
(
x
2

)
= 1

4f(x) for all x ∈ X.

It follows from (3.1) and (3.3) that∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
=

∥∥∥∥2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

∥∥∥∥
≤ |ρ|

∥∥∥∥1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y)

∥∥∥∥
and so

f(x+ y) + f(x− y) = 2f(x) + 2f(y)

for all x, y ∈ X. �

Using the fixed point method, we prove the Hyers-Ulam stability of the additive-quadratic

ρ-functional equation (3.1) in complex Banach spaces.

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ

(
x

2
,
y

2

)
≤ L

2
ϕ (x, y)

for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying

‖M2f(x, y)− ρM1f(x, y)‖ ≤ ϕ(x, y) (3.4)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y a such that

‖f(x)−A(x)‖ ≤ 1

1− L
ϕ (x, 0)

for all x ∈ X.

Proof. Letting y = 0 in (3.4), we get∥∥∥∥f(x)− 2f

(
x

2

)∥∥∥∥ =

∥∥∥∥2f

(
x

2

)
− f(x)

∥∥∥∥ ≤ ϕ(x, 0) (3.5)

for all x ∈ X.

Consider the set

S := {h : X → Y, h(0) = 0}
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and introduce the generalized metric on S:

d(g, h) = inf {µ ∈ R+ : ‖g(x)− h(x)‖ ≤ µϕ (x, 0) , ∀x ∈ X} ,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [14]).

We consider the linear mapping J : S → S such that

Jg(x) := 2g

(
x

2

)
for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 3.3. Let r > 1 and θ be nonnegative real numbers, and let f : X → Y be an odd

mapping satisfying

‖M2f(x, y)− ρM1f(x, y)‖ ≤ θ(‖x‖r + ‖y‖r) (3.6)

for all x, y ∈ X. Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2rθ

2r − 2
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 21−r and we get desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ

(
x

2
,
y

2

)
≤ L

4
ϕ (x, y)

for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and (3.4). Then

there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 1

1− L
ϕ (x, 0)

for all x ∈ X.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.

Letting y = 0 in (3.4), we get∥∥∥∥f(x)− 4f

(
x

2

)∥∥∥∥ =

∥∥∥∥4f

(
x

2

)
− f(x)

∥∥∥∥ ≤ ϕ(x, 0) (3.7)

for all x ∈ X.

We consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.5. �
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Corollary 3.5. Let r > 2 and θ be nonnegative real numbers, and let f : X → Y be an

even mapping satisfying f(0) = 0 and (3.6). Then there exists a unique quadratic mapping

Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 2rθ

2r − 4
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 22−r and we get desired result. �

Theorem 3.6. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ (x, y) ≤ 2Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying (3.4). Then there exists a

unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ L

1− L
ϕ (x, 0)

for all x ∈ X.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.

It follows from (3.5) that∥∥∥∥f(x)− 1

2
f(2x)

∥∥∥∥ ≤ 1

2
ϕ(2x, 0) ≤ Lϕ(x, 0)

for all x ∈ X.

We consider the linear mapping J : S → S such that

Jg(x) :=
1

2
g (2x)

for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.3. �

Corollary 3.7. Let r < 1 and θ be positive real numbers, and let f : X → Y be an odd

mapping satisfying (3.6). Then there exists a unique additive mapping A : X → Y such that

‖f(x)−A(x)‖ ≤ 2rθ

2− 2r
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 3.6 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 2r−1 and we get desired result. �

Theorem 3.8. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ (x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and (3.4). Then

there exists a unique quadratic mapping Q : X → Y such that

‖f(x)−Q(x)‖ ≤ L

1− L
ϕ (x, 0)
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for all x ∈ X.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.

It follows from (3.7) that∥∥∥∥f(x)− 1

4
f(2x)

∥∥∥∥ ≤ 1

4
ϕ(2x, 0) ≤ Lϕ(x, 0)

for all x ∈ X.

We consider the linear mapping J : S → S such that

Jg(x) :=
1

4
g (2x)

for all x ∈ X.

The rest of the proof is similar to the proof of Theorem 2.5. �

Corollary 3.9. Let r < 2 and θ be positive real numbers, and let f : X → Y be an

even mapping satisfying f(0) = 0 and (3.6). Then there exists a unique quadratic mapping

Q : X → Y such that

‖f(x)−Q(x)‖ ≤ 2rθ

4− 2r
‖x‖r

for all x ∈ X.

Proof. The proof follows from Theorem 3.8 by taking ϕ(x, y) = θ(‖x‖r+‖y‖r) for all x, y ∈ X.

Then we can choose L = 2r−2 and we get desired result. �

Remark 3.10. If ρ is a real number such that −1 < ρ < 1 and Y is a real Banach space,

then all the assertions in this section remain valid.
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ABSTRACT

The main target of our study to cover the solutions behavior of the following di¤erence equation

xn+1 = axn + bxn¡1 +
c + dxn¡2

e + fxn¡2
, n = 0, 1, ...,

where the parameters a, b, c, d, e and f are positive real numbers and the initial conditions x¡2, x¡1 and
x0 are positive real numbers.

Keywords: stability, boundedness, periodicity, global attractor, di¤erence equations.

Mathematics Subject Classi…cation: 39A10

—————————————————

1. INTRODUCTION

Our objective in this research is to study character of global stability and the periodicity of the solutions of the
recursive sequence

xn+1 = axn + bxn¡1 +
c + dxn¡2

e + fxn¡2
, (1)

where the following parameters a, b, c, d, e and f are de…ned as positive real numbers and the initial conditions
x¡2, x¡1 and x0 are also de…ned as positive real numbers.

The theory of discrete dynamical systems and di¤erence equations developed greatly during the last twenty-
…ve years of the twentieth century. Applications of discrete dynamical systems and di¤erence equations have
appeared recently in many areas. The theory of di¤erence equations occupies a central position in applicable
analysis. There is no doubt that the theory of di¤erence equations will continue to play an important role in
mathematics as a whole. Nonlinear di¤erence equations of order greater than one are of paramount importance
in applications. Such equations also appear naturally as discrete analogues and as numerical solutions of di¤er-
ential and delay di¤erential equations which model various diverse phenomena in biology, ecology, physiology,
physics, engineering, economics, probability theory, genetics, psychology and resource management [12]. It is
very interesting to investigate the behavior of solutions of a higher-order rational di¤erence equation and to
discuss the local asymptotic stability of its equilibrium points. Rational di¤erence equations have been studied
by several authors. Especially there has been a great interest in the study of the attractivity of the solutions of
such equations. For more results for the rational di¤erence equations, we refer the interested reader to [1–30].

The study of the nonlinear rational di¤erence equations of a higher order is quite challenging and rewarding,
and the results about these equations o¤er prototypes towards the development of the basic theory of the global
behavior of nonlinear di¤erence equations of a big order, recently, many researchers have investigated the behavior
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of the solution of di¤erence equations for example: Abo-Zeid and Al-Shabi [1] investigated the global stability,
and periodic nature of the positive solutions of the di¤erence equation

xn+1 = A+Bxn

C+Dxnxn¡2
.

Belhannache et al. [5] studied the global behavior of positive solutions of the following third order di¤erence
equation

xn+1 = A+Bxn¡1

C+Dxp
nxq

n¡2
.

Dehghan and Rastegar [11], deal with the qualitative behavior of solutions of the higher-order non-linear di¤erence
equation

xn+1 = p+qxn+rxn¡k

1+xn¡k
.

Din [14] investigated the local asymptotic stability, global stability, the periodic character, semicycle analysis
and the boundedness nature of the following rational di¤erence equation

xn+1 = A+Bxn+Cxn¡k

1+xn+xn¡k
.

In [16] Elabbasy et al. investigated the global stability character, boundedness and the periodicity of solutions
of the di¤erence equation

xn+1 = αxn+βxn¡1+γxn¡2

Axn+Bxn¡1+Cxn¡2
.

Elsayed [22] investigated the local and global stability, boundedness character and obtained the solution of some
special cases of the following recursive sequence

xn+1 = axn¡1 + bxnxn¡1

cxn+dxn¡2
.

A. El-Moneam, and Zayed [20]-[21] studied the periodicity, the boundedness and the global stability of the
positive solutions of the following nonlinear di¤erence equations

xn+1 = Axn + Bxn¡k + Cxn¡l + bxn¡k

dxn¡k¡exn¡l
.

xn+1 = Axn + Bxn¡k + Cxn¡l + +Dxn¡σ + bxn¡k+hxn¡l

dxn¡k+exn¡l
.

Su and Li [52] studied the global asymptotic stability of the nonlinear di¤erence equation

xn+1 = α+βxn

A+Bxn+Cxn¡1
.

Yalç¬nkaya et al. [54] considered the dynamics of the di¤erence equation

xn+1 = axn¡k

b+cxp
n
.

For some related work see [31–57].

2. SOME BASIC PROPERTIES AND DEFINITIONS

Here, we recall some basic de…nitions and some theorems that we need in the sequel.

Let I be some interval of real numbers and let F : Ik+1 ! I, be a continuously di¤erentiable function. Then
for every set of initial conditions x¡k, x¡k+1, ..., x0 2 I, the di¤erence equation

xn+1 = F (xn, xn¡1, ..., xn¡k), n = 0, 1, ..., (2)

has a unique solution fxng1
n=¡k.
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De…nition 1. (Equilibrium Point) A point x 2 I is called an equilibrium point of Eq.(2) if

x = F (x, x, ..., x).

That is, xn = x for n ¸ 0, is a solution of Eq.(2), or equivalently, x is a …xed point of F .

De…nition 2. (Periodicity) A sequence fxng1
n=¡k is said to be periodic with period p if xn+p = xn for all

n ¸ ¡k.

De…nition 3. (Stability)

(i) The equilibrium point x of Eq.(2) is locally stable if for every ε> 0, there exists δ > 0 such that for all
x¡k, x¡k+1, ..., x¡1,x0 2 I with

jx¡k ¡ xj + jx¡k+1 ¡ xj + ... + jx0 ¡ xj < δ,

we have
jxn ¡ xj < ε for all n ¸ ¡k.

(ii) The equilibrium point x of Eq.(2) is locally asymptotically stable if x is locally stable solution of Eq.(2)
and there exists γ> 0, such that for all x¡k, x¡k+1, ..., x¡1, x0 2 I with

jx¡k ¡ xj + jx¡k+1 ¡ xj + ... + jx0 ¡ xj < γ,

we have limn!1 xn = x.

(iii) The equilibrium point x of Eq.(2) is global attractor if for all x¡k, x¡k+1, ..., x¡1, x0 2 I, we have

lim
n!1 xn = x.

(iv) The equilibrium point x of Eq.(2) is globally asymptotically stable if x is locally stable, and x is also a
global attractor of Eq.(2).

(v) The equilibrium point x of Eq.(2) is unstable if x is not locally stable.

The linearized equation of Eq.(2) about the equilibrium x is the linear di¤erence equation

yn+1 =
kX

i=0

∂F (x,x,...,x)
∂xn¡i

yn¡i. (3)

Theorem A. [47] Assume that p, q 2 R and k 2 f0, 1, 2, ...g. Then jpj+ jqj < 1, is a su¢cient condition for the
asymptotic stability of the di¤erence equation

xn+1 + pxn + qxn¡k = 0, n = 0, 1, ... .

Remark: Theorem A can be easily extended to a general linear equations of the form

xn+k + p1xn+k¡1 + ... + pkxn = 0, n = 0, 1, ... (4)

where p1, p2, ..., pk 2 R and k 2 f1, 2, ...g. Then Eq. (4) is asymptotically stable provided that

kP
i=1

jpij < 1.

Theorem B. [48] Let g : [a, b]k+1 ! [a, b], be a continuous function, where k is a positive integer, and where
[a, b] is an interval of real numbers. Consider the di¤erence equation

xn+1 = g(xn, xn¡1, ..., xn¡k), n = 0, 1, ... . (5)
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Suppose that g satis…es the following conditions.

(1) For each integer i with 1 · i · k + 1; the function g(z1, z2, ..., zk+1) is weakly monotonic in zi for …xed
z1, z2, ..., zi¡1, zi+1, ..., zk+1.

(2) If m,M is a solution of the system

m = g(m1, m2, ...,mk+1), M = g(M1,M2, ..., Mk+1),

then m = M , where for each i = 1, 2, ..., k + 1, we set

mi =

½
m, if g is non-decreasing in zi,

M, if g is non-increasing in zi,

¾
,

Mi =

½
M, if g is non-decreasing in zi,

m, if g is non-increasing in zi.

¾
.

Then there exists exactly one equilibrium point ¹x of Equation (5), and every solution of Equation (5) converges
to ¹x.

3. LOCAL STABILITY OF THE EQUILIBRIUM POINT OF EQ.(1)

This section deals with study the local stability character of the equilibrium point of Eq.(1)

Eq.(1) has equilibrium point and is given by

x = ax + bx +
c + dx

e + fx
) x(1 ¡ a ¡ b) =

c + dx

e + fx
,

f(1 ¡ a ¡ b)x2 + [e(1 ¡ a ¡ b) ¡ d] x ¡ c = 0

If d > e(1 ¡ a ¡ b) > 0, then the only positive equilibrium point of Eq.(1) is given by

x =
[d¡e(1¡a¡b)]+

p
[d¡e(1¡a¡b)]2+4fc(1¡a¡b)

2f(1¡a¡b) .

Let f : (0, 1)3 ¡! (0,1) be a continuous function de…ned by

f(u, v, w) = au + bv +
c + dw

e + fw
. (6)

Therefore it follows that

∂f(u, v,w)

∂u
= a,

∂f(u, v,w)

∂v
= b,

∂f(u, v, w)

∂w
=

(de ¡ fc)

(e + fw)2
.

Then we see that

∂f(x, x, x)

∂u
= a = ¡a2,

∂f(x, x, x)

∂v
= b = ¡a1,

∂f(x, x, x)

∂w
=

de ¡ fc

(e + fx)2
= ¡a0.

Then the linearized equation of Eq.(1) about x is

yn+1 + a2yn + a1yn¡1 + a0yn¡2 = 0, (7)

whose characteristic equation is
λ3 + a2λ

2 + a1λ+ a0 = 0. (8)
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Theorem 1. Assume that jde ¡ fcj
(e + fx)2

< 1 ¡ a ¡ b.

Then the positive equilibrium point of Eq.(1) is locally asymptotically stable.

Proof: It follows by Theorem A that, Eq.(7) is asymptotically stable if all roots of Eq.(8) lie in the open disc
jλj < 1 that is if

ja2j + ja1j + ja0j < 1 ) jaj + jbj +
¯̄̄
¯ de ¡ fc

(e + fx)2

¯̄̄
¯ < 1,

and so

a + b +
jde ¡ fcj
(e ¡ fx)2

< 1,

or jde ¡ fcj
(e + fx)2

< 1 ¡ a ¡ b.

The proof is complete.

4. BOUNDEDNESS OF SOLUTIONS OF EQ.(1)

Here we study the boundedness nature of solutions of Eq.(1).

Theorem 2. Every solution of Eq.(1) is bounded if a + b +
d

e
< 1.

Proof: Let fxng1
n=¡2 be a solution of Eq.(1). It follows from Eq.(1) that

xn+1 = axn + bxn¡1 +
c + dxn¡2

e + fxn¡2
· axn + bxn¡1 +

c + dxn¡2

e
.

Then

xn+1 · axn + bxn¡1 +
d

e
xn¡2 +

c

e
for all n ¸ 1.

By using a comparison, we can write the right hand side as follows

yn+1 = ayn + byn¡1 +
d

e
yn¡2 +

c

e
,

and this equation is locally asymptotically stable if a + b + d
e < 1, and converges to the equilibrium point

y = c

e

(
1¡a¡b¡ d

e

) . Therefore

lim sup
n!1

xn · c

e

(
1¡a¡b¡ d

e

) .

Thus the solution is bounded.

Theorem 3. Every solution of Eq.(1) is unbounded if a > 1 (or b > 1).

Proof: Let fxng1
n=¡2 be a solution of Eq.(1). Then from Eq.(1) we see that

xn+1 = axn + bxn¡1 + c+dxn¡2

e+fxn¡2
> axn for all n ¸ 1.

We see that the right hand side can write as follows

yn+1 = ayn ) yn = any0,

and this equation is unstable because a > 1, and lim
n!1yn = 1. Then by using ratio test fxng1

n=¡2 is unbounded

from above (when b > 1 is similar).
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5. EXISTENCE OF PERIOD TWO SOLUTIONS

In this section we study the existence of periodic solutions of Eq.(1). The following theorem states the necessary
and su¢cient conditions that this equation has periodic solutions of prime period two.

Theorem 4. Eq.(1) has positive prime period two solutions if and only if

(i) (eB ¡ d)2B2f2 ¡ 4aBf2(e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf) > 0, B = b ¡ a ¡ 1.

Proof: First suppose that there exists a prime period two solution ..., p, q, p, q, ..., of Eq.(1). We will prove that
Condition (i) holds. We see from Eq.(1) that

p = aq + bp +
c + dq

e + fq
, q = ap + bq +

c + dp

e + fp
.

p(1 ¡ b) ¡ aq =
c + dq

e + fq
, q(1 ¡ b) ¡ ap =

c + dp

e + fp
.

Then
ep(1 ¡ b) + pqf(1 ¡ b) ¡ aeq ¡ afq2 = c + dq,

and
eq(1 ¡ b) + pqf(1 ¡ b) ¡ aep ¡ afp2 = c + dp.

Then
ep(1 ¡ b) + pqf(1 ¡ b) ¡ afq2 = c + (d + ae)q, (9)

and
eq(1 ¡ b) + pqf(1 ¡ b) ¡ afp2 = c + (d + ae)p. (10)

Subtracting (9) from (10) gives

e(1 ¡ b)(p ¡ q) + af(p ¡ q)(p + q) = ¡(d + ae)(p ¡ q).

Since p 6= q, it follows that

e(1 ¡ b) + af(p + q) = ¡(d + ae),

p + q =
e(b ¡ 1 ¡ a) ¡ d

af
.

or

p + q =
eB ¡ d

af
, B = b ¡ a ¡ 1. (11)

Again, adding (9) and (10) yields

e(1 ¡ b)(p + q) + 2pqf(1 ¡ b) ¡ af(p2 + q2) = 2c + (d + ae)(p + q),

2pqf(1 ¡ b) ¡ af((p + q)2 ¡ 2pq) = 2c + (p + q)(d + ae ¡ e(1 ¡ b)). (12)

It follows by (11), (12) and the relation

p2 + q2 = (p + q)2 ¡ 2pq for all p, q 2 R,

that
2pqf(1 ¡ b) + 2afpq = af(p + q)2 + 2c + (p + q)(d + e(a ¡ 1 + b)).

and
2pqf((1 ¡ b) + a) = 2c + (p + q) fd + e(a ¡ 1 + b) + af(p + q)g .
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From Eq. (11) we have

2pqf((1 ¡ b) + a) = 2c + (p + q) fd + e(a ¡ 1 + b) + e(b ¡ 1 ¡ a) ¡ dg ,

2pqf((1 ¡ b + a)) = 2c + (p + q) f¡2e + 2ebg ,

pqf(¡B) = c + (p + q)e(b ¡ 1)

pqfB = e(1 ¡ b)

µ
eB ¡ d

af

¶
¡ c.

Thus

pq =
e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ af

aBf2
. (13)

Now it is clear from Eq.(11) and Eq.(13) that p and q are the two distinct roots of the quadratic equation

t2 ¡
³

eB¡d
af

´
t +

³
e2(1¡b)B¡ed(1¡b)¡acf

aBf2

´
= 0,

aBf2t2 ¡ (eB ¡ d)Bft +
¡
e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf

¢
= 0, (14)

and so
(eB ¡ d)2B2f2 > 4aBf2

¡
e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf

¢
,

or
(eB ¡ d)2B2f2 ¡ 4aBf2(e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf) > 0.

Therefore Inequality (i) holds.

Second suppose that Inequality (i) is true. We will show that Eq.(1) has a prime period two solution. Assume
that

p =
(eB ¡ d)Bf +

p
ζ

2aBf2
, q =

(eB ¡ d)Bf ¡ p
ζ

2aBf2
,

where ζ= (eB ¡ d)2B2f2 ¡ 4aBf2(e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf).

We see from Inequality (i) that

(eB ¡ d)2B2f2 ¡ 4aBf2(e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf) > 0,

which equivalents to
(eB ¡ d)2B2f2 > 4aBf2

¡
e2(1 ¡ b)B ¡ ed(1 ¡ b) ¡ acf

¢
.

Therefore p and q are distinct real numbers. Set x¡2 = p, x¡1 = q and x0 = p. We wish to show that
x1 = x¡1 = q and x2 = x0 = p. It follows from Eq.(1) that

x1 = ap + bq +
c + dp

e + fp
= a(eB¡d)Bf+a

p
ζ

2aBf2 + b(eB¡d)Bf¡b
p

ζ
2aBf2 +

c+

(
d(eB¡d)Bf+d

p
ζ

2aBf2

)
e+

(
(eB¡d)Bf2+f

p
ζ

2aBf2

) .

Multiplying the denominator and numerator by 2aBf2 gives

x1 = a(eB ¡ d)Bf + a
p

ζ+ b(eB ¡ d)Bf ¡ b
p

ζ+
2acBf2+(d(eB¡d)Bf+d

p
ζ)

2aeBf2+((eB¡d)Bf2+f
p

ζ)
.

By simple computations we can see that

x1 =
(eB ¡ d)Bf +

p
ζ

2aBf2
= q.

Similarly as before one can easily show that x2 = p. Then it follows by induction that

x2n = p and x2n+1 = q for all n ¸ ¡2.

Thus Eq.(1) has the prime period two solution ...,p,q,p,q,..., where p and q are the distinct roots of the quadratic
equation (14) and the proof is complete.
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6. GLOBAL ATTRACTIVITY OF THE EQUILIBRIUM POINT OF EQ.(1)

In this section we investigate the global asymptotic stability of Eq.(1).

Theorem 5. The equilibrium point x is a global attractor of Eq.(1) if one of the following statements holds

de ¸ fc and (1 ¡ a ¡ b) e ¸ d. (15)

de < fc and (1 ¡ a ¡ b) ¸ 0. (16)

Proof: Let α and β be a real numbers and assume that g : [α, β]3 ¡! [α,β] be a function de…ned by

g(u, v, w) = au + bv +
c + dw

e + fw
.

Then
∂g(u, v,w)

∂u
= a,

∂g(u, v,w)

∂v
= b,

∂g(u, v, w)

∂w
=

de ¡ fc

(e + fw)2
.

We consider the two cases:-

Case (1): Assume that (15) is true, then we can easily see that the function g(u, v,w) increasing in u, v and w.

Suppose that (m, M) is a solution of the system M = g(M, M, M) and m = g(m, m, m). Then from Eq.(1),
we see that

M = aM + bM +
c + dM

de + fM
, m = am + bm +

c + dm

e + fm
,

M(1 ¡ a ¡ b) =
c + dM

e + fM
, m(1 ¡ a ¡ b) =

c + dm

e + fm
,

then
MAe + AfM2 = c + dM, mAe + Afm2 = c + dm, A = 1 ¡ a ¡ b.

Subtracting this two equations we obtain

(M ¡ m)fAe + Af(M + m) ¡ dg = 0,

under the conditions Ae ¸ d, a < 1, we see that M = m. It follows by Theorem B that x is a global attractor
of Eq.(1) and then the proof is complete.

Case (2): Assume that (16) is true, then we can easily see that the function g(u, v, w) increasing in u, v and
decreasing in w.

Suppose that (m, M) is a solution of the system M = g(M,M,m) and m = g(m,m,M).Then from Eq.(1),
we see that

M = aM + bM +
c + dm

e + fm
, m = am + bm +

c + dM

e + fM
,

MA =
c + dm

e + fm
, mA =

c + dM

e + fM
,

then
MAe + MAfm = c + dm, mAe + fMmA = c + dM.

Subtracting we obtain
(M ¡ m) (Ae + d) = 0,

under the conditions (1 ¡ a ¡ b) > 0, we see that M = m. Also, from Theorem B, we see that x is a global
attractor of Eq.(1) and then the proof is complete.

1237

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.7, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

E. M. Elsayed et al 1230-1241



7. NUMERICAL EXAMPLES

For con…rming the results of this paper, we consider numerical examples which represent di¤erent types of
solutions to Eq. (1).

Example 1. We assume x¡2 = .5, x¡1 = 3, x0 = 9, a = .2, b = .7, c = .2, d = .6, e = 1.3, f = 5.3. See Fig.
1.

Example 2. See Fig. 2, since x¡2 = .5, x¡1 = 3, x0 = 9, a = .4, b = .6, c = .2, d = .6, e = 1.3, f = 5.3.
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plot of x(n+1)= ax(n)+bx(n-1)+(c+dx(n-2)/(e+fx(n-2));

Figure 1.
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plot of x(n+1)= ax(n)+bx(n-1)+(c+dx(n-2)/(e+fx(n-2));

Figure 2.

Example 3. We consider x¡2 = 2.5, x¡1 = 3, x0 = 9, a = .4, b = .5, c = 2, d = 6, e = 3, f = 5. See Fig. 3.

Example 4. See Fig. 4, since x¡2 = 2.5, x¡1 = 3, x0 = 9, a = 1, b = .5, c = 2, d = 6, e = 3, f = 5.
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Example 5. Fig. 5. shows the solutions when a = .7, b = .5, c = .2, d = .1, e = .3, f = .5, x¡2 = 2.5, x¡1 =
.3, x0 = .9.

Example 6. Fig. 6. shows the period two solutions when a = .6, b = .5, c = .82, d = .7, e = .3, f = .5, x¡2 =

p, x¡1 = q, x0 = p.
³
Since p, q = (eB¡d)Bf§p

ζ
2aBf2

´
.
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Asymptotically stability of solutions of fuzzy differential equations in

the quotient space of fuzzy numbers

Dong Qiu∗, Yumei Xing, Lihong Zhang
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Abstract

In this paper, we investigate essentially stability theory for the fuzzy differential equations in the
quotient space of fuzzy numbers by Lyapunov-like functions. By using the differential inequalities
and the comparison principle for Lyapunov-like functions, we give some sufficient criterias for the
asymptotically stability, equi-asymptotically stability and uniformly asymptotically stability of the
trivial solution of the fuzzy differential equations.

Keywords: Fuzzy number; Quotient space; Fuzzy differential equation; Asymptotically stability

1 Introduction

Recently, the study of fuzzy differential equations has been gained importance due to its applica-
tion. Subsequently, the existence and uniqueness of solutions of the initial value ptoblems for fuzzy
differential equations under kinds of conditions were studied in [8, 9, 11, 14, 18, 24] and the relationship
between a solution and its approximate solutions to fuzzy differential equations were established in
[19, 25, 26]. Further, the essentially stability theory for fuzzy differential equations by Lyapunov-like
functions were investigated in [2, 12, 28]. In particular, Hien [4] researched the asymptotic stability
of solutions of fuzzy differential equations by Lyapunovs second method.

The above these results of fuzzy differential equations based on well known and widely used
Hukuhara difference [6] and the H-differentiability of Puri and Ralescu [20]. But in many applications
the Hukuhara difference appears to have several limitations and to be very restrictive [1, 8]. In
[15, 16], Mareš presented a natural equivalence relation between fuzzy quantities. This equivalence
relation can be used to partition of the set of fuzzy quantities into equivalence classes having the
desired group properties for the addition operation [7, 17, 27]. Hong and Do [5] defined a more refined
equivalence relation than Mareš [15] and improved Mareš’s results. In [21], Qiu et al. showed that
the method of finding the inverse operation of fuzzy numbers in the sense of Mareš is very intuitive.
As an application of the main results, it is shown that if we identify every fuzzy number with the
corresponding equivalence class, there wound be more differentiable fuzzy functions than what is found
in the literature. After that, the fuzzy differential equations in the quotient space of fuzzy numbers
were investigated [23, 22]. In this paper, we shall study the stability of the trivial solution of the fuzzy
differential equations in the quotient space of fuzzy numbers by Lyapunov’s second method.

2 Preliminaries

A fuzzy set x̃ of R is characterized by a membership function µx̃ : R → [0, 1]. For each such fuzzy
set x̃, we denote by [x̃]α = {x ∈ R : µx̃(x) ≥ α} for any α ∈ (0, 1], its α-level set. We define the set

∗Corresponding author. Tel.:+86-15123126186; Fax:+86-23-62471796; E-mail: dongqiumath@163.com (D. Qiu).
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[x̃]0 by [x̃]0 =
∪

α∈(0,1] [x̃]α, where A denotes the closure of a crisp set A. A fuzzy set x̃ is said to be a
fuzzy number if it satisfies the following conditions [3]:

(1) x̃ is normal, i.e., there exists an x0 ∈ R such that µx̃(x0) = 1;
(2) x̃ is convex, i.e., µx̃(λx1 + (1 − λ)x2) ≥ min{µx̃(x1), µx̃(x2)}, for all x1, x2 ∈ R and λ ∈ (0, 1);
(3) x̃ is upper semi-continuous;
(4) [x̃]0 is compact.

Equivalently, a fuzzy number x̃ is a fuzzy set with non-empty bounded closed level sets [x̃]α =
[x̃L(α), x̃R(α)] for all α ∈ [0, 1], where [x̃L(α), x̃R(α)] denotes a closed interval with the left end point
x̃L(α) and the right end point x̃R(α). We denote the class of fuzzy numbers by F . We say that a
fuzzy number s̃ ∈ F is symmetric [15], if µs̃(x) = µs̃(−x), for all x ∈ R, i.e., s̃ = −s̃. The set of all
symmetric fuzzy numbers will be denoted by S .

Definition 2.1 [5] Let x̃, ỹ ∈ F . We say that x̃ is equivalent to ỹ and write x̃ ∼ ỹ if and only if
there exist symmetric fuzzy numbers s̃1, s̃2 ∈ S such that x̃+ s̃1 = ỹ + s̃2.

The equivalence relation defined above is reflexive, symmetric and transitive [15]. Let ⟨x̃⟩ denote
the equivalence class containing the element x̃ and denote the set of equivalence classes by F/S .

Definition 2.2 [10] Let f : [a, b] → R. f is said be of bounded variation if there exists a C > 0 such
that

n∑
i=1

|f(xi−1) − f(xi)| ≤ C

for every partition a = x0 < x1 < · · · < xn = b on [a, b]. The total variation of f on [a, b] is defined
by

V b
a (f) = sup

p

n∑
i=1

|f(xi−1) − f(xi)|,

where p represents all partitions of [a, b]. The set of all functions of bounded variation on [a, b] is
denoted by BV [a, b].

Definition 2.3 [7] For a fuzzy number x̃, we define a function x̃M : [0, 1] → R by assigning the
midpoint of each α-level set to x̃M (α) for all α ∈ [0, 1], i.e.,

x̃M (α) =
x̃L(α) + x̃R(α)

2
.

Then the function x̃M : [0, 1] → R will be called the midpoint function of the fuzzy number x̃.

Lemma 2.1 [21] For any x̃ ∈ F , the midpoint function x̃M is continuous from the right at 0 and
continuous from the left on [0, 1]. Furthermore it is a function of bounded variation on [0, 1].

Definition 2.4 [16] Let x̃ ∈ F and let x̂ be a fuzzy number such that x̃ = x̂ + s̃ for some s̃ ∈ S ,
if x̂ = ỹ + s̃1 for some ỹ ∈ F and s̃1 ∈ S , then s̃1 = 0̃. Then the fuzzy number x̂ will be called the
Mareš core of the fuzzy number x̃.

Definition 2.5 [22] Define dsup : F/S × F/S → R+ ∪ {0} by

dsup (⟨x̃⟩ , ⟨ỹ⟩) = sup
α∈[0,1]

∣∣M⟨x̃⟩(α) −M⟨ỹ⟩(α)
∣∣ ,

for any ⟨x̃⟩ , ⟨ỹ⟩ ∈ F/S .

We know that (F/S , dsup) is a metric space [21].
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3 Main results

Definition 3.1 [22] For each m(t) ∈ C[J,R], where J is a subinterval of (0,+∞), we will define
d+ : C[J,R] → R by

d+m(t) = lim
h→0+

1

h
(m(t+ h) −m(t)).

Definition 3.2 [23] A mapping F : J → F/S is differentiable at t0 ∈ J if for small |h| > 0, there
exists an F ′(t0) ∈ F/S such that

lim
h→0

dsup

(
F (t0 + h) − F (t0)

h
, F ′(t0)

)
= 0.

Definition 3.3 [23] A mapping F : J → F/S is measurable if F is measurable with respect to dsup.

A mapping F : J → F/S is called integrably bounded if there exists an integrable function
h : J → R+ ∪{0} such that

∣∣MF (t)(α)
∣∣ ≤ h(t) for all t ∈ J and α ∈ [0, 1]; a mapping F : J → F/S is

said to be of uniformly bounded variation with respect to α ∈ [0, 1] (for short, of uniformly bounded
variation) if there exists a constant K > 0 such that V 1

0

(
MF (t)

)
≤ K, for each t ∈ J [23].

Definition 3.4 [23] Let F : J → F/S be measurable. The integral of F over J , denoted
∫
J F (t)dt,

is a mapping M∫
J F (t)dt : [0, 1] → R, which is defined by the equation

M∫
J F (t)dt(α) =

∫
J
MF (t)(α)dt

for each α ∈ [0, 1]. The mapping F is said to be integrable over J if there exists an ⟨x̃0⟩ ∈ F/S such
that M∫

J F (t)dt
= M⟨x̃0⟩. In this case, we denote the integral by∫

J
F (t)dt = ⟨x̃0⟩ .

Assume that f : R+ × S(ρ) → F/S is continuous and of uniformly bounded variation, where
S(ρ) = {⟨x̃⟩ ∈ F/S : dsup(⟨x̃⟩ , ⟨0̃⟩) < ρ}. We consider the initial value problem for the fuzzy differ-
ential equation

x′(t) = f(t, x(t)), x(t0) = x0. (1)

We assume that f(t, ⟨0̃⟩) = ⟨0̃⟩ so that we have the trivial solution x(t) = ⟨0̃⟩ for (1).
We shall discuss some simple asymptotically stability results of solutions of (1) by Lyapunov’s

second method. First, we give some notions of concerning the stability of the trivial solution of (1).
Let x(t) = x(t, t0, x0) be any solution of (1) existing on [t0,+∞). Denote K = {ω ∈ C[R+,R+], ω(0) =
0, ω(·) is increasing }.

Definition 3.5 The trivial solution x(t) = ⟨0̃⟩ of (1) is said to be
(S1) stable, if for any ε > 0 and t0 ∈ R+, there exists a δ = δ(t0, ε) > 0 such that if dsup(x0, ⟨0̃⟩) <

δ then
dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0;

(S2) uniformly stable, if δ in (S1) is independent of t0;
(S3) asymptotically stable, if it is stable and for any ε > 0 and t0 ∈ R+, there exists a δ = δ(t0) > 0

and T = T (t0, x0, ε) > 0 such that if dsup(x0, ⟨0̃⟩) < δ then

dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0 + T ;

(S4) equi-asymptotically stable, if T in (S3) is independent of x0;
(S5) uniformly asymptotically stable, if it is uniformly stable and δ and T in (S4) are independent

of t0.
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Lemma 3.1 [13] Suppose that g(t, φ) be a continuous function on R2
+ and r(t) = r(t, t0, φ0), φ(t0) =

φ0 be the maximal solution of the scalar differential equation:

dφ

dt
= g(t, φ), φ(t0) = φ0 ≥ 0, (2)

existing on [t0,+∞). Let m(t) be a continuous function on R+ satisfies

d+m(t) = lim
h→0+

m(t+ h) −m(t)

h
≤ g(t,m(t)), t ≥ t0.

Then m(t) ≤ r(t), for each t ≥ t0 if m(t0) ≤ φ0.

Let V (t, ⟨x̃⟩) : R+ × S(ρ) → R be a given function. Then we define

D+
f V (t, ⟨x̃⟩) = lim

h→0+

1

h
(V (t+ h, ⟨x̃⟩ + hf(t, ⟨x̃⟩)) − V (t, ⟨x̃⟩)) ,

where f(·) is the right-hand side of (1). Note that, if V (t, x) is Lipchitzian in x, then we have

d+V (t, x(t)) ≤ D+
f V (t, x(t)).

Lemma 3.2 [22] Suppose that
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) D+

f V (t, ⟨x̃⟩) ≤ g(t, V (t, ⟨x̃⟩)), g(·, ·) ∈ C[R2
+,R].

If x(t) = x(t, t0, x0) is any solution of (1) through (t0, x0) existing on [t0,+∞) such that V (t0, x0) ≤
φ0, then we have

V (t, x(t)) ≤ r(t, t0, φ0), t ≥ t0,

where r(t, t0, φ0) is the maximal solution of the scalar differential equation (2) existing on [t0,+∞).

Lemma 3.3 Suppose that
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) D+

f V (t, ⟨x̃⟩) ≤ −ω(h(t, ⟨x̃⟩)) + g(t, V (t, ⟨x̃⟩)), h(·, ·) ∈ C[R+ × S(ρ),R+], ω(·) ∈ K and

g(t, φ) ∈ C[R2
+,R] is nondecreasing with respect to φ for each t ∈ R+.

If x(t) = x(t, t0, x0) is any solution of (1) through (t0, x0) existing on [t0,+∞) such that V (t0, x0) ≤
φ0, then we have

V (t, x(t)) +

∫ t

t0

ω(h(s, x(s)))ds ≤ r(t, t0, φ0), t ≥ t0,

where r(t, t0, φ0) is the maximal solution of the scalar differential equation (2) existing on [t0,+∞).

Proof. Let m(t) = V (t, x(t)) +
∫ t
t0
ω(h(s, x(s)))ds ≥ V (t, x(t)) for each t ≥ t0. Then m(t0) =

V (t0, x0) ≤ φ0 and for small h > 0,

m(t+ h) −m(t) = V (t+ h, x(t+ h)) +

∫ t+h

t0

ω(h(s, x(s)))ds

− V (t, x(t)) −
∫ t

t0

ω(h(s, x(s)))ds

= V (t+ h, x(t+ h)) − V (t+ h, x(t) + hf(t, x(t)))

+ V (t+ h, x(t) + hf(t, x(t))) − V (t, x(t)) +

∫ t+h

t
ω(h(s, x(s)))ds

≤ L(t+ h)dsup(x(t+ h), x(t) + hf(t, x(t)))

+ V (t+ h, x(t) + hf(t, x(t))) − V (t, x(t)) +

∫ t+h

t
ω(h(s, x(s)))ds.
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Thus, we get

d+m(t) = lim
h→0+

m(t+ h) −m(t)

h

≤ D+
f V (t, x(t)) + lim

h→0+

1

h

∫ t+h

t
ω(h(s, x(s)))ds

+ L(t) lim
h→0+

1

h
dsup(x(t+ h), x(t) + hf(t, x(t)))

= D+
f V (t, x(t)) + ω(h(t, x(t)))

+ L(t) lim
h→0+

dsup

(
x(t+ h) − x(t)

h
, f(t, x(t))

)

= D+
f V (t, x(t)) + ω(h(t, x(t))) + L(t)dsup

(
x′(t), f(t, x(t))

)
= D+

f V (t, x(t)) + ω(h(t, x(t))) ≤ g(t, V (t, x(t))),

for each t ≥ t0. By the monotonicity of g(t, φ) with respect to φ for each t ≥ t0, we have

d+m(t) ≤ g(t, V (t, x(t))) ≤ g(t,m(t)),

for each t ≥ t0. By Lemma 3.1, we obtain

V (t, x(t)) +

∫ t

t0

ω(h(s, x(s)))ds = m(t) ≤ r(t, t0, φ0), t ≥ t0.

2

Theorem 3.1 Suppose that there exists a function V (t, ⟨x̃⟩) satisfies the following conditions:
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) ω(dsup(⟨x̃⟩ , ⟨0̃⟩)) ≤ V (t, ⟨x̃⟩), V (t, ⟨0̃⟩) = 0, ω(·) ∈ K;
(3) D+

f V (t, ⟨x̃⟩) ≤ g(t, V (t, ⟨x̃⟩)), g(·, ·) ∈ C[R2
+,R], g(t, 0) = 0.

If the solution φ(t) = 0 of (2) is asymptotically stable, then the trivial solution x(t) = ⟨0̃⟩ of (1) is
asymptotically stable.

Proof. If the solution φ(t) = 0 of (2) is asymptotically stable, then by (S3) of Definition 3.5, we have
it is stable. Thus, by Theorem 3.1 in [22], we get that the trivial solution x(t) = ⟨0̃⟩ of (1) is stable.

Since for any ε > 0 and t0 ∈ R+, there exists a δ0 = δ0(t0) > 0 and T = T (t0, x0, ε) such that if
0 ≤ φ0 < δ0 then

|φ(t, t0, φ0)| < ω(ε), t ≥ t0 + T.

Since V (t, ⟨0̃⟩) = 0, we have

V (t0, ⟨x̃⟩) = |V (t0, ⟨x̃⟩) − V (t0, ⟨0̃⟩)| ≤ L(t0)dsup(⟨x̃⟩ , ⟨0̃⟩),

for each ⟨x̃⟩ ∈ S(ρ). Thus, there exists δ = δ(t0) such that if dsup(⟨x̃⟩ , ⟨0̃⟩) < δ, then V (t0, ⟨x̃⟩) < δ0.
Let x(t) = x(t, t0, x0) be any solution of (1) through (t0, x0) existing on [t0,+∞). Next, we shall

show that if dsup(x0, ⟨0̃⟩) < δ then dsup(x(t), ⟨0̃⟩) < ε for each t ≥ t0 + T . By the conditions (1), (3)
and Lemma 3.2, we get

V (t, x(t)) ≤ r(t, t0, V (t0, x0)), t ≥ t0 + T,

where r(t, t0, V (t0, x0)) is the maximal solution of the scalar differential equation (2) existing on
[t0,+∞). Since V (t0, x0) < δ0, we have r(t, t0, V (t0, x0)) < ω(ε) for each t ≥ t0 + T and therefore

V (t, x(t)) ≤ r(t, t0, V (t0, x0)) < ω(ε), t ≥ t0 + T.
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By the condition (2), we get

ω(dsup(x(t), ⟨0̃⟩)) ≤ V (t, x(t)) < ω(ε), t ≥ t0 + T.

By the monotonicity of ω, we have

dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0 + T.

Hence, the trivial solution x(t) = ⟨0̃⟩ of (1) is asymptotically stable. 2

Theorem 3.2 Suppose that there exists a function V (t, ⟨x̃⟩) satisfies the conditions (1), (2) and (3)
of Theorem 3.1. If the solution φ(t) = 0 of (2) is equi-asymptotically stable, then the trivial solution
x(t) = ⟨0̃⟩ of (1) is equi-asymptotically stable.

Proof. In fact, we can show Theorem 3.2 by a similar method of Theorem 3.1. 2

Theorem 3.3 Suppose that there exists a function V (t, ⟨x̃⟩) satisfies the following conditions:
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) ω1(dsup(⟨x̃⟩ , ⟨0̃⟩)) ≤ V (t, ⟨x̃⟩) ≤ ω2(t, dsup(⟨x̃⟩ , ⟨0̃⟩)), ω1(·), ω2(t, ·) ∈ K;
(3) D+

f V (t, ⟨x̃⟩) ≤ −βV (t, ⟨x̃⟩), β > 0.

Then the trivial solution x(t) = ⟨0̃⟩ of (1) is equi-asymptotically stable.

Proof. Let x(t) = x(t, t0, x0) be any solution of (1) through (t0, x0) existing on [t0,+∞). By Theorem
3.2 in [22], we get that the trivial solution x(t) = ⟨0̃⟩ of (1) is stable. Thus, taking ε = ρ, there exists
a δ = δ(t0, ρ) such that if dsup(x0, ⟨0̃⟩) < δ, then

dsup(x(t), ⟨0̃⟩) < ρ, t ≥ t0.

Let the function g(t, φ) = −βφ, (t, φ) ∈ R2
+ and φ0 = V (t0, x0) in Lemma 3.2. Then we know that

r(t, t0, φ0) = V (t0, x0)e
−β(t−t0), t ≥ t0,

is the unique solution of the scalar differential equation (2). Thus, by Lemma 3.2, we obtain

V (t, x(t)) ≤ V (t0, x0)e
−β(t−t0), t ≥ t0.

For any given ε > 0, we take T = T (t0, ε) =
1

β
ln
ω2(t0, δ)

ω1(ε)
+ 1. Then, by the condition (2), we get

ω1(dsup(x(t), ⟨0̃⟩)) ≤ V (t, x(t)) ≤ V (t0, x0)e
−β(t−t0)

≤ e−βω2(t0, dsup(x0, ⟨0̃⟩))
ω1(ε)

ω2(t0, δ)

≤ e−βω2(t0, δ))
ω1(ε)

ω2(t0, δ)

= e−βω1(ε) < ω1(ε),

which implies that
dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0 + T.

Hence, the trivial solution x(t) = ⟨0̃⟩ of (1) is equi-asymptotically stable. 2

Theorem 3.4 Suppose that there exists a function V (t, ⟨x̃⟩) satisfies the following conditions:
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) ω1(dsup(⟨x̃⟩ , ⟨0̃⟩)) ≤ V (t, ⟨x̃⟩) ≤ ω2(dsup(⟨x̃⟩ , ⟨0̃⟩)), ω1(·), ω2(·) ∈ K;
(3) D+

f V (t, ⟨x̃⟩) ≤ g(t, V (t, ⟨x̃⟩)), g(·, ·) ∈ C[R2
+,R], g(t, 0) = 0.

If the solution φ(t) = 0 of (2) is uniformly asymptotically stable, then the trivial solution x(t) = ⟨0̃⟩
of (1) is uniformly asymptotically stable.

1247

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.7, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

Dong Qiu et al 1242-1251



Proof. If the solution φ(t) = 0 of (2) is uniformly asymptotically stable, then by (S5) of Definition
3.5, we have it is uniformly stable. Thus, by Theorem 3.3 in [22], we get that the trivial solution
x(t) = ⟨0̃⟩ of (1) is uniformly stable.

Since for any ε > 0 and t0 ∈ R+, there exists a δ0 > 0 and T = T (ε) such that if 0 ≤ φ0 < δ0 then

|φ(t, t0, φ0)| < ω1(ε), t ≥ t0 + T.

Since ω1(·), ω2(·) ∈ K, there exist a δ > 0 such that ω2(δ) < ω1(δ0).
Let x(t) = x(t, t0, x0) be any solution of (1) through (t0, x0) existing on [t0,+∞). Next, we shall

show that if dsup(x0, ⟨0̃⟩) < δ then dsup(x(t), ⟨0̃⟩) < ε for each t ≥ t0 + T . By the conditions (1), (3)
and Lemma 3.2, we get

V (t, x(t)) ≤ r(t, t0, ω
−1
1 (V (t0, x0))), t ≥ t0 + T,

where r(t, t0, ω
−1
1 (V (t0, x0))) is the maximal solution of the scalar differential equation (2) existing on

[t0,+∞). By the condition (2), we have

V (t0, x0) ≤ ω2(dsup(x0, ⟨0̃⟩)) ≤ ω2(δ) < ω1(δ0).

Thus, by the monotonicity of ω1, we have ω−1
1 (V (t0, x0)) ≤ δ0, which implies that

r(t, t0, ω
−1
1 (V (t0, x0))) < ω1(ε), t ≥ t0 + T

and therefore
V (t, x(t)) ≤ r(t, t0, ω

−1
1 (V (t0, x0))) < ω1(ε), t ≥ t0 + T.

By the condition (2), we get

ω1(dsup(x(t), ⟨0̃⟩)) ≤ V (t, x(t)) < ω1(ε), t ≥ t0 + T.

By the monotonicity of ω1, we have

dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0 + T.

Hence, the trivial solution x(t) = ⟨0̃⟩ of (1) is uniformly asymptotically stable. 2

Theorem 3.5 Suppose that there exists a function V (t, ⟨x̃⟩) satisfies the following conditions:
(1) |V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| ≤ L(t)dsup(⟨x̃⟩ , ⟨ỹ⟩), V (·, ·) ∈ C[R+ × S(ρ),R+] and L(·) ∈ C[R+,R+];
(2) ω1(dsup(⟨x̃⟩ , ⟨0̃⟩)) ≤ V (t, ⟨x̃⟩) ≤ ω2(dsup(⟨x̃⟩ , ⟨0̃⟩)), ω1(·), ω2(·) ∈ K;
(3) D+

f V (t, ⟨x̃⟩) ≤ −ω3(dsup(⟨x̃⟩ , ⟨0̃⟩)), ω3(·) ∈ K.

Then the trivial solution x(t) = ⟨0̃⟩ of (1) is uniformly asymptotically stable.

Proof. Let x(t) = x(t, t0, x0) be any solution of (1) through (t0, x0) existing on [t0,+∞). By Theorem
3.4 in [22], we get that the trivial solution x(t) = ⟨0̃⟩ of (1) is uniformly stable. Thus, taking ε = ρ,
there exists a δ = δ(ρ) such that if dsup(x0, ⟨0̃⟩) < δ, then

dsup(x(t), ⟨0̃⟩) < ρ, t ≥ t0.

Let the function g(t, φ) ≡ 0, (t, φ) ∈ R2
+ and φ0 = V (t0, x0) in Lemma 3.3. Then we know that

r(t, t0, φ0) ≡ V (t0, x0) is the unique solution of the scalar differential equation (2). Thus, by Lemma
3.3, we obtain

V (t, x(t)) +

∫ t

t0

ω3(dsup(x(s), ⟨0̃⟩))ds ≤ V (t0, x0), t ≥ t0.
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For any given ε > 0, we take T = T (ε) =
ω2(δ)

ω3ω
−1
2 ω1(ε)

+ 1. Suppose that dsup(x(t), ⟨0̃⟩) ≥ ω−1
2 ω1(ε)

for each t ∈ [t0, t0 + T ]. Then, by the condition (2), we get

V (t, x(t)) = V (t0, x0) −
∫ t

t0

ω3(dsup(x(s), ⟨0̃⟩))ds

≤ ω2(dsup(x0, ⟨0̃⟩)) − ω3ω
−1
2 ω1(ε)(t− t0)

< ω2(δ) − ω3ω
−1
2 ω1(ε)(t− t0),

for each t ∈ [t0, t0 + T ]. Thus, we obtain

0 ≤ V (t0 + T, x(t0 + T )) < ω2(δ) − ω3ω
−1
2 ω1(ε)T = −ω3ω

−1
2 ω1(ε) < 0.

This is a contradiction, thus there exists a t∗ ∈ [t0, t0 + T ] such that

dsup(x(t∗), ⟨0̃⟩) < ω−1
2 ω1(ε).

Since D+
f V (t, ⟨x̃⟩) ≤ −ω3(dsup(⟨x̃⟩ , ⟨0̃⟩)) ≤ 0, we have

V (t, x(t)) ≤ V (t∗, x(t∗)), t ≥ t∗.

Then, by the condition (2), we get

ω1(dsup(x(t), ⟨0̃⟩)) ≤ V (t, x(t)) ≤ V (t∗, x(t∗))

≤ ω2(dsup(x(t∗), ⟨0̃⟩))
< ω2ω

−1
2 ω1(ε) = ω1(ε),

which implies that dsup(x(t), ⟨0̃⟩) < ε for each t ≥ t∗. Hence, we obtain

dsup(x(t), ⟨0̃⟩) < ε, t ≥ t0 + T.

Consequently, the trivial solution x(t) = ⟨0̃⟩ of (1) is uniformly asymptotically stable. 2

Example 3.1 Define F : R+ → F/S by the α-level sets of the fuzzy mapping[
F̂ (t)

]α
=

[
−2e−α

1 + t
, 0

]
, α ∈ [0, 1],

where F̂ (t) is the Mareš core of F (t), for each t ∈ R+. Thus, we have

MF (t)(α) = − e−α

1 + t
, α ∈ [0, 1],

for each t ∈ R+. It is obvious that MF (t)(α) is continuous from the right at 0 and continuous from
the left on [0, 1] with respect to α. Since MF (t)(α) is increasing with respect to α, we get

V 1
0 (MF (t)) =

1 − e−1

1 + t
≤ 1 − e−1, t ∈ R+.

Thus, we obtain that F (t) is of uniformly bounded variation. Since MF (t)(α) is uniformly continuous
with respect to t ∈ R+, we get that F (t) is continuous with respect to dsup. Define f : R+ × F/S →
F/S by

f(t, ⟨x̃⟩) = F (t) ⟨x̃⟩ .

It is obvious that f is continuous with respect to dsup and of uniformly bounded variation.
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Consider a Lyapunov function V (t, ⟨x̃⟩) = dsup(⟨x̃⟩ , ⟨0̃⟩). Then V (t, ⟨0̃⟩) = dsup(⟨0̃⟩, ⟨0̃⟩) = 0 and

|V (t, ⟨x̃⟩) − V (t, ⟨ỹ⟩)| =
∣∣∣dsup(⟨x̃⟩ , ⟨0̃⟩) − dsup(⟨ỹ⟩ , ⟨0̃⟩)

∣∣∣ ≤ dsup(⟨x̃⟩ , ⟨ỹ⟩),

for any (t, ⟨x̃⟩), (t, ⟨ỹ⟩) ∈ R+ × F/S . By Definition 2.9, for a small h > 0, we have

V (t+ h, ⟨x̃⟩ + hf(t, ⟨x̃⟩)) = dsup(⟨x̃⟩ + hf(t, ⟨x̃⟩), ⟨0̃⟩) = dsup(⟨x̃⟩ + hF (t) ⟨x̃⟩ , ⟨0̃⟩)
= sup

α∈[0,1]

∣∣M⟨x̃⟩(α) + hMF (t)(α)M⟨x̃⟩(α)
∣∣

≤ sup
α∈[0,1]

∣∣M⟨x̃⟩(α)
∣∣(1 + h sup

α∈[0,1]
MF (t)(α)

)

=

(
1 − he−1

1 + t

)
dsup(⟨x̃⟩ , ⟨0̃⟩).

Hence, we get

D+
f V (t, ⟨x̃⟩) = lim

h→0+

1

h
(V (t+ h, ⟨x̃⟩ + hf(t, ⟨x̃⟩)) − V (t, ⟨x̃⟩)) ≤ − e−1

1 + t
dsup(⟨x̃⟩ , ⟨0̃⟩).

Let g(t, φ) = − e−1

1 + t
φ. Then, we have

D+
f V (t, ⟨x̃⟩) ≤ g(t, dsup(⟨x̃⟩ , ⟨0̃⟩)) = g(t, V (t, ⟨x̃⟩)).

It’s easy to show that the solution φ = 0 of (2) is asymptotically stable. Hence, by Theorem 3.1, the
trivial solution x(t) = ⟨0̃⟩ of (1) is asymptotically stable.
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Abstract. In this paper, we investigate differential equations associated with squared
Hermite polynomials and derive some new and explicit identities for these polynomials

arising from the differential equations.

1. Introduction

As a method of obtaining new identities for special polynomials and numbers, in [8] T. Kim
initiated a remarkable idea of using ordinary differential equations. Namely, he derived a fam-
ily of nonlinear differential equations, indexed by positive integers, satisfied by the generating
function of the Frobenius-Euler numbers and used them in order to get an interesting iden-
tity expressing higher-order Frobenius-Euler numbers in terms of (ordinary) Frobenius-Euler
numbers. Here, more precisely, the differential equations are satisfied not by the generating
function of the Frobenius-Euler numbers but by a constant multiple of that.

This method turned out to be very fruitful and can be applied to many interesting special
polynomials and numbers (see [5, 8–11]). For example, linear differential equations are derived
for Bessel polynomials, Changhee polynomials, actuarial polynomials, Meixner polynomials
of the first kind, Poisson-Charlier polynomials, Laguerre polynomials, Hermite polynomials,
and Stirling polynomials, while nonlinear ones are obtained for Bernoulli numbers of the

2010 Mathematics Subject Classification : 05A19, 11B37, 11B83, 34A30.
Key words and phrases: squared Hermite polynomials, differential equations.
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2 1TAEKYUN KIM, 2DAE SAN KIM, 3LEE-CHAE JANG, 4HYUCK IN KWON

second, Boole numbers, Chebyshev polynomials of the first, second, third, and fourth kind,
degenerate Euler numbers, degenerate Eulerian polynomials, Korobov numbers, and Legendre
polynomials.

To be specific, we will illustrate the results in the case of Bernoulli numbers of the second
kind (see [5]). Firstly, it is shown that the function F = F (t) = 1

log(1+t) satisfies the family

of nonlinear differential equations

F (N)(t) =
(−1)N

(1 + t)N

N+1∑
j=2

(j − 1)!(N − 1)!HN−1,j−2F
j (N = 1, 2, · · · ), (1)

where HN are the generalized harmonic numbers defined by

HN,0 = 1, for all N,

HN,1 =
1

N
+

1

N − 1
+ · · ·+ 1

1
,

HN,j =
HN−1,j−1

N
+

HN−1,j−1

N − 1
+ · · ·+ Hj−1,j−1

j
(N ≥ j ≥ 2). (2)

Recall that the Bernoulli numbers of the second bn are given by the generating function

t

log(1 + t)
=
∞∑

n=0

bn
tn

n!
(see [5]). (3)

More generally, the Bernoulli numbers of the second b
(r)
n of order r are defined by the gener-

ating function (
t

log(1 + t)

)r

=
∞∑

n=0

b(r)n

tn

n!
(see [5]). (4)

Then, secondly the family of differential equations in (1) are used to derive the following
interesting identities: for N = 1, 2, · · · and n = 0, 1, · · · , we have

(−1)n
min{n,N−1}∑

j=0

(N − j)!(N − 1)!HN−1,N−1−j(n)jb
(N+1−j)
n−j

=

{
(−1)NN !(N)n if 0 ≤ n ≤ N,∑n−N−1

l=0

(
N
l

) bn−l

n−l (n)l+N+1 if n ≥ N + 1.
(5)

As a generalization of the usual factorial n!, the double factorial of a positive integer n is
defined by

n!! =

 n · (n− 2) · · · 5 · 3 · 1 if n > 0 odd,
n · (n− 2) · · · 6 · 4 · 2 if n > 0, even,
1 if n = −1, 0.

(6)

(see [1]).

Throughout this paper, the double factorials will be used.
The Hermite polynomials are classical orthogonal polynomials used such diverse areas as

combinatorics, numerical analysis, probability, finite element methods, systems theory and
quantum mechanics (see [2–4, 6, 7, 12–14]).

With the Roman’s definition of Hermite polynomials Hn(x) as

Hn(x) = ext−t
2/2, (7)
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3

we see from ([3], p.250) that

(1− t2)−1/2ex[t/(1+t)] =
∞∑

n=0

[Hn(
√
x)]2

tn

n!
. (8)

For brevity, we denote [Hn(
√
x)]2 by SHn(x), and hence

(1− t2)−1/2ex[t/(1+t)] =
∞∑

n=0

SHn(x)
tn

n!
. (9)

In this paper, we would like to derive a family of linear differential equations satisfied by the
generating function of the squared Hermite polynomials in (9) and use them in order to get
an interesting identity for those polynomials. As an easy consequence of this result, we will
have an expression for the squared Hermite polynomials.

2. Differential equations for the squared Hermite polynomials

In this paper, all differentiations are taken with respect to t, while x being fixed.
Let

F = F (t;x) =
(
1− t2

)− 1
2 ex( t

t+1 )

= (1− t)−
1
2 (1 + t)

− 1
2 ex( t

t+1 ). (10)

Then

F (1) =
1

2
(1− t)−

3
2 (1 + t)−

1
2 ex( t

t+1 ) − 1

2
(1− t)−

1
2 (1 + t)−

3
2 ex( t

t+1 )

+(1− t)−
1
2 (1 + t)−

1
2 (1 + t)−2xex( t

t+1 )

=

{
1

2
(1− t)−1 − 1

2
(1 + t)−1 + x(1 + t)−2

}
F. (11)

F (2) =

{
1

2
(1− t)−2 +

1

2
(1 + t)−2 − 2x(1 + t)−3

}
F

+

{
1

2
(1− t)−1 − 1

2
(1 + t)−1 + x(1 + t)−2

}2

F

=

{
1

2
(1− t)−2 +

1

2
(1 + t)−2 − 2x(1 + t)−3

}
F

+

{
1

4
(1− t)−2 +

1

4
(1 + t)−2 + x2(1 + t)−4

−1

2
(1− t)−1(1 + t)−1 − x(1 + t)−3 + x(1− t)−1(1 + t)−2

}
F

=

{
3

4
(1− t)−2 − 1

2
(1− t)−1(1 + t)−1 + x(1− t)−1(1 + t)−2

+
3

4
(1 + t)−2 − 3x(1 + t)−3 + x2(1 + t)−4

}
F. (12)

So, we are led to put

F (N) =

 N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x)(1− t)−i(1 + t)−j

F. (13)
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4 1TAEKYUN KIM, 2DAE SAN KIM, 3LEE-CHAE JANG, 4HYUCK IN KWON

Here ai,j(N, x) are polynomials in x.

F (N+1) =

 N∑
i=0

2(N−i)∑
j=N−i

iai,j(N, x)(1− t)−(i+1)(1 + t)−j

F

−

 N∑
i=0

2(N−i)∑
j=N−i

jai,j(N, x)(1− t)−i(1 + t)−(j+1)

F

+

 N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x)(1− t)−i(1 + t)−j

×
{

1

2
(1− t)−1 − 1

2
(1 + t)−1 + x(1 + t)−2

}
F

=

 N∑
i=0

2(N−i)∑
j=N−i

(i +
1

2
)ai,j(N, x)(1− t)−(i+1)(1 + t)−j

F

−

 N∑
i=0

2(N−i)∑
j=N−i

(j +
1

2
)ai,j(N, x)(1− t)−i(1 + t)−(j+1)

F

+

 N∑
i=0

2(N−i)∑
j=N−i

xai,j(N, x)(1− t)−i(1 + t)−(j+2)

F

=

N+1∑
i=1

2(N+1−i)∑
j=N+1−i

(i− 1

2
)ai−1,j(N, x)(1− t)−i(1 + t)−j

F

−

 N∑
i=0

2(N−i)+1∑
j=N−i+1

(j − 1

2
)ai,j−1(N, x)(1− t)−i(1 + t)−j

F

+

 N∑
i=0

2(N−i)+2∑
j=N−i+2

xai,j−2(N, x)(1− t)−i(1 + t)−j

F. (14)

On the other hand,

F (N+1) =

N+1∑
i=0

2(N+1−i)∑
j=N+1−i

ai,j(N + 1, x)(1− t)−i(1 + t)−j

F. (15)

In order to add the sums in (14), we decompose them as follows:

N+1∑
i=1

2(N+1−i)∑
j=N+1−i

=
N∑
i=1

2(N−i)+1∑
j=N+2−i

+
N∑
i=1

∑
j=N+1−i

+
N∑
i=1

∑
j=2(N+1−i)

+
∑

i=N+1

∑
j=0

; (16)

N∑
i=0

2(N−i)+1∑
j=N−i+1

=
N∑
i=1

2(N−i)+1∑
j=N−i+2

+
N∑
i=1

∑
j=N−i+1

+
∑
i=0

2N+1∑
j=N+2

+
∑
i=0

∑
j=N+1

; (17)
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N∑
i=0

2(N−i)+2∑
j=N−i+2

=
N∑
i=1

2(N−i)+1∑
j=N−i+2

+
N∑
i=1

∑
j=2(N−i)+2

+
∑
i=0

2N+1∑
j=N+2

+
∑
i=0

∑
j=2N+2

. (18)

Now, the sum in (14) can be rewritten as

F (N+1)

=
N∑
i=1

2(N−i)+1∑
j=N+2−i

{
(i− 1

2
)ai−1,j(N, x)− (j − 1

2
)ai,j−1(N, x) + xai,j−2(N, x)

}
×(1− t)−i(1 + t)−jF

+
N∑
i=1

{
(i− 1

2
)ai−1,N−i+1(N, x)− (N − i +

1

2
)ai,N−i(N, x)

}
×(1− t)−i(1 + t)−(N−i+1)F

+
N∑
i=1

{
(i− 1

2
)ai−1,2(N+1−i)(N, x) + xai,2(N−i)(N, x)

}
(1− t)−i(1 + t)−2(N+1−i)F

+
2N+1∑
j=N+2

{
−(j − 1

2
)a0,j−1(N, x) + xa0,j−2(N, x)

}
(1 + t)−jF

−(N +
1

2
)a0,N (N, x)(1 + t)−(N+1)F + xa0,2N (N, x)(1 + t)−(2N+2)F

+(N +
1

2
)aN,0(N, x)(1− t)−(N+1)F. (19)

Comparing (15) and (19), we obtain: for 1 ≤ i ≤ N , N − i + 2 ≤ j ≤ 2(N − i) + 1,

ai,j(N + 1, x) = (i− 1

2
)ai−1,j(N, x)− (j − 1

2
)ai,j−1(N, x) + xai,j−2(N, x); (20)

for 1 ≤ i ≤ N ,

ai,N−i+1(N + 1, x) = (i− 1

2
)ai−1,N−i+1(N, x)− (N − i +

1

2
)ai,N−i(N, x); (21)

for 1 ≤ i ≤ N ,

ai,2(N+1−i)(N + 1, x) = (i− 1

2
)ai−1,2(N+1−i)(N, x) + xai,2(N−i)(N, x); (22)

for N + 2 ≤ j ≤ 2N + 1,

a0,j(N + 1, x) = −(j − 1

2
)a0,j−1(N, x) + xa0,j−2(N, x); (23)

a0,N+1(N + 1, x) = −(N +
1

2
)a0,N (N, x); (24)

a0,2N+2(N + 1, x) = xa0,2N (N, x); (25)

aN+1,0(N + 1, x) = (N +
1

2
)aN,0(N, x). (26)

Note here that all of these recurrence relations can be merged into one relation (20), for
0 ≤ i ≤ N + 1, N − i + 1 ≤ j ≤ 2(N − i + 1), with the understanding that

ai,j(N, x) = 0, (27)
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unless 0 ≤ i ≤ N , N − i ≤ j ≤ 2(N − i). In addition to these, we have the following initial
conditions:

F = F (0) = a0,0(0, x)F −→ a0,0(0, x) = 1, (28)

F (1) =

 1∑
i=0

2(1−i)∑
j=1−i

ai,j(1, x)(1− t)−i(1 + t)−j

F

=
(
a0,1(1, x)(1 + t)−1 + a0,2(1, x)(1 + t)−2 + a1,0(1, x)(1− t)−1

)
F

=

(
1

2
(1− t)−1 − 1

2
(1 + t)−1 + x(1 + t)−2

)
F

−→ a1,0(1, x) =
1

2
, a0,1(1, x) = −1

2
, a0,2(1, x) = x. (29)

As easy consequences, from (24)-(26) we get

aN+1,0(N + 1, x) =

(
N +

1

2

)
aN,0(N, x)

=

(
N +

1

2

)(
N − 1

2

)
aN−1,0(N − 1, x)

= · · ·
=

(
N +

1

2

)(
N − 1

2

)
· · · 3

2
a1,0(1, x)

=

(
1

2

)N+1

(2N + 1)!! (30)

a0,N+1(N + 1, x) = −
(
N +

1

2

)
a0,N (N, x)

= (−1)
2

(
N +

1

2

)(
N − 1

2

)
a0,N−1(N − 1, x)

= · · ·
= (−1)

N

(
N +

1

2

)(
N − 1

2

)
· · · 3

2
a0,1(1, x)

=

(
−1

2

)N+1

(2N + 1)!! (31)

a0,2N+2(N + 1, x) = xa0,2N (N, x) = x2a0,2(N−1)(N − 1, x)

= xNa0,2(1, x) = xN+1a0,0(0, x) = xN+1. (32)

Let N + 2 ≤ j ≤ 2N + 1. Then, from (23), we have

a0,j(N + 1, x) = xa0,j−2(N, x)−
(
j − 1

2

)
a0,j−1(N, x). (33)

For j = N + 2, we get the following:

a0,N+2(N + 1, x)

= xa0,N (N, x)−
(
N +

3

2

)
a0,N+1(N, x)

= xa0,N (N, x)−
(
N +

3

2

)(
xa0,N−1(N − 1, x)−

(
N +

1

2

)
a0,N (N − 1, x)

)
= x

(
a0,N (N, x)− (N +

3

2
)a0,N−1(N − 1, x)

)
+(−1)2

(
N +

3

2

)(
N +

1

2

)(
xa0,N−2(N − 2, x)−

(
N − 1

2

)
a0,N−1(N − 2, x)

)
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= · · ·

= x
N−1∑
k=0

(−1)k
(
N +

3

2

)(
N +

1

2

)
· · ·
(
N − k +

5

2

)
a0,N−k(N − k, x)

+(−1)N
(
N +

3

2

)(
N +

1

2

)
· · · 5

2
a0,2(1, x)

= x
N∑

k=0

(
−1

2

)k

(2N + 3)(2N + 1) · · · (2N − 2k + 5)a0,N−k(N − k, x)

= x
N∑

k=0

(
−1

2

)k
(2N + 3)!!

(2N − 2k + 3)!!
a0,N−k(N − k, x). (34)

For j = N + 3, we obtain the following:

a0,N+3(N + 1, x)

= xa0,N+1(N, x)−
(
N +

5

2

)
a0,N+2(N, x)

= xa0,N+1(N, x)−
(
N +

5

2

)(
xa0,N (N − 1, x)−

(
N +

3

2

)
a0,N+1(N − 1, x)

)
= x

(
a0,N+1(N, x)−

(
N +

5

2

)
a0,N (N − 1, x)

)
(−1)2

(
N +

5

2

)(
N +

3

2

)(
xa0,N−1(N − 2, x)−

(
N +

1

2

)
a0,N (N − 2, x)

)
= · · ·

= x
N−2∑
k=0

(−1)k
(
N +

5

2

)(
N +

3

2

)
· · ·
(
N − k +

7

2

)
a0,n−k+1(N − k, x)

+(−1)N−1
(
N +

5

2

)(
N +

3

2

)
· · · 9

2
a0,4(2, x)

= x
N−1∑
k=0

(−1)k
(
N +

5

2

)(
N +

3

2

)
· · ·
(
N − k +

7

2

)
a0,n−k+1(N − k, x)

= x

N−1∑
k=0

(
−1

2

)k
(2N + 5)!!

(2N − 2k + 5)!!
a0,N−k+1(N − k, x). (35)

Continuing this process, we can deduce that, for N + 2 ≤ j ≤ 2N + 1,

a0,j(N + 1, x) = x

2N+2−j∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!
a0,j−k−2(N − k, x). (36)

Let 1 ≤ i ≤ N . Then, from (21), we have

ai,N−i+1(N + 1, x) =

(
i− 1

2

)
ai−1,N−i+1(N, x)−

(
N − i +

1

2

)
ai,N−i(N, x). (37)

For i = 1, we obtain the following:

a1,N (N + 1, x)

=
1

2
a0,N (N, x)−

(
N − 1

2

)
a1,N−1(N, x)

=
1

2
a0,N (N, x)−

(
N − 1

2

)(
1

2
a0,N−1(N − 1, x)− (N − 3

2
)a1,N−2(N − 1, x)

)
=

1

2

(
a0,N (N, x)−

(
N − 1

2

)
a0,N−1(N − 1, x)

)
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+(−1)2
(
N − 1

2

)(
N − 3

2

)(
1

2
a0,N−2(N − 2, x)−

(
N − 5

2

)
a1,N−3(N − 2, x)

)
= · · ·

=
1

2

N−1∑
k=0

(−1)k
(
N − 1

2

)(
N − 3

2

)
· · ·
(
N − 2k − 1

2

)
a0,N−k(N − k, x)

+(−1)N
(
N − 1

2

)
· · · 1

2
a1,0(1, x)

=
1

2

N∑
k=0

(−1)k
(
N − 1

2

)(
N − 3

2

)
· · ·
(
N − 2k − 1

2

)
a0,N−k(N − k, x)

=
1

2

N∑
k=0

(
−1

2

)k
(2N − 1)!!

(2N − 2k − 1)!!
a0,N−k(N − k, x). (38)

For i = 2, we get the following:

a2,N−1(N + 1, x)

=
3

2
a1,N−1(N, x)−

(
N − 3

2

)
a2,N−2(N, x)

=
3

2
a1,N−1(N, x)−

(
N − 3

2

)(
3

2
a1,N−2(N − 1, x)−

(
N − 5

2

)
a2,N−3(N − 1, x)

)
=

3

2

(
a1,N−1(N, x)−

(
N − 3

2

)
a1,N−2(N − 1, x)

)
+(−1)2

(
N − 3

2

)(
N − 5

2

)(
3

2
a1,N−3(N − 2, x)−

(
N − 7

2

)
a2,N−4(N − 2, x)

)
= · · ·

=
3

2

N−2∑
k=0

(−1)k
(
N − 3

2

)(
N − 5

2

)
· · ·
(
N − 2k + 1

2

)
a1,N−k−1(N − k, x)

+(−1)N−1
(
N − 3

2

)(
N − 5

2

)
· · · 1

2
a2,0(2, x)

=
3

2

N−1∑
k=0

(−1)k
(
N − 3

2

)(
N − 5

2

)
· · ·
(
N − 2k + 1

2

)
a1,N−k−1(N − k, x)

=
3

2

N−1∑
k=0

(
−1

2

)k
(2N − 3)!!

(2N − 2k − 3)!!
a1,N−k−1(N − k, x). (39)

Continuing this process, we can deduce that, for 1 ≤ i ≤ N ,

ai,N−i+1(N + 1, x)

=
2i− 1

2

N−i+1∑
k=0

(
−1

2

)k
(2N − 2i + 1)!!

(2N − 2k − 2i + 1)!!
ai−1,N−k−i+1(N − k, x). (40)

Let 1 ≤ i ≤ N . Then, from (22), we have

ai,2(N+1−i)(N + 1, x)

=

(
i− 1

2

)
ai−1,2(N+1−i)(N, x) + xai,2(N−i)(N, x). (41)

Then, proceeding analogously to the case of (37), we can deduce that, for 1 ≤ i ≤ N ,

ai,2(N+1−i)(N + 1) =
2i− 1

2

N−i+1∑
k=0

xkai−1,2(N−k−i+1)(N − k, x), (42)
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For 1 ≤ i ≤ N , N − i + 2 ≤ j ≤ 2(N − i) + 1, from (20) we have

ai,j(N + 1, x)

=

(
i− 1

2

)
ai−1,j(N, x)−

(
j − 1

2

)
ai,j−1(N, x) + xai,j−2(N, x). (43)

Let i = 1, Then, with N + 1 ≤ j ≤ 2N − 1, (43) becomes

a1,j(N + 1, x) =
1

2
a0,j(N, x) + xa1,j−2(N, x)−

(
j − 1

2

)
a1,j−1(N, x). (44)

For j = N + 1, we get the following:

a1,N+1(N + 1, x)

=
1

2
a0,N+1(N, x) + xa1,N−1(N, x)−

(
N +

1

2

)
a1,N (N, x)

=
1

2
a0,N+1(N, x) + xa1,N−1(N, x)

−
(
N +

1

2

)(
1

2
a0,N (N − 1, x) + xa1,N−2(N − 1, x)−

(
N − 1

2

)
a1,N−1(N − 1, x)

)
=

1

2

(
a0,N+1(N, x)−

(
N +

1

2

)
a0,N (N − 1, x)

)
+x

(
a1,N−1(N, x)−

(
N +

1

2

)
a1,N−2(N − 1, x)

)
+ (−1)2

(
N +

1

2

)(
N − 1

2

)
×
(

1

2
a0,N−1(N − 2, x) + xa1,N−3(N − 2, x)−

(
N − 3

2

)
a1,N−2(N − 2, x)

)
= · · ·

=
1

2

N−2∑
k=0

(−1)k
(
N +

1

2

)(
N − 1

2

)
· · ·
(
N − 2k − 3

2

)
a0,N−k+1(N − k, x)

+x
N−2∑
k=0

(−1)k
(
N +

1

2

)(
N − 1

2

)
· · ·
(
N − 2k − 3

2

)
a1,N−k−1(N − k, x)

+(−1)N−1
(
N +

1

2

)(
N − 1

2

)
· · ·
(

5

2

)
a1,2(2, x)

=

N−1∑
k=0

(
−1

2

)k
(2N + 1)!!

(2N − 2k + 1)!!

(
1

2
a0,N−k+1(N − k, x) + xa1,N−k−1(N − k, x)

)
. (45)

For j = N + 2, we obtain the following:

a1,N+2(N + 1, x)

=
1

2
a0,N+2(N, x) + xa1,N (N, x)−

(
N +

3

2

)
a1,N+1(N, x)

=
1

2
a0,N+2(N, x) + xa1,N (N, x)

−
(
N +

3

2

)(
1

2
a0,N+1(N − 1, x) + xa1,N−1(N − 1, x)−

(
N +

1

2

)
a1,N (N − 1, x)

)
=

1

2

(
a0,N+2(N, x)−

(
N +

3

2

)
a0,N+1(N − 1, x)

)
+x

(
a1,N (N, x)−

(
N +

3

2

)
a1,N−1(N − 1, x)

)
+(−1)2

(
N +

3

2

)(
N +

1

2

)
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×
(

1

2
a0,N (N − 2, x) + xa1,N−2(N − 2, x)−

(
N − 1

2

)
a1,N−1(N − 2, x)

)
= · · ·

=
1

2

N−3∑
k=0

(−1)k
(
N +

3

2

)(
N +

1

2

)
· · ·
(
N − 2k − 5

2

)
a0,N−k+2(N − k, x)

+x
N−3∑
k=0

(−1)k
(
N +

3

2

)(
N +

1

2

)
· · ·
(
N − 2k − 5

2

)
a1,N−k(N − k, x)

+(−1)N−2
(
N +

3

2

)(
N +

1

2

)
· · · 9

2
a1,4(3, x)

=
N−2∑
k=0

(
−1

2

)k
(2N + 3)!!

(2N − 2k + 3)!!

(
1

2
a0,N−k+2(N − k, x) + xa1,N−k(N − k, x)

)
. (46)

Continuing this process, we can deduce that, for N + 1 ≤ j ≤ 2N − 1,

a1,j(N + 1, x)

=

2N−j∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

(
1

2
a0,j−k(N − k) + xa1,j−k−2(N − k, x)

)
. (47)

Let i = 2. Then, with N ≤ j ≤ 2N − 3, (43) becomes

a2,j(N + 1, x)

=
3

2
a1,j(N, x) + xa2,j−2(N, x)−

(
j − 1

2

)
a2,j−1(N, x). (48)

Then, proceeding analogously to the case of (44), we can deduce that, for N ≤ j ≤ 2N −3,

a2,j(N + 1, x)

=

2N−j−2∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

(
3

2
a1,j−k(N − k, x) + xa2,j−k−2(N − k, x)

)
(49)

Thus we can deduce that, for 1 ≤ i ≤ N , N − i + 2 ≤ j ≤ 2(N − i) + 1,

ai,j(N + 1, x)

=

2N−j−2i+2∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

×
(

2i− 1

2
ai−1,j−k(N − k, x) + xai,j−k−2(N − k, x)

)
(50)

Our results can be summarized as:

a0,0(0, x) = 1;

aN+1,0(N + 1, x) =

(
−1

2

)N+1

(2N + 1)!!;

a0,N+1(N + 1, x) =

(
−1

2

)N+1

(2N + 1)!!;

a0,2N+2(N + 1, x) = xN+1;

a0,j(N + 1, x) = x

2N+2−j∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!
a0,j−k−2(N − k, x)

for N + 2 ≤ j ≤ 2N + 1;
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ai,N−i+1(N + 1, x) =
2i− 1

2

N−i+1∑
k=0

(
−1

2

)k
(2N − 2i + 1)!!

(2N − 2k − 2i + 1)!!
ai−1,N−k−i+1(N − k, x)

for 1 ≤ i ≤ N ;

ai,2(N+1−i)(N + 1, x) =
2i− 1

2

N−i+1∑
k=0

xkai−1,2(N−k−i+1)(N − k, x),

for 1 ≤ i ≤ N ;
ai,j(N + 1, x)

=

2N−j−2i+2∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

(
2i− 1

2
ai−1,j−k(N − k, x) + xai,j−k−2(N − k, x)

)
,

for 1 ≤ i ≤ N,N − i + 2 ≤ j ≤ 2(N − i) + 1. (51)

From these, we can conclude that, for 0 ≤ i ≤ N + 1, N + 1− i ≤ j ≤ 2(N + 1− i),

ai,j(N + 1, x) =

2N−j−2i+2∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

×
(

2i− 1

2
ai−1,j−k(N − k, x) + xai,j−k−2(N − k, x)

)
, (52)

with a0,0(0, x) = 1, a1,0(1, x) = 1
2 , a0,1(1, x) = − 1

2 , a0,2(1, x) = x, except for i = 0 and
j = N + 1, in which case

a0,N+1(N + 1, x) =

(
−1

2

)N+1

(2N + 1)!!. (53)

Our results can now be stated as the following theorem.

Theorem 1. The ordinary differential equations

F (N) =

(
d

dt

)N

F =

 N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x)(1− t)−i(1 + t)−j

F, (54)

(N = 0, 1, 2, · · · , ) have a solution F = F (t, x) = (1 − t2)−
1
2 ex( t

1+t ), where, for 0 ≤ i ≤ N ,
N − i ≤ j ≤ 2(N − i),

ai,j(N, x) =

2N−j−2i∑
k=0

(
−1

2

)k
(2j − 1)!!

(2j − 2k − 1)!!

×
(

2i− 1

2
ai−1,j−k(N − k − 1, x) + xai,j−k−2(N − k − 1, x)

)
, (55)

with a0,0(0, x) = 1, a1,0(1, x) = 1
2 , a0,1(1, x) = − 1

2 , a0,2(1, x) = x, except for i = 0 and j = N ,
in which case

a0,N (N, x) =

(
−1

2

)N

(2N − 1)!!. (56)
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3. Applications of differential equations

We recall from (9) that the squared Hermite polynomials SHk(x) are given by the gener-
ating function

F = F (t;x) = (1− t2)−
1
2 e(

t
1+t ) =

∞∑
k=0

SHk(x)
tk

k!
. (57)

Here we derive some new and explicit identities for the squared Hermite polynomials from
the differential equations in Theorem 1. Now, we have

∞∑
k=0

SHk+N (x)
tk

k!
=

( ∞∑
k=0

SHk(x)
tk

k!

)(N)

=
((

1− t2
)− 1

2 ex( t
1+t )

)(N)

=

 N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x)(1− t)−i(1 + t)−j

F

=
N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x)
∞∑
l=0

(i + l − 1)l
tl

l!

×
∞∑

m=0

(−1)m(j + m− 1)m
tm

m!

∞∑
n=0

SHn(x)
tn

n!

=

∞∑
k=0

 N∑
i=0

2(N−i)∑
j=N−i

∑
l+m+n=k

(
k

l,m, n

)
× (−1)m(i + l − 1)l(j + m− 1)mai,j(N, x)SHn(x))

tk

k!
. (58)

From this, we have, for k,N = 0, 1, 2, · · ·

SHk+N (x) =
N∑
i=0

2(N−i)∑
j=N−i

∑
l+m+n=k

(
k

l,m, n

)
×(−1)m(i + l − 1)l(j + m− 1)mai,j(N, x)SHn(x). (59)

Thus we obtain the following theorem.

Theorem 2. For k,N = 0, 1, 2, · · ·

SHk+N (x) =
N∑
i=0

2(N−i)∑
j=N−i

∑
l+m+n=k

(
k

l,m, n

)
×(−1)m(i + l − 1)l(j + m− 1)mai,j(N, x)SHn(x),

where ai,j(N, x) are as in Theorem 1.

Letting k = 0 in (59), we obtain the following result giving expressions for the squared
Hermite polynomials SHN (x).
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Theorem 3. For N = 0, 1, 2, · · ·

SHN (x) =
N∑
i=0

2(N−i)∑
j=N−i

ai,j(N, x),

where ai,j(N, x) are as in Theorem 1.

References

[1] G. Arfken, Mathematical Methods for Physicists 3rd ed., Orlando, FL: Academic Press, 1985.

[2] O. S. Berlyand, R.I. Gavrilova, A.P. Prudnikov, Tables of integral error functions and Hermite polynomi-
als. Translated by Prasenjit Basu. A Pergamon Press Book The Macmillan Co., New York 1962. vi+163

pp.

[3] Erdelyi, A. (ed.), Higher Transcendental Function, The Bateman Manuscript Project. Vol. III, McGraw-
Hill, New York, 1953.

[4] Y. Kakizawa, Some integrals involving multivariate Hermite polynomials: Application to evaluating
higher-order local powers, Statist. Probab. Lett. 110 (2016), 162-168.

[5] D. S. Kim, T. Kim, Some identities for Bernoulli numbers of the second kind arising from a non-linear

differential equation B. Korean Math. Soc. 52(2015), no. 6, 2001–2010.
[6] D. S. Kim, T. Kim, A note on the Hermite numbers and polynomials. Math. Inequal. Appl. 16 (2013),

no. 4, 1115-1122.

[7] D. S. Kim, T. Kim. S.-H. Rim, D. V. Dolgy, Barnes’ multiple Bernoulli and Hermite mixed-type polyno-
mials. Proc. Jangjeon Math. Soc. 18 (2015), no. 1, 7-19.

[8] T. Kim, T. Mansour, Umbral calculus associated with Frobenius-type Eulerian polynomials, Russ. J.

Math. Phys. 21 (2014), no. 4, 484-493.
[9] T. Kim, D. S. Kim, Identities involving degenerate Euler numbers and polynomials arising from non-

linear differential equations, J. Nonlinear Sci. Appl. 9(2016), 2086-2098.

[10] T. Kim, D. S. Kim, A note on Changhee differential equations, Russ. J. Math. Phys., to appear.
[11] T. Kim, D. S. Kim, T. Mansour, J.-j. Seo, Linear differential equations for families of polynomials, J.

Ineq. Appl. (2016), 2016:95.

[12] J.I. Marcum, Tables of Hermite polynomials and the derivatives of the error function, Report P-90, The
RAND Corporation, Santa Monica, Calif., (1948).

[13] S. Roman, The umbral calculus, Pure and Applied Mathematics, vol. 111, Academic Press, Inc. [Harcourt
Brace Jovanovich, Publishers], New York, 1984.

[14] V.V. Shustov, Approximation of functions by asymmetric two-point Hermite polynomials and its opti-

mization,, Comput. Math. Math. Phys. 55 (2015), no. 12, 1960-1974.

1264

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 23, NO.7, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

TAEKYUN KIM et al 1252-1264



Quenching for the discrete heat equation with a
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Abstract

We study the quenching for the discrete semi-linear heat equation with singular

absorption ut = ∆ωu − λu−p on finite graph with Dirichlet boundary condition

and the positive initial condition u0(x). When λ−p ≥ maxx∈S u0(x), we prove

that the solution will quench in finite time by comparison principal. Meanwhile,

we study the quenching rate. Moreover, we also prove that there exists a critical

exponent λ∗ such that the problem admits a global solution for all λ ≤ λ∗. Finally,

a numerical experiment on two finite graphs is given to illustrate our results.

Keywords: Discrete heat equation; singular absorption; quenching; graphs.

MSC: 35B05, 35B33, 45G05

1 Introduction

Let G be a graph with vertex set V and edge set E, where the vertex set is divided

into the boundary vertices ∂S and the interior vertices S which is connected, and we

always assume G is a finite, connected, simple (without multiple edges and loops) graph

in the following context. In this paper, we mainly study the quenching phenomena for

the following semi-linear discrete heat equation with singular absorption on finite graph

∗Corresponding author. E-mail address:xinqiaoylsy@163.com(Qiao Xin).
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G 
ut = ∆ωu− λu−p, x ∈ S and t ∈ (0, T ),

u(x, t) = 1, x ∈ ∂S and t ∈ (0, T ),

u(x, 0) = u0(x), x ∈ S,

(1)

here p, λ and T are positive constants, the initial value u0(x) ∈ C(V ) and satisfies 0 <

u0(x) ≤ 1 for any x ∈ S. The function space C(V ) denotes the set of all functions which

are definite on the vertices V of the graph G, and ∆ω denotes the discrete Laplacian

operator on finite graph, which is defined as follows (see [1]),

∆ωu(x) =
∑
y∈V

[u(y) − u(x)] · ω(x, y),

where the function ω(x, y) is called the weighted function, and satisfies

(i) ω(x, x) = 0, for any x ∈ V,

(ii) ω(x, y) = ω(y, x) ≥ 0, for any x, y ∈ V,

(iii) ω(x, y) = 0, if and only if (x, y) /∈ E.

Moreover, dω(x) =
∑
x∈V

ω(x, y) denotes the degree of the node x ∈ V of the weighted

graph G, and we assume that dω(x) ≤ 1 for any x ∈ S.

By introducing v(x, t) = 1 − u(x, t), it is not difficult to verify that the function

v(x, t) satisfies the following initial boundary value problem
vt = ∆ωv + λ(1 − v)−p, x ∈ S and t ∈ (0, T ),

v(x, t) = 0, x ∈ ∂S and t ∈ (0, T ),

v(x, 0) = 1 − u0(x), x ∈ S.

(2)

In the continuous case including the local and nonlocal diffusion equation likes (1)

or (2), its quenching phenomena has attracted much attention from the work of H.

Kawarada [2] in 1975. This type of the diffusion equation with a singular absorption

term (or a reaction term) comes form the polarization phenomena in ionic conductors

[2], and can be considered as a limiting case of models in chemical catalyst kinetics

or models of in enzyme kinetics [4, 5, 3, 6]. The detailed researches on the quenching

phenomena can be found in [9, 6, 7, 8] and the references therein. Especially, for the

nonlinear diffusion equation

ut − uxx = −u−p,−l < x < l

with non-homogeneous Dirichlet boundary condition and the positive initial value, its

quenching occurs in finite time for sufficiently large l in[2, 7]. Moreover, the quenching

of the semilinear parabolic equation

ut − ∆u = g(u)

2
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with homogeneous Dirichlet boundary condition and the positive initial value was also

studied, the readers can refer to [10, 11]. On the other hand, the authors of [9] considered

the quenching behaviour of the following nonlocal diffusion equation

ut = J ∗ u− u− λu−p,

the critical parameter λ∗ and the quenching rate and the quenching set were also given.

Recently, the ω-harmonic function and the ω−heat equation were considered by many

authors since the discrete heat equation has been widely applied to the fields of heat

and energy transfer, electrical networks, image processing and so on [1, 12, 13]. In [14],

Y.S. Chung, Y.S. Lee et.al considered the extinction and positivity of the discrete heat

equation with absorption on network

ut = ∆ωu− up,

where p > 0. Furthermore, the extinction and positivity for the p, ω-heat equation with

absorption was also studied in [16, 15]. Blow-up for the ω−heat equation with a reaction

term on graphs

ut = ∆ωu+ λup,

where p > 0 was researched in [17, 18]. The asymptotic behavior of solutions for the

ω-heat equation with reaction and absorption term was considered in [19].

Motivated by the above works, the purpose of this paper is to discuss the quenching

phenomenons for the discrete heat equation with singular absorption term and the

non-homonomous Dirichlet boundary conditions. The local existence and uniqueness

of solutions are obtained in the next section. In the third section, we will show the

comparison principal for the discrete heat equation (1). The sufficient conditions on

quenching and quenching rate are proved in the section 4. In the section 5, we mainly

discuss the existence of the global solution. In the last section, we give some numerical

experiments to illustrate our results.

2 Local existence and uniqueness of solutions

Lemma 2.1 Suppose 0 < u0(x) ≤ 1, then, there exists a unique solution u ∈ C[0, T ) ×
C(V ) for the problem (1). Moreover, if T is finite, then

lim
t→T−

u(x, t) = 0 (3)

for some x ∈ S.

3
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Proof. Since 0 < u0(x) ≤ 1, there exists a positive constant ε, such that 2ε < u0(x) ≤ 1.

Set

X0 = {u ∈ C[0, t0] × C(V ), ε ≤ u ≤ K and u(x) ≡ 1 for any x ∈ ∂S} ,

where K > 1 and

t0 < min

{
K − 1

K
,

ε

K + λε−p
,

1

2 + λpε−p−1

}
. (4)

Now, we define the operator as follows:

Tu0 [u](x, t) =

{
u0(x) +

∫ t

0
∆ωu(x, s)ds− λ

∫ t

0
u−p(x, s)ds, x ∈ S, 0 ≤ t ≤ t0,

1, x ∈ ∂S, 0 ≤ t ≤ t0,

and the norm of the Banach space X0

∥u(x, t)∥X0 = max
x∈V

max
t∈[0,t0]

|u(x, t)|

for any u(x, t) ∈ X0.

First, we prove that the operator Tu0 maps X0 into X0. It is easy to verify that

Tu0 [u](x, t) is continuous about the time t for any fixed node x ∈ V . On the other hand,

for any u(x, t) ∈ X0, we have

Tu0 [u](x, t) ≥ 2ε− (K + λε−p)t0 ≥ ε, (5)

moreover, we also have

Tu0 [u](x, t) ≤ 1 +Kt0 = K(
1

K
+ t0) ≤ K. (6)

Next, we show that Tu0 is a strict contraction in X0. That is to say, for any u, v ∈ X0,

we get

∥u− v∥X0 ≤

∥∥∥∥∥
∫ t

0

∑
y∈V

[u(y, s) − v(y, s)]ω(x, y)ds

∥∥∥∥∥
X0

+

∥∥∥∥∫ t

0

[u(x, s) − v(x, s)]ds

∥∥∥∥
X0

+ λ

∥∥∥∥∫ t

0

[v−p(x, s) − u−p(x, s)]ds

∥∥∥∥
X0

≤ 2t0∥u− v∥X0 + λp

∥∥∥∥∫ t

0

|ξ|−p−1|u(x, s) − v(x, s)|ds
∥∥∥∥
X0

≤ t0(2 + λpε−p−1)∥u− v∥X0 < ∥u− v∥X0 .

Hence, by Banach fixed point theorem, there exists a unique u ∈ X0 such that u =

Tu0(x)[u], so, for any x ∈ S, we have

u(x, t) =

{
u0(x) +

∫ t

0
∆ωu(x, s)ds− λ

∫ t

0
u−p(x, s)ds, x ∈ S

1, x ∈ ∂S,
(7)

thus, we can get u(x, t) is the unique solution to the problem (1) in t ∈ [0, t0]. Now,

if u(x, t0) > 0, we can continue the above procedure, and then, the solution can be

extend to the time interval [t0, t1]. This procedure can be continued again and again

until lim
t→T−

u(x, t) → 0 for some time T which may be infinite.

4
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3 Comparison principle

In this section, we mainly show a comparison principal. To do this, we begin with the

definition of the super-solution and sub-solution to the problem (1).

Definition 3.1 A function u ∈ C(V )×C[0, T ) is a super-solution to the problem (1) if

u is a positive function and satisfies
ut ≥ ∆ωu− λu−p, x ∈ S and t ∈ (0, T ),

u(x, t) ≥ 0, x ∈ ∂S and t ∈ (0, T ),

u(x, 0) ≥ u0(x), x ∈ S,

(8)

Analogously, we say that u ∈ C(V ) ×C[0, T ) is a sub-solution if it satisfies the reverses

above inequalities.

Now, we have the following comparison principle.

Theorem 3.1 (Comparison principle) Suppose u and u be a super-solution and a

sub-solution to the problem (1.1), respectively, then u ≥ u in (x, t) ∈ V × [0, T ).

Proof. For any 0 < t0 < T , set m = min
S×[0,t0]

{u, u} and M = max
S×[0,t0]

{u, u}, thus,

we know that m,M are the positive constants. And then, suppose v(x, t) = u − u.

Notice that v(x, 0) > 0 for any x ∈ S. By the definitions of the super-solution and the

sub-solution, we can get

vt ≥ ∆ωv − λ(u−p − u−p), (9)

let v+(x, t) = max{v(x, t), 0} ≥ 0. Thus, multiplying v+ both sides of the above

inequality, and integrating on S, we obtain

1

2

(∫
x∈S

(v+(x, t))2
)

t

≤
∫
x∈S

∆ωv(x, t)v+(x, t) +

∫
x∈S

(up(x) − up(x))v+(x, t),

(10)

For the first term of the right part of the above inequality, we have∫
x∈S

∆ωv(x, t)v+(x, t) ≤ 0. (11)

In fact, let J(t) = {x ∈ V : v(x, t) > 0}, if J(t) is empty set, we have the desired

results. Now, assume J(t) is not an empty set. Due to u(x, t) ≤ 0, u(x, t) ≥ 0 for any

x ∈ ∂S and 0 ≤ t ≤ t0, so v(x, t) = u(x, t) − u(x, t) ≤ 0 for any x ∈ ∂S and 0 ≤ t ≤ t0.

5
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Now, we get J(t) ⊂ S. Thus, if x ∈ J(t) and y ∈ V \ J(t), we have v(x, t) > 0 and

v(y, t) − v(x, t) < 0, hence, we have∑
x∈J(t)

∑
y∈V \J(t)

v(x, t)[v(y, t) − v(x, t)]ω(x, y) < 0.

Furthermore, we get∑
x∈S

∑
y∈V

v+(x, t)[v(y, t) − v(x, t)]ω(x, y)

=
∑

x∈J(t)

∑
y∈J(t)

v(x, t)[v(y, t) − v(x, t)]ω(x, y)

+
∑

x∈J(t)

∑
y∈V \J(t)

v(x, t)[v(y, t) − v(x, t)]ω(x, y)

= −1

2

∑
x∈J(t)

∑
y∈J(t)

[v(y, t) − v(x, t)]2ω(x, y)

+
∑

x∈J(t)

∑
y∈V \J(t)

v(x, t)[v(y, t) − v(x, t)]ω(x, y) < 0.

(12)

On the other hand, for any fixed x ∈ S, by mean value theorem, we have

u−p(x, t) − u−p(x, t) = −pξ−p−1(x, t)v(x, t),

where ξ(x, t) = θ(x)u(x, t) + (1 − θ(x))u(x, t) and 0 ≤ θ(x) ≤ 1. And then, we have

m ≤ ξ(x, t) ≤M . Thus, for the second term of the right part of the inequality (10), we

also have ∫
x∈S

(up(x) − ūp(x))v+(x, t) ≤ −m−p−1

∫
x∈S

(v+(x, t))2. (13)

Combine the inequalities (10), (12) and (13), we obtain(∫
x∈V

(v+(x, t))2
)

t

< 0. (14)

There exists a contradiction. Hence J(t) = ∅. By the arbitrariness of t0, we obtain

u(x, t) ≥ u(x, t), for (x, t) ∈ V × [0, T ).

4 Quenching phenomena and quenching rate

In this section, similar to the method used in [9], we mainly propose the quenching

condition and quenching rate. Before the discussions and proofs, we firstly give some

notes about the initial value condition and also the boundary condition. Since the

absorption term is singular at points which satisfy u(x) = 0, we need the initial value

u0(x) > 0. Moreover, if max
x∈S

u0(x) > 1, we can set

U(t) = (λp)
1

p+1 (A− t)
1

p+1 ,

6
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where A = max
x∈S

u0(x), and then, it is easy to verify that U(t) is a super-solution to

the discrete diffusion equation (1) when U(t) ≥ 1. Thus, by the comparison principle,

there exists t0 such that 1 ≥ U(t0) ≥ u(x, t0). Hence, we can discuss the quenching

pheromone to the problem (1) with the large initial value beginning with the initial

time time t = t0. The following proof can be similarly done. Finally, if we choose the

homogenous Dirichlet boundary condition, i.e. set u(x, t) = 0 for any x ∈ ∂S, and then,

we can also get U(t) is also a super-solution to the problem (1) for any t < A, and then,

we have u(x, t) always quenches in finite time, i.e. the solution to the problem (1) is not

global.

Next, we give the proof of the quenching phenomena about the problem (1), we

mainly have the following two results.

Theorem 4.1 If the initial value u0(x) satisfies that

max
x∈S

u0(x) ≤ λ
1
p < 1, (15)

and then, the solution to the problem (1) quenches in finite time T .

Proof. It is easy to verify that

v(x, t) =

{
λ

1
p , x ∈ S,

1, x ∈ ∂S,
(16)

is the super-solution to the problem (1), thus, by the comparison principle, we have

u(x, t) ≤ λ
1
p for any x ∈ S and t ∈ [0, T ).

Now, assume u(x, t) attains its minimum value at the nodes x∗ for any fix time t. At

this point, we have

ut(x
∗, t) =

∑
y∈V

u(y, t)ω(x∗, y) − d∗u(x∗, t) − λu−p(x∗, t)

≤ d∗ − d∗u(x∗, t) − λu−p(x∗, t)

≤ −d∗u(x∗, t),

(17)

where d∗ = dω(x∗). Integrating both sides of the above inequality in [0, t], we can get

u(x∗, t) ≤ u0(x
∗)e−d∗t ≤ λ

1
p e−d∗t. (18)

Thus, for the equality in (17), note that the function −s−p is increasing, hence, choose

t0 ≥ ln(2d∗)
pd∗

, and then, for any t ≥ t0, we can also get

ut(x
∗, t) ≤ d∗ − d∗u(x∗, t) − λu−p(x∗, t)

≤ d∗ − λ

2
u−p(x∗, t) − λ

2
u−p(x∗, t)

≤ d∗ − 1

2
epd

∗t − λ

2
u−p(x∗, t)

≤ −λ
2
u−p(x∗, t),

(19)

7
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Integrating both sides of the above inequality in [t0, t], we can obtain

up+1(u(x∗, t))

≤ up+1(u(x∗, t0)) −
(p+ 1)λ

2
(t− t0)

≤ up+1
0 (x∗)e−d∗(p+1)t0 − (p+ 1)λ

2
(t− t0),

from this inequality, we have u(x, t) quenches at finite time T , moreover, we have

T ≤ t0 +
(p+ 1)λ

2
up+1
0 (x∗)e−d∗(p+1)t0 . (20)

Theorem 4.2 If λ ≥ 1, then the solution to the problem (1) also quenches in finite

time.

Proof. Since λ ≥ 1 and 0 < u0(x) ≤ 1, we have max
x∈V

u0(x) ≤ λ
1

p+1 . Now, it is easy to

verify that v(x, t) ≡ λ
1

p+1 , x ∈ V is a super-solution to the problem (1). Thus, by the

comparison principle, we also have u(x, t) ≤ λ
1

p+1 for any x ∈ V .

Now, also assume u(x, t) attains its minimum value at the nodes x∗ for any fix time

t. At this point, we have

ut(x
∗, t) =

∑
y∈V

u(y, t)ω(x∗, y) − d∗u(x∗, t) − λu−p(x∗, t)

≤ λ
1

p+1 − d∗u(x∗, t) − λu−p(x∗, t)

≤ −d∗u(x∗, t),

(21)

Integrating both sides of the above inequality on [0, t], we can get

u(x∗, t) ≤ u0(x
∗)e−d∗t. (22)

Thus, for any t ≥ t0, from the inequality in (21) and by choosing t0 ≥
ln 2− p lnλ

p+1

pd∗
, it follows

that

ut(x
∗, t) ≤ λ

1
p+1 − d∗u(x∗, t) − λu−p(x∗, t)

= λ
1

p+1 − d∗u(x∗, t) − λ

2
u−p(x∗, t) − λ

2
u−p(x∗, t)

≤ λ
1

p+1 − λ

2
epd

∗t − λ

2
u−p(x∗, t)

≤ −λ
2
u−p(x∗, t),

(23)

Integrating both sides of the above inequality on [t0, t], we can obtain

up+1(u(x∗, t))

≤ up+1(u(x∗, t0)) −
(p+ 1)λ

2
(t− t0)

≤ up+1
0 (x∗)e−(p+1)d∗t0 − (p+ 1)λ

2
(t− t0),

8
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by this inequality, we get u(x, t) quenches at finite time T , moreover, we also have

T ≤ t0 +
(p+ 1)λ

2
up+1
0 (x∗)e−(p+1)d∗t0 . (24)

Theorem 4.3 (The quenching rate) If the solution u(x, t) to the problem (1) quenches

in finite time T at the node x∗, and then, we have

lim
t→T−

(T − t)
−1
p+1u(x∗, t) = [(p+ 1)λ]

1
p+1 .

Proof. Since 0 < u0(x) ≤ 1, and then, it is easy to verify that v(x, t) ≡ 1 is a

super-solution to the problem (1), by the comparison principle, we know that 0 <

u(x, t) ≤ 1 for any x ∈ V and t ∈ [0, T ).

Now, multiply up on the both sides of the discrete heat equation in the problem (1),

and then, we get

uput = up∆ωu− λ, x ∈ S, t ∈ [0, T ). (25)

Next, we establish the upper bound of the quenching rate. Due to 0 < u(x, t) ≤ 1,

we have

uput = up∆ωu− λ

= up
∑
y∈V

u(y, t)ω(x, y) − dω(x)up+1 − λ

≥ −up+1 − λ ≥ −1 − λ

(26)

for any x ∈ S, t ∈ [0, T ). Assume that u(x, t) quenches in finite time T at the node x∗,

and then, integrating the inequality uput ≥ −1 − λ on the time t on [t, T ] on the node

x∗, due to u(x, t) → 0 when t→ T−, we can get

up+1(x∗, t) ≤ (p+ 1)(λ+ 1)(T − t).

Moreover, due to the inequality uput ≥ −up+1 − λ, thus, at the quenching node x∗, we

also have

uput(x
∗, t) ≥ −(p+ 1)(λ+ 1)(T − t) − λ, (27)

Integrating again in the time interval [t, T ], we have

− 1

p+ 1
up+1(x∗, t) ≥ 1

2
(p+ 1)(λ+ 1)(T − t)2 − λ(T − t), (28)

thus, we get

up+1(x∗, t)

T − t
≤ (p+ 1)λ

(
−(p+ 1)

2(λ+ 1)

λ
(T − t) + 1

)
. (29)

9
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Now, we establish the lower bound of the quenching rate. By the equation (31) and

0 < u(x, t) ≤ 1, we also have

uput = up
∑
y∈V

u(y, t)ω(x, y) − dω(x)up+1 − λ ≤ up − λ.

Thus, by the inequality (26), at the quenching node x∗, we can obtain the following

inequality

uput ≤ [(p+ 1)(λ+ 1)(T − t)]
p

p+1 − λ.

Integrating in the time interval [t, T ], we have

up+1(x∗, t)

T − t
≥ (p+ 1)λ

(
−(p+ 1)

2p+1
p+1 (λ+ 1)

p
p+1

(2p+ 1)λ
(T − t) + 1

)
. (30)

Combine the inequalities (29) and (30), and let t→ T−, we can obtain the need results.

5 The existence of a global solution

In this section, we investigate the existence of a global solution to the problem (1) with

the initial value u0(x) ≡ 1 for any x ∈ S. To do this, we begin with the following lemma.

Lemma 5.1 There exists a small nonnegative constant λ∗, such that if λ ≤ λ∗, then the

eigenvalue problem {
∆ωu(x) = λu−p(x), x ∈ S,

u(x) = 1, x ∈ ∂S,
(31)

exists at least one solution.

Proof. Let C(V ) denotes the set of all the functions which are defined on the finite

graph G with its nodes V , and then, the norm on C(V ) is as follows:

∥v∥C(V ) = max
x∈V

v(x). (32)

Furthermore, set C0(V ) = {v(x) ∈ C(V ) and v(x) ≡ 0 for any x ∈ ∂S} and assume

that A = {v ∈ C0(V ) : −ε < v(x) < 1} is a open subset of C0(V ), the nonlinear

function F (λ, v) : (−ε, ε) × A→ C(S) is defined as

F (λ, v) = ∆ωv + λ(1 − v)−p, (33)

where ε is a small enough constant.

It is obviously that F (λ, v) is differentiable function and F (0, 0) = 0. Moreover, the

Fréchet derivative of F (λ, v) at (0, 0) is

Fv(0, 0)[z(x)] = ∆ωz(x) (34)

10
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is a continuous linear operator for any z(x) ∈ A. In fact, for any sequence zm(x) → z(x),

we have ∥∆ω[zm(x)− z(x)]∥C(V ) ≤ |V |∥zm− z∥C(V ), so Fv(0, 0) is a continuous operator.

Moreover, its kernel is the function z = 0 (see [1]), and then, it is injective. On the other

hand, Fv(0, 0) is a linear transformation on finite dimensional space, and then, it is also

a compact linear operator, hence, it is also bijective. By the Open-Mapping Theorem we

deduce that Fv(0, 0) is a linear homeomorphism of C0(V ) into C0(V ). By the Implicit

Function Theorem in the appendix A of [20], there exists a neighborhoods U ∈ (−ε, ε)
of λ = 0 and W ∈ A of v(x) ≡ 0 such that F (λ, vλ) = 0 for any λ ∈ U , and vλ ∈ W is

unique. Thus, for any λ < λ∗ ∈ U , suppose uλ(x) = 1 − vλ(x), it is easy to verify that

uλ(x) is a solution to the equation (31).

Based on the above lemma, we have the following theorem on the existence of the

global solution to the problem (1) with u0(x) = 1.

Theorem 5.1 There exists a constat λ∗, such that λ ≤ λ∗, the problem (1) with the

initial value u0(x) = 1 has a global solution, while for λ > λ∗, then no global solution

exists.

Proof. Firstly, from the proofs of Theorem 4.1 and 4.2, we have the solution to the

problem (1) with the initial value u0(x) = 1 quenching in infinite time is impossible.

Moreover, set w(x, t) = ut(x, t), and then, we get w satisfies
wt = ∆ωw + pλu−p−1w, (x, t) ∈ S × (0, T ),

w(x, t) = 0, (x, t) ∈ ∂S × (0, T ),

w(x, 0) = −λ, x ∈ S.

(35)

Then, by comparison principle, we obtain that w = ut ≤ 0. On the other hand, by

the Lemma 5.1, we have λ is small enough, the equation (31) exists a positive solution

vλ(x), in fact, it is also a sub-solution to the problem (1) with the initial value u0(x) = 1.

Hence, the solution of (1) with the initial value u0(x) = 1 satisfies that, either it quenches

in finite time, or it converges to a stationary solution

Next, we discuss the critical exponent of the quenching and the global existence. In

fact, If u(x, t) is a global solution to the problem (1), then, we know that u(x, t) → u∞

as t → ∞ and u∞ is a solution the the problem (31), is a stationary solution to the

equation (31). Moreover, for any fix constant λ1, if there exists a solution vλ1(x) to the

problem (31), i.e. vλ1(x) satisfies

∆ωvλ1(x) = λv−p
λ1

(x), (36)

furthermore, it is easy to verify that vλ1(x) is a sub-solution to the problem (1) with

the initial value u0(x) = 1 and λ ≤ λ1. Thus, the solution to the problem (1) with

the initial value u0(x) = 1 is global when λ ≤ λ1. By this monotonicity property given

11
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Figure 1: The graph G1

above discussion, set λ∗ = sup
λ∈B

λ, where the set B = {λ : vλ(x) exists to (36)}. This

completes the proof.

6 Numerical experiments

In this section, we consider a graph G1 (as shown in Figure 1), which has six nodes

x1, x2, · · · , x6, where x2, x3, x5 are interior and x1, x4, x6 are the boundary. Moreover,

we only consider the weight function ω ≡ 1
3
. Thus, the discrete heat equation in (1) is

ut(x2, t) = 1
3

+ 1
3
u(x3, t) + 1

3
u(x5, t) − u(x2, t) − λu−p(x2, t)

ut(x3, t) = 1
3

+ 1
3
u(x2, t) + 1

3
u(x5, t) − u(x3, t) − λu−p(x3, t)

ut(x5, t) = 1
3

+ 1
3
u(x2, t) + 1

3
u(x3, t) − u(x5, t) − λu−p(x5, t)

(37)

Now, we also suppose that the exponent p = 1.2, λ = 0.8. Moreover, the discrete

Laplacian operator ∆ω on the graph G1 is as follows:

∆ω = −1

3

 3 −1 −1

−1 3 −1

−1 −1 3

 (38)

Thus, set U(t) = (u(x2, t), u(x3, t), u(x5, t))
T , and then, we have the equation (37) can

be rewrote as follows:

Ut =
1

3
+ ∆ω ∗ U(t) − 0.8U−2(t), with U(0) = (0.3, 0.35, 0.4)T , (39)

where 1 = (1, 1, 1)T .

By Theorem 4.1, we get U(t) quenches in finite time, moreover, Ut blows up in finite

time. Since the system (39) is nonlinear, it is difficult to compute its analytic solutions.

Hence, we consider its numerical solutions. The explicit difference scheme to the system

(39) is as follows:

Un+1 = Un + ∆t(
1

3
+ ∆ω ∗ Un − 0.8U−2

n ), with U0 = (0.3, 0.35, 0.4)T , (40)

12
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Figure 2: Quenching of u(x2, t) and Blow-up of ut(x2, t) in finite time
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Figure 3: The graph G2

where Un denotes U(n∆t) for n = 1, 2, 3, · · · and ∆t is the time step which taking

as 0.043/n in the numerical experiment. The numerical experiment result is shown in

Figure 2. From this numerical experiment, we know that the solution U(t) quenches

and Ut blows up in finite time.

At the end of this section, we give another example. Now, we consider the discrete

heat equation (1) on the following finite graph G2 (as shown in Figure 3), which has

six nodes x0, x2, · · · , x30, where x1, x2, · · · , x29 are interior and x0, x30 are the boundary.

Moreover, we only consider the weight function ω(xi, xj) ≡ 1
4
. Thus, the discrete heat

equation in (1) is
ut(x1, t) = 1

4
(1 + u(x2, t) − 2u(x1, t)) − λu−p(x1, t),

ut(xi, t) = 1
4
(u(xi−1) + u(xi+1, t) − 2u(xi, t)) − λu−p(xi, t), 1 ≤ i ≤ 28,

ut(x29, t) = 1
4
(1 + u(x28, t) − 2u(x29, t)) − λu−p(x29, t),

(41)

where λ = 1, p = 1.2, and then, let the initial value u0(xi) = 1 − 0.9 sin
(

i
30
π
)
, where

1 ≤ i ≤ 29 and u(x0, t) = u(x30, t) = 1. Thus, by the theorem 4.2, we have the solution

u(xi, t) will quench in finite time. Also since the nonlinear of the system (41), we consider

the following difference scheme:

Vn+1 = Vn + ∆t
(
B + ∆ωVn − λV −p

n

)
, n = 0, 1, 2, · · · , (42)

where Vn = (u(x1, n∆t), u(x2, n∆t), · · · , u(x29, n∆t))T , B = (1/4, 0, · · · , 0, 1/4)T is a

29− dimensions vector, ∆t = 0.0001/n is the time step, and the discrete Laplacian

13
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Figure 4: Quenching of u(x, t) and Blow-up of ut(x15, t) in finite time

operator on the graph G2 is as follows:

∆ω =
1

4



−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

0 1 −2 1 · · · 0
...

. . . . . . . . . . . .
...

0 · · · 0 1 −2 1

0 · · · 0 0 1 −2


29×29

. (43)

Moreover, the initial value V0 = (u0(x1), u0(x2)), · · · , u0(x29)). The numerical experiment

results can be found in Figure 4.

7 Conclusion

In this paper, we mainly consider the quenching problem and the global solution of the

discrete heat equation with a singular absorption, the quenching time, quenching rate

and the critical exponent were also given. We only prove the existence of the critical

exponent, its upper and lower bounds may be established by the Kaplan’s method in

the further work.
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Abstract

In this paper, we study existence and uniqueness of solutions for nonlocal boundary value
problems of Caputo fractional differential equations equipped with generalized Riemann-Liouville
integral boundary conditions. A variety of fixed point theorems such as Banach’s fixed point
theorem, nonlinear contractions, Krasnoselskii’s fixed point theorem, Schaefer’s fixed point theorem,
Leray-Schauder’s nonlinear alternative and Leray-Schauder degree theory are applied to obtain the
desired results. Several examples are discussed for illustration of the obtained results.

Key words and phrases: Caputo fractional derivative; generalized Riemann-Liouville integral; non-
local boundary conditions; fixed point theorems.
AMS (MOS) Subject Classifications: 26A33; 34A08

1 Introduction

We investigate the sufficient criteria for existence of solutions for the following Caputo fractional dif-
ferential equation

Dqx(t) = f(t, x(t)), 0 < t < T, (1)

subject to nonlocal generalized Riemann-Liouville fractional integral boundary conditions of the form

x(0) = γ
ρ1−α

Γ(α)

∫ ζ

0

sρ−1x(s)
(ζρ − sρ)1−α

ds := γ ρIαx(ζ),

x(T ) = δ
ρ1−β

Γ(β)

∫ ξ

0

sρ−1x(s)
(ξρ − sρ)1−β

ds := δ ρIβx(ξ), 0 < ζ, ξ < T,

(2)

where Dq denote the Caputo fractional derivative of order q, ρIz, z ∈ {α, β}, is the generalized Riemman-
Liouville fractional integral of order z > 0, ρ > 0, ζ, ξ arbitrary, with ζ, ξ ∈ (0, T ), γ, δ ∈ R and
f : [0, T ] × R → R is a continuous function.
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As a second problem, we study Caputo fractional differential equation (1) supplemented with a
combination of Riemman-Liouville and generalized Riemman-Liouville integral boundary conditions:

x(0) = γ
1

Γ(α)

∫ ζ

0

(ζ − s)α−1x(s)ds := γ Jαx(ζ),

x(T ) = δ
ρ1−β

Γ(β)

∫ ξ

0

sρ−1x(s)
(tρ − sρ)1−β

ds := δ ρIβx(ξ), 0 < ζ, ξ < T,

(3)

where Jq is the Riemman-Liouville fractional integral of order q > 0 while ρIβ denote generalized
Riemman-Liouville fractional integral of order β > 0, ρ > 0.

The subject of fractional differential equations has evolved into an interesting and popular field of
research during the last few decades. The surge in developing several aspects of fractional calculus owes
to its extensive applications in several branches of engineering and technical sciences such as physics,
chemical technology, population dynamics, biotechnology, biosciences, control theory and economics.
The nonlocal nature of fractional derivatives, which takes into account memory and hereditary properties
of various materials and processes, has played a key role in improving the mathematical modeling based
on integer-order derivatives, for instance, see [1, 2, 3, 4].

Fractional-order boundary value problems supplemented with different kinds of boundary conditions
have been studied by several researchers. In particular, integral boundary conditions involving classi-
cal, Riemann-Liouville or Hadamard or Erdélyi-Kober type integral operators have received significant
attention. In [5], Riemann-Liouville and Hadamard fractional integrals are jointly represented by a
single integral, which is called generalized Riemann-Liouville fractional integral (see Definition 2.2).
For some recent works on the topic we refer the reader to a series of papers [6]-[20] and the references
cited therein.

The purpose of the present study is to develop the existence theory for problems (1)-(2) and (1)-(3)
by means of standard tools of fixed point theory. In Section 2 we recall some preliminary facts that
we need in the sequel. In Section 3 we present our main results, while Section 4 contains examples
illustrating the results obtained in Section 3.

2 Preliminaries

In this section, we introduce some notations and definitions of fractional calculus [2, 3] and present
preliminary results needed in our proofs later.

Definition 2.1 The Riemann-Liouville fractional integral of order q > 0 of a continuous function
f : (0,∞) → R is defined by

Jqf(t) =
1

Γ(q)

∫ t

0

(t − s)q−1f(s)ds,

provided the right-hand side is point-wise defined on (0,∞).

Definition 2.2 [5] The generalized Riemann-Liouville fractional integral of order q > 0 and ρ > 0 of
a function f(t) for all 0 < t < ∞, is defined as

ρIqf(t) =
ρ1−q

Γ(q)

∫ t

0

sρ−1f(s)
(tρ − sρ)1−q

ds,

provided the right-hand side is point-wise defined on (0,∞).

Remark 2.3 From the above definition it follows that when ρ = 1 we arrive at the standard Riemann-
Liouville fractional integral, which is used to define both the Riemann-Liouville and Caputo fractional
derivatives, while when ρ → 0 we have

lim
ρ→0

ρIqf(t) =
1

Γ(q)

∫ t

0

(
log

t

s

)q−1 f(s)
s

ds,

which is the famous Hadamard fractional integral. See [5].
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Definition 2.4 The Riemann-Liouville fractional derivative of order q > 0, n − 1 < q < n, n ∈ N, is
defined as

Dq
0+f(t) =

1
Γ(n − q)

(
d

dt

)n ∫ t

0

(t − s)n−q−1f(s)ds,

where the function f(t) has absolutely continuous derivative up to order (n − 1).

Definition 2.5 The Caputo derivative of order q for a function f : [0,∞) → R can be written as

cDqf(t) = Dq

(
f(t) −

n−1∑
k=0

tk

k!
f (k)(0)

)
, t > 0, n − 1 < q < n.

Remark 2.6 If f(t) ∈ Cn[0,∞), then

cDqf(t) =
1

Γ(n − q)

∫ t

0

f (n)(s)
(t − s)q+1−n

ds = In−qf (n)(t), t > 0, n − 1 < q < n.

Lemma 2.7 Let constants q > 0 and p > 0. Then:

ρIqtp =
Γ

(
p+ρ

ρ

)
Γ

(
p+ρq+ρ

ρ

) tp+ρq

ρq
. (4)

Proof. By Definition 2.2, we have

ρIqtp =
ρ1−q

Γ(q)

∫ t

0

sρ−1sp

(tρ − sρ)1−q
ds =

ρ1−q

Γ(q)
tp+ρq

ρ

∫ 1

0

u
p
ρ

(1 − u)1−q
du

=
ρ1−q

Γ(q)
tp+ρq

ρ
B

(
p + ρ

ρ
, q

)
=

tp+ρq

ρq

Γ
(

p+ρ
ρ

)
Γ

(
p+ρq+ρ

ρ

) .

This completes the proof. ¤

Lemma 2.8 For any y ∈ AC([0, T ], R), x is a solution of the linear fractional boundary value problem{ cDqx(t) = y(t), 1 < q ≤ 2,

x(0) = γ ρIαx(ζ), x(T ) = δ ρIβx(ξ), 0 < ζ, ξ < T,
(5)

if and only if

x(t) = Jqy(t) +
γ

Λ
(v4 − tv3) ρIαJqy(ζ) +

1
Λ

(v2 + tv1)
(
δ ρIβJqy(ξ) − Jqy(T )

)
, (6)

where

v1 = 1 − γ
ζρα

ρα

1
Γ(α + 1)

, v2 = γ
ζρα+1

ρα

Γ( 1+ρ
ρ )

Γ( 1+ρα+ρ
ρ )

,

v3 = 1 − δ
ξρβ

ρβ

1
Γ(β + 1)

, v4 = T − δ
ξρβ+1

ρβ

Γ(1+ρ
ρ )

Γ( 1+ρβ+ρ
ρ )

, (7)

and
Λ = v1v4 + v2v3 6= 0. (8)
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Proof. For arbitrary constants c0, c1 ∈ R, the general solution of the fractional differential equation in
(5) can be written as [2]

x(t) = c0 + c1t + Jqy(t). (9)

Applying the generalized fractional integral operator on (9) and using Lemma 2.7, we get

ρIzx(t) = ρIzJqy(t) + c0
tρz

ρz

1
Γ(z + 1)

+ c1
tρz+1

ρz

Γ( 1+ρ
ρ )

Γ( 1+ρz+ρ
ρ )

. (10)

Using (9) and (10) in boundary conditions of (5), we get the system(
1 − γ

ζρα

ρα

1
Γ(α + 1)

)
c0 − γ

ζρα+1

ρα

Γ( 1+ρ
ρ )

Γ( 1+ρα+ρ
ρ )

c1 = γ ρIαJqy(ζ),(
1 − δ

ξρβ

ρβ

1
Γ(β + 1)

)
c0 +

(
T − δ

ξρβ+1

ρβ

Γ(1+ρ
ρ )

Γ(1+ρβ+ρ
ρ )

)
c1 = δ ρIβJqy(ξ) − Jqy(T ). (11)

Solving (11) together with the notations (7) and (8), we find that

c0 =
1
Λ

{
γv4

ρIαJqy(ζ) + v2

(
δ ρIβJqy(ξ) − Jqy(T )

)}
,

c1 =
1
Λ

{
v1

(
δ ρIβJqy(ξ) − Jqy(T )

)
− γv2

ρIαJqy(ζ)
}

.

Substituting the values of c0 and c1 in (9) yields the solution (6). Conversely, it can easily be shown by
direct computation that the integral equation (6) satisfies the problem (5). This completes the proof.¤

Our next lemma deals with the linear variant of (1)-(3). We do not provide the proof of this result
as it is similar to the preceding one.

Lemma 2.9 For any y ∈ AC([0, T ], R), x is a solution of the linear fractional boundary value problem{ cDqx(t) = y(t), 1 < q ≤ 2,

x(0) = γ Jαx(ζ), x(T ) = δ ρIβx(ξ), 0 < ζ, ξ < T,
(12)

if and only if

x(t) = Jqy(t) +
γ

Λ1
(u4 − tu3) Jq+αy(ζ) +

1
Λ1

(u2 + tu1)
(
δ ρIβJqy(ξ) − Jqy(T )

)
, (13)

where

u1 = 1 − γ
ζα

Γ(α + 1)
, u2 = γ

ζα+1

Γ(α + 2)
, u3 = 1 − δ

ξρβ

ρβ

1
Γ(β + 1)

, u4 = T − δ
ξρβ+1

ρβ

Γ( 1+ρ
ρ )

Γ( 1+ρβ+ρ
ρ )

, (14)

and
Λ1 = u1u4 + u2u3 6= 0. (15)

3 Existence results

Let us denote by C = C([0, T ], R) the Banach space of all continuous functions from [0, T ] → R endowed
with a topology of uniform convergence with the norm defined by ‖x‖ = sup{|x(t)| : t ∈ [0, T ]}. By
L1([0, T ], R) we mean the Banach space of measurable functions x : [0, T ] → R which are Lebesgue

integrable and normed by ‖x‖L1 =
∫ T

0

|x(t)|dt.
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In view of Lemma 2.8, we introduce operators Q, Q̂ : C → C associated with problems (1)-(2) and
(1)-(3) respectively by

(Qx)(t) = Jqf(s, x(s))(t) +
γ

Λ
(v4 − tv2) ρIαJqf(s, x(s))(ζ)

+
1
Λ

(v2 + tv1)
(
δ ρIβJqf(s, x(s))(ξ) − Jqf(s, x(s))(T )

)
, t ∈ [0, T ],

(16)

(Q̂x)(t) = Jqf(s, x(s))(t) +
γ

Λ1
(u4 − tu3) Jq+αf(s, x(s))(ζ)

+ 1
Λ1

(u2 + tu1)
(
δ ρIβJq(s, x(s))(ξ) − Jqf(s, x(s))(T )

)
, t ∈ [0, T ].

(17)

In the sequel, we use the following expression:

ρIhf(s, x(s))(y) =
ρ1−h

Γ(h)

∫ y

0

sρ−1f(s, x(s))
(yρ − sρ)1−h

ds, h ∈ {α, β}.

Further, we set the constants

Ω : =
T q

Γ(q + 1)
+

|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)
.

(18)

Ω1 : =
T q

Γ(q + 1)
+

|γ|(|u4| + T |u2|)ζα+q

|Λ1|Γ(α + q + 1)

+
(|u2| + T |u1|)

|Λ1|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)
.

(19)

In the following subsections, we establish several existence and uniqueness results for problems
(1)-(2) and (1)-(3) by applying a variety of fixed point theorems. We present in details the proofs
for problem (1)-(2), while the proofs for problem (1)-(3) are omitted as they are similar to the ones
obtained for problem (1)-(2).

3.1 Existence and uniqueness result via Banach’s fixed point theorem

Theorem 3.1 Assume that:

(H1) there exists a positive constant L such that |f(t, x) − f(t, y)| ≤ L|x − y|, for each t ∈ [0, T ] and
x, y ∈ R.

If

LΩ < 1, (20)

where Ω is defined by (18), then the boundary value problem (1)-(2) has a unique solution on [0, T ].

Proof. Observe that a fixed point problem equivalent to problem (1)-(2) is x = Qx, where the operator
Q is defined by (16), and that the existence of a fixed point of the operator Q implies the existence of
a solution for problem (1)-(2). Applying the Banach contraction mapping principle, we shall show that
Q has a unique fixed point. For that we let supt∈[0,T ] |f(t, 0)| = M < ∞ and choose r ≥ MΩ

1−LΩ . To show
that QBr ⊂ Br, where Br = {x ∈ C : ‖x‖ ≤ r}, we have for any x ∈ Br that

|(Qx)(t)| ≤ sup
t∈[0,T ]

{
Jq|f(s, x(s))|(t) +

|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s))|(ζ)
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+
1
|Λ|

(|v2| + T |v1|)
(
δ ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ Jq(|f(s, x(s)) − f(s, 0)| + |f(s, 0)|)(T )

+
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq(|f(s, x(s)) − f(s, 0)| + |f(s, 0)|)(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq(|f(s, x(s)) − f(s, 0)| + |f(s, 0)|)(ξ)

+Jq(|f(s, x(s)) − f(s, 0)| + |f(s, 0)|)(T )
)

≤ (L‖x‖ + M)Jq(1)(T ) + (L‖x‖ + M)
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq(1)(ζ)

+(L‖x‖ + M)
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq(1)(ξ) + Jq(1)(T )

)
≤ (Lr + M)

{
T q

Γ(q + 1)
+

|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)}
≤ (Lr + M)Ω ≤ r,

which implies that QBr ⊂ Br.
Next, we let x, y ∈ C. Then for t ∈ [0, T ], we have

|Qx(t) −Qy(t)| ≤ sup
t∈[0,T ]

{
Jq|f(s, x(s)) − f(s, y(s))|(t)

+
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s)) − f(s, y(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
δ ρIβJq|f(s, x(s)) − f(s, y(s))|(ξ)

+Jq|f(s, x(s)) − f(s, y(s))|(T )
)

≤ L‖x − y‖Jq(1)(T ) + L‖x − y‖ |γ|
|Λ|

(|v4| + T |v2|) ρIαJq(1)(ζ)

+L‖x − y‖ 1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq(1)(ξ) + Jq(1)(T )

)
= LΩ‖x − y‖,

which leads to ‖Qx − Qy‖ ≤ LΩ‖x − y‖. As LΩ < 1, Q is a contraction. Therefore, it follows by the
Banach’s contraction mapping principle that Q has a fixed point which in fact is the unique solution of
problem (1)-(2). The proof is completed. ¤

Theorem 3.2 Assume that (H1) holds. If

LΩ1 < 1, (21)

where Ω1 is defined by (19), then the boundary value problem (1)-(3) has a unique solution on [0, T ].

3.2 Existence result via Krasnoselskii’s fixed point theorem

Lemma 3.3 (Krasnoselskii’s fixed point theorem) [21]. Let M be a closed, bounded, convex and
nonempty subset of a Banach space X. Let A,B be the operators such that (a) Ax + Bx ∈ M whenever
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x, y ∈ M ; (b) A is compact and continuous; (c) B is a contraction mapping. Then there exists z ∈ M
such that z = Az + Bz.

Theorem 3.4 Let f : [0, T ] × R → R be a continuous function satisfying (H1). In addition we assume
that

(H2) |f(t, x)| ≤ ϕ(t), ∀(t, x) ∈ [0, T ] × R, and ϕ ∈ C([0, T ], R+).

Then the problem (1)-(2) has at least one solution on [0, T ] provided

L

{
|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)}
< 1.

(22)

Proof. Define the operators Q1,Q2 : C → C as follows

Q1x(t) = Jqf(s, x(s))(t), t ∈ [0, T ],

Q2x(t) =
γ

Λ
(v4 − tv2) ρIαJqf(s, x(s))(ζ)

+
1
Λ

(v2 + tv1)
(
δ ρIβJqf(s, x(s))(ξ) − Jqf(s, x(s))(T )

)
, t ∈ [0, T ].

Setting supt∈[0,T ] ϕ(t) = ‖ϕ‖ and choosing ρ ≥ ‖ϕ‖Ω, where Ω is defined by (18), we consider Bρ =
{x ∈ C : ‖x‖ ≤ ρ}. For any x, y ∈ Bρ, we have

|Q1x(t) + Q2y(t)| ≤ sup
t∈[0,T ]

{
Jq|f(s, x(s))|(t) +

|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)}

≤ ‖ϕ‖

{
T q

Γ(q + 1)
+

|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)}
= ‖ϕ‖Ω ≤ ρ.

This shows that Q1x + Q2y ∈ Bρ. Using (22), it ca easily be established that Q2 is a contraction.
Continuity of f implies that the operator Q1 is continuous. Also, Q1 is uniformly bounded on Bρ

as

‖Q1x‖ ≤ T q

Γ(q + 1)
‖ϕ‖.

Now we prove the compactness of the operator Q1.
We define sup(t,x)∈[0,T ]×Bρ

|f(t, x)| = f̄ < ∞, and consequently, for t1, t2 ∈ [0, T ], t1 < t2, we have

|Q1x(t2) −Q1x(t1)| =

∣∣∣∣∣Jqf(s, x(s))(t2) − Jqf(s, x(s))(t1)

∣∣∣∣∣
≤ f̄

Γ(q)

∣∣∣∣∫ t1

0

[(t2 − s)q−1 − (t1 − s)q−1]ds +
∫ t2

t1

(τ2 − s)q−1ds

∣∣∣∣
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≤ f̄

Γ(q + 1)
[|tq2 − tq1| + |t2 − t1|q],

which tends to zero as t2 − t1 → 0 is independent of x. Thus, Q1 is equicontinuous. So Q1 is relatively
compact on Bρ. Hence, by the Arzelá-Ascoli theorem, Q1 is compact on Bρ. Thus all the assumptions
of Lemma 3.3 are satisfied. So the conclusion of Lemma 3.3 implies that problem (1)-(2) has at least
one solution on [0, T ] ¤

Theorem 3.5 Assume that (H1) and (H2) hold. Then the problem (1)-(3) has at least one solution on
[0, T ] provided

L

{
|γ|(|u4| + T |u2|)ζα+q

|Λ1|Γ(α + q + 1)
+

(|v2| + T |v1|)
|Λ1|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) +
T q

Γ(q + 1)

)}
< 1. (23)

3.3 Existence and uniqueness result via nonlinear contractions

Definition 3.6 Let E be a Banach space and let F : E → E be a mapping. F is said to be a nonlinear
contraction if there exists a continuous nondecreasing function Θ : R+ → R+ such that Θ(0) = 0 and
Θ(ε) < ε for all ε > 0 with the property:

‖Fx −Fy‖ ≤ Θ(‖x − y‖), ∀x, y ∈ E.

Lemma 3.7 (Boyd and Wong)[22]. Let E be a Banach space and let F : E → E be a nonlinear
contraction. Then F has a unique fixed point in E.

Theorem 3.8 Let f : [0, T ] × R → R be a continuous function satisfying the assumption:

(H3) |f(t, x) − f(t, y)| ≤ z(t)
|x − y|

A∗ + |x − y|
, for t ∈ [0, T ], x, y ≥ 0, where z : [0, T ] → R+ is continuous

and A∗ is the constant given by

A∗ := Jqz(T ) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJqz(ζ) +
1
|Λ|

(|v2| + T |v1|)
{
|δ| ρIβJqz(ξ) + Jqz(T )

}
.

Then the problem (1)-(2) has a unique solution on [0, T ].

Proof. Consider the operator Q : C → C defined by (16) and a continuous nondecreasing function
Θ : R+ → R+ defined by

Θ(ε) =
A∗ε

A∗ + ε
, ∀ε ≥ 0.

Note that the function Θ satisfies Θ(0) = 0 and Θ(ε) < ε for all ε > 0.
For any x, y ∈ C and for each t ∈ [0, T ], we have

|Qx(t) −Qy(t)|

≤ sup
t∈[0,T ]

{
Jq|f(s, x(s)) − f(s, y(s))|(t) +

|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s)) − f(s, y(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq|f(s, x(s)) − f(s, y(s))|(ξ) + Jq|f(s, x(s)) − f(s, y(s))|(T )

)}

≤ Jq

(
z(s)

|x − y|
A∗ + |x − y|

)
(T ) +

|γ|
|Λ|

(|v4| + T |v2|) ρIαJq

(
z(s)

|x − y|
A∗ + |x − y|

)
(ζ)
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+
1
|Λ|

(|v2| + T |v1|)

{
|δ| ρIβJq

(
z(s)

|x − y|
A∗ + |x − y|

)
(ξ) + Jq

(
z(s)

|x − y|
A∗ + |x − y|

)
(T )

}

≤ Θ(‖x − y‖)
A∗

[
Jqz(T ) +

|γ|
|Λ|

(|v4| + T |v2|) ρIαJqz(ζ) +
1
|Λ|

(|v2| + T |v1|)
{
|δ| ρIβJqz(ξ) + Jqz(T )

}]
= Θ(‖x − y‖).

This implies that ‖Qx−Qy‖ ≤ Θ(‖x− y‖). Therefore Q is a nonlinear contraction. Hence, by Lemma
3.7 the operator Q has a unique fixed point which is the unique solution of the problem (1)-(2). This
completes the proof. ¤

Theorem 3.9 Let f : [0, T ] × R → R be a continuous function satisfying the assumption:

(H3)′ |f(t, x) − f(t, y)| ≤ z(t)
|x − y|

A∗
1 + |x − y|

, for t ∈ [0, T ], x, y ≥ 0, where z : [0, T ] → R+ is continuous

and A∗
1 is the constant given by

A∗
1 := Jqz(T ) +

|γ|
|Λ|

(|u4| + T |u2|) Jα+qz(ζ) +
1
|Λ|

(|u2| + T |u1|)
{
|δ| ρIβJqz(ξ) + Jqz(T )

}
.

Then the problem (1)-(3) has a unique solution on [0, T ].

3.4 Existence result via Schaefer fixed point theorem

Lemma 3.10 [23] Let X be a Banach space. Assume that T : X → X is a completely continuous
operator and the set V = {u ∈ X | u = µTu, 0 < µ < 1} is bounded. Then T has a fixed point in X.

Theorem 3.11 Assume that there exists a positive constant L1 such that |f(t, x)| ≤ L1 for t ∈
[0, 1], x ∈ R. Then the boundary value problem (1)-(2) has at least one solution on [0, T ].

Proof. As a first step, it will be shown that the operator Q defined by (16) is completely continuous.
Observe that continuity of Q follows from the continuity of f. For a positive constant r, let Br = {x ∈
C : ‖x‖ ≤ r} be a bounded ball in C. Then for t ∈ [0, T ] we have

|Qx(t)| ≤ Jq|f(s, x(s))|(t) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ L1J

q(1)(T ) + L1
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq(1)(ζ)

+L1
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq(1)(ξ) + Jq(1)(T )

)
,

≤ L1

{
T q

Γ(q + 1)
+

|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) − T q

Γ(q + 1)

)}
= L1Ω.

Now, for τ1, τ2 ∈ [0, 1] with τ1 < τ2, we get

|Qx(τ2) −Qx(τ1)| ≤ |Jqf(s, x(s))(τ2) − Jqf(s, x(s))(τ1)| +
|γ||v2||τ2 − τ1|

|Λ|
ρIαJq|f(s, x(s))|(ζ)
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+
|v1||τ2 − τ1|

|Λ|

(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ L1

Γ(q)

∣∣∣∣∫ τ1

0

[(τ2 − s)q−1 − (τ1 − s)q−1]ds +
∫ τ2

τ1

(τ2 − s)q−1ds

∣∣∣∣
+

L1|γ||v2||τ2 − τ1|
|Λ|

ρIαJq(ζ) +
L1|v1||τ2 − τ1|

|Λ|

(
|δ| ρIβJq(ξ) + Jq(T )

)
.

As τ2 − τ1 → 0, the right-hand side of the above inequality tends to zero independently of x ∈ Br.
Therefore by the Arzelá-Ascoli theorem the operator Q : C → C is completely continuous.

Next, we consider the set V = {x ∈ C : x = µQx, 0 < µ < 1}. In order to show that V is bounded,
let x ∈ V and t ∈ [0, T ]. Then

‖x‖ ≤ L1

{
T q

Γ(q + 1)
+

|γ|(|v4| + T |v2|)ζq+ρα

|Λ|ραΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρα+ρ
ρ

)
+

(|v2| + T |v1|)
|Λ|

(
|δ|ξq+ρβ

ρβΓ(q + 1)

Γ
(

q+ρ
ρ

)
Γ
(

q+ρβ+ρ
ρ

) − T q

Γ(q + 1)

)}
= L1Ω.

Therefore, V is bounded. Hence, by Lemma 3.10, the boundary value problem (1)-(2) has at least one
solution. ¤

Theorem 3.12 Assume that there exists a positive constant L1 such that |f(t, x)| ≤ L1 for t ∈
[0, 1], x ∈ R. Then the boundary value problem (1)-(3) has at least one solution on [0, T ].

3.5 Existence result via Leray-Schauder’s Degree Theory

Theorem 3.13 Let f : [0, T ] × R → R be a continuous function. Suppose that

(H4) there exist constants 0 ≤ ν < Ω−1, and M > 0 such that

|f(t, x)| ≤ ν|x| + M for all (t, x) ∈ [0, T ] × R,

where Ω is defined by (18).

Then the boundary value problem (1)-(2) has at least one solution on [0, T ].

Proof. In view of the fixed point problem
x = Qx, (24)

where the operator Q : C → C is given by (16), we have to establish that there exists at least one
solution x ∈ C[0, T ] satisfying (24). Set a ball BR ⊂ C[0, T ] with a constant radius R > 0 as

BR = {x ∈ C : max
t∈[0,T ]

|x(t)| < R}.

Then we have to show that the operator Q : BR → C[0, T ] satisfies the condition

x 6= θQx, ∀x ∈ ∂BR, ∀θ ∈ [0, 1]. (25)

Next, we introduce

H(θ, x) = θQx, x ∈ C, θ ∈ [0, 1].

As shown in Theorem 3.16 we have that the operator Q is continuous, uniformly bounded and equicon-
tinuous. Then, by the Arzelá-Ascoli theorem, a continuous map hθ defined by hθ(x) = x − H(θ, x) =
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x − θQx is completely continuous. If (25) holds, then the following Leray-Schauder degrees are well
defined and by the homotopy invariance of topological degree, it follows that

deg(hθ, BR, 0) = deg(I − θQ, BR, 0) = deg(h1, BR, 0)
= deg(h0, BR, 0) = deg(I,BR, 0) = 1 6= 0, 0 ∈ BR,

where I denotes the unit operator. By the nonzero property of Leray-Schauder degree, we have h1(x) =
x−Qx = 0 for at least one x ∈ BR. Let us assume that x = θQx for some θ ∈ [0, 1] and for all t ∈ [0, T ].
Then

|x(t)| = |θQx(t)|

≤ Jq|f(s, x(s))|(t) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ (ν|x| + M)Jqp(s)(T ) + (ν|x| + M)

|γ|
|Λ|

(|v4| + T |v2|) ρIαJq(1)(ζ)

+(ν|x| + M)
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq(1)(ξ) + Jq(1)(T )

)
= (ν|x| + M)Ω,

which, on taking the norm supt∈[0,T ] |x(t)| = ‖x‖ and solving for ‖x‖, yields

‖x‖ ≤ MΩ
1 − νΩ

.

If R =
MΩ

1 − νΩ
+ 1, (25) holds. This completes the proof. ¤

Theorem 3.14 Let f : [0, T ] × R → R be a continuous function. Suppose that

(H4)′ there exist constants 0 ≤ ν < Ω−1
1 , and M > 0 such that

|f(t, x)| ≤ ν|x| + M for all (t, x) ∈ [0, T ] × R,

where Ω1 is defined by (19).

Then the boundary value problem (1)-(3) has at least one solution on [0, T ].

3.6 Existence result via Leray-Schauder’s nonlinear alternative

Lemma 3.15 (Nonlinear alternative for single valued maps [24]). Let E be a Banach space, C a closed,
convex subset of E, U an open subset of C and 0 ∈ U. Suppose that A : Ū → C is a continuous, compact
(that is, A(Ū) is a relatively compact subset of C) map. Then either

(i) A has a fixed point in Ū , or

(ii) there is a x ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1) with x = λA(x).

Theorem 3.16 Assume that

(H5) there exists a continuous nondecreasing function Φ : [0,∞) → (0,∞) and a function p ∈ L1([0, T ], R+)
such that

|f(t, x)| ≤ p(t)Φ(‖x‖) for each (t, x) ∈ [0, T ] × R;
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(H6) there exists a constant N > 0 such that

N

Φ(N)
{

Jqp(s)(T ) + A1 + A2

} > 1,

where

A1 =
|γ|
|Λ|

(|v4| + T |v2|) ρIαJqp(s)(ζ),

A2 =
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)
.

Then the boundary value problem (1)-(2) has at least one solution on [0, T ].

Proof. Let the operator Q be defined by (16). We first show that Q maps bounded sets (balls) into
bounded sets in C([0, T ], R). For a positive constant r, let Br = {x ∈ C : ‖x‖ ≤ r} be a bounded ball in
C. Then for t ∈ [0, T ] we have

|Qx(t)| ≤ Jq|f(s, x(s))|(t) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJq|f(s, x(s))|(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ Φ(‖x‖)Jqp(s)(T ) + Φ(‖x‖) |γ|

|Λ|
(|v4| + T |v2|) ρIαJqp(s)(ζ)

+Φ(‖x‖) 1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)
,

and consequently,

‖Qx‖ ≤ Φ(r)
{

Jqp(s)(T ) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJqp(s)(ζ)

+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)}
.

Next we will show that the operator Q maps bounded sets into equicontinuous sets of C. Let τ1, τ2 ∈
[0, T ] with τ1 < τ2 and x ∈ Br. Then we have

|Qx(τ2) −Qx(τ1)| ≤ |Jqf(s, x(s))(τ2) − Jqf(s, x(s))(τ1)| +
|α||v2||τ2 − τ1|

|Λ|
ρIαJq|f(s, x(s))|(ζ)

+
|v1||τ2 − τ1|

|Λ|

(
|δ| ρIβJq|f(s, x(s))|(ξ) + Jq|f(s, x(s))|(T )

)
≤ Φ(r)

Γ(q)

∣∣∣∣∫ τ1

0

[(τ2 − s)q−1 − (τ1 − s)q−1]p(s)ds +
∫ τ2

τ1

(τ2 − s)q−1p(s)ds

∣∣∣∣
+

Φ(r)|γ||v2||τ2 − τ1|
|Λ|

ρIαJqp(s)(T )

+
Φ(r)|v1||τ2 − τ1|

|Λ|

(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)
.

As τ2 − τ1 → 0, the right-hand side of the above inequality tends to zero independently of x ∈ Br.
Therefore by the Arzelá-Ascoli theorem the operator Q : C → C is completely continuous.

Finally, we show that there exists an open set U ⊂ C with x 6= θPx for θ ∈ (0, 1) and x ∈ ∂U.
Let x be a solution. Then, for t ∈ [0, T ], and following the similar computations as in the first step,

we have

|x(t)| ≤ Φ(‖x‖)
{

Jqp(s)(T ) +
|γ|
|Λ|

(|v4| + T |v2|) ρIαJqp(s)(ζ)
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+
1
|Λ|

(|v2| + T |v1|)
(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)}
which leads to

‖x‖

Φ(‖x‖)
{

Jqp(s)(T ) + A1 + A2

} ≤ 1.

In view of (H6), there exists N such that ‖x‖ 6= N. Let us set

U = {x ∈ C([0, T ], R) : ‖x‖ < N}.

We see that the operator Q : U → C([0, T ], R) is continuous and completely continuous. From the
choice of U , there is no x ∈ ∂U such that x = θQx for some θ ∈ (0, 1). Consequently, by the nonlinear
alternative of Leray-Schauder type, we deduce that Q has a fixed point x ∈ U which is a solution of the
boundary value problem (1)-(2). This completes the proof. ¤

Theorem 3.17 Assume that (H5) holds. In addition we suppose that:

(H6)′ there exists a constant N ′ > 0 such that

N ′

Φ1(N ′)
{

Jqp(s)(T ) + A′
1 + A′

2

} > 1, (26)

where

A′
1 =

|γ|
|Λ1|

(|u4| + T |u2|)Jα+qp(s)(ζ),

A′
2 =

1
|Λ1|

(|u2| + T |u1|)
(
|δ| ρIβJqp(s)(ξ) + Jqp(s)(T )

)
.

Then the boundary value problem (1)-(3) has at least one solution on [0, T ].

4 Examples

In this section, we present some examples to illustrate our results.

Example 4.1 Consider the following nonlocal boundary value problem involving generalized Riemann-
Liouville fractional integral boundary conditions

D
3
2 x(t) =

3
25

(
4x2(t) + 5|x(t)|

3 + 4|x(t)|

)
e−2t +

1
2

cos2 t + 1, t ∈
[
0,

5
3

]
,

x(0) =
1
2

√
3

2 I
4√
3 x

(
2
3

)
, x

(
5
3

)
=

3
4

√
3

2 I
π
2 x

(
4
3

)
,

(27)

where q = 3/2, T = 5/3, γ = 1/2, ρ =
√

3/2, α = 4/
√

3, ζ = 2/3, δ = 3/4, β = π/2, ξ = 4/3
and f(t, x) = (3/25)((4x2 + 5|x|)/(3 + 4|x|))e−2t + (1/2) cos2 t + 1. Using given information, we find
that v1 = 0.8856776719, v2 = 0.02007036728, v3 = 0.0060494642, v4 = 1.202612652, Λ = 1.065248589
and Ω = 4.304419870. Also |f(t, x) − f(t, y)| ≤ (1/5)|x − y|. Thus the condition (H1) is satisfied with
L = 1/5 and LΩ = 0.8608839740 < 1. Therefore, by Theorem 3.1, problem (27) has a unique solution
on [0, 5/3].

Example 4.2 Consider the following nonlocal boundary value problem
D

5
3 x(t) =

5
48

(1 + sin2 t)
|x(t)|

1 + |x(t)|
+ 3t2 +

2
3
, t ∈

[
0,

7
4

]
,

x(0) =
3
2

5
6 I

e√
2 x

(
5
4

)
, x

(
7
4

)
=

4
5

5
6 I

11
13 x

(
3
4

)
.

(28)
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Here q = 5/3, T = 7/4, γ = 3/2, ρ = 5/6, α = e/
√

2, ζ = 5/4, δ = 4/5, β = 11/13, ξ = 3/4
and f(t, x) = (5(1 + sin2 t)/48)(|x|/(1 + |x|)) + 3t2 + (2/3). Using the given data, we obtain v1 =
−0.633695322, v2 = 0.5982054854, v3 = 0.1931118977, v4 = 1.448388097, Λ = −0.8023161650 6= 0.
As |f(t, x) − f(t, y)| ≤ (5/24)|x − y|, we have that (H1) is satisfied with L = 5/24. Further, we have
Ω2 = 0.9828570350 < 1. Also

|f(t, x)| ≤ 5
48

(1 + sin2 t) + 3t2 +
2
3

:= ϕ(t),

which implies that the condition (H2) holds true. In consequence, the conclusion of Theorem 3.4 applies
and problem (28) has at least one solution on [0, 7/4].

Example 4.3 Consider the following nonlocal boundary value problem
D

4
3 x(t) =

1
4
(t

1
3 + 1)

(
|x(t)|

1 + |x(t)|

)
+

3
2
t +

1
3
, t ∈

[
0,

1
2

]
,

x(0) =
2√
π

1√
3 I

7
4 x

(
1
4

)
, x

(
1
2

)
=

3
e2

1√
3 I

8
13 x

(
1
8

)
.

(29)

Here q = 4/3, T = 1/2, γ = 2/
√

π, ρ = 1/
√

3, α = 7/4, ζ = 1/4, δ = 3/e2, β = 8/13, ξ = 1/8
and f(t, x) = ((t1/3 + 1)/4)(|x|/(1 + |x|)) + (3/2)t + (1/3). Using the previous information, we have
v1 = 0.5478797820, v2 = 0.02539640314, v3 = 0.6962686485, v4 = 0.4808910650 and Λ = 0.2811532112.
Choosing z(t) = (t1/3 + 1)/4, find that A∗ = 0.2768779852 and also

|f(t, x) − f(t, y)| ≤ 1
4
(t

1
3 + 1)

|x − y|
0.2768779852 + |x − y|

.

Therefore, all assumptions of Theorem 3.8 are satisfied. Hence the problem (29) has at least one solution
on [0, 1/2].

Example 4.4 Consider the following nonlocal boundary value problem with both Riemann-Liouville
and generalized Riemann-Liouville fractional integral boundary conditions

D
5
4 x(t) = tan−1

(
x4(t) + 3x2(t)

1 + |x(t)|

)(
e

3
2−t + 1

)
+ 3π, t ∈

[
0,

3
2

]
,

x(0) =
4√
7
J

5√
3 x

(
1
2

)
, x

(
3
2

)
=

π

2
2
7 I

3
8 x

(
5
4

)
.

(30)

Here q = 5/4, T = 3/2, γ = 4/
√

7, α = 5/
√

3, ζ = 1/2, δ = π/2, ρ = 2/7, β = 3/8, ξ = 5/4 and f(t, x) =
tan−1((x4 + 3x2)/(1 + |x|))(e(3/2)−t + 1) + 3π. From the given constants, we have u1 = 0.9607949552,
u2 = 0.005043420754, u3 = −1.895136694, u4 = −0.378780447 and Λ1 = −0.3734883143 6= 0. As
f(t, x) ≤ 4π := L1 for all x ∈ R, therefore from Theorem 3.11, the problem 30 has at least one solution
on [0, 3/2].

Example 4.5 Consider the following nonlocal boundary value problem subjected to both Riemann-
Liouville and generalized Riemann-Liouville fractional integral boundary conditions

D
8
5 x(t) =

1
(t

1
2 + 10)2

(
10x2(t) + 1
3 + |x(t)|

)
+ e−|x(t)| +

1
3
, t ∈ [0, π] ,

x(0) =
log 2√

3
J

3
4 x

(π

2

)
, x (π) =

log 3√
8

5√
7 I

3√
e x

(π

3

)
.

(31)

Here q = 8/5, T = π, γ = log 2/
√

3, α = 3/4, ζ = π/2, δ = log 3/
√

8, ρ = 5/
√

7, β = 3/
√

e, ξ = π/3
and f(t, x) = (1/(t1/2 + 10)2)((10x2 + 1)/(3 + |x|)) + e−|x| + (1/3). By direct computation of given
constants, we obtain u1 = 0.9607949552, u2 = 0.2381638392, u3 = 0.9635754531, u4 = 3.121155944 and
Λ1 = 3.228279714 6= 0. In addition, we can find that Ω1 = 8.997039531. It is easy to see that

|f(t, x)| ≤ 1
10

|x| + 4
3
,
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which leads to ν := 1/10 < Ω−1
1 = 0.1111476721 and M := 4/3 > 0. Applying the conclusion of

Theorem 3.13, we get that the problem (31) has at least one solution on [0, π].

Example 4.6 Consider the following nonlocal boundary value problem supplemented with both Riemann-
Liouville and generalized Riemann-Liouville fractional integral boundary conditions

D
7
4 x(t) =

(
√

t + 1)
12

(
x2(t) sin2 x(t)
3(1 + |x(t)|)

+ e−t cos2 t

)
, t ∈

[
0,

12
5

]
,

x(0) =
1√
3
J

7
9 x

(
8
5

)
, x

(
12
5

)
=

3
16

1√
π I

1√
e x

(
11
5

)
,

(32)

where q = 7/4, T = 12/5, γ = 1/
√

3, α = 7/9, ζ = 8/5, δ = 3/16, ρ = 1/
√

π, β = 1/
√

e, ξ = 11/15
and f(t, x) = ((

√
t + 1)/12)((x2 sin2 x)/(3(1 + |x|)) + e−t cos2 t). By the given values, we get u1 =

0.1010372543, u2 = 0.8090664711, u3 = 0.6114216572, u4 = 1.970342759, Λ1 = 0.6937587849 6= 0.
Since

|f(t, x)| ≤ (
√

t + 1)
12

(
1
3
|x| + 1

)
:= p(t)Φ1(|x|),

the condition (H4) is satisfied. Also A′
1 = 0.4202876316, A′

2 = 0.7604168186. Clearly condition (26) is
satisfied for N ′ > 3.560603169. Therefore, by Theorem 3.17, problem (32) has at least one solution on
[0, 12/5].
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Abstract: In this paper, we investigate the uniqueness of an entire function of
finite order sharing a small entire function with its high order forward difference
operator. The results obtained extend some known theorems and also show the
exact solutions of some certain difference equations.
Key words and phrases: uniqueness; entire function; difference equation;
differential equation; small function.
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1 Introduction and main results

In this paper, a meromorphic function always means it is meromorphic in the
whole complex plane C. We assume that the reader is familiar with the standard
notations in the Nevanlinna theory. We use the standard notations such as
T (r, f),m(r, f), N(r, f), N(r, f) in value distribution theory (see [11, 18, 19]).
And we denote by S(r, f) any quantity satisfying S(r, f) = o{T (r, f)}, as r →
∞, possibly outside of a set E with finite linear or logarithmic measure, not
necessarily the same at each occurrence. A meromorphic function a is said to
be a small function with respect to f if and only if T (r, a) = S(r, f). We use
λ(f) and σ(f) to denote the exponent of convergence of zeros of f and the order
of f respectively. We say that two meromorphic functions f and g share a value
a IM (ignoring multiplicities) if f−a and g−a have the same zeros. If f−a and
g − a have the same zeros with the same multiplicities, then we say that they
share the value a CM (counting multiplicities). We define the forward difference
operator ∆f = f(z + 1) − f(z) and the high order forward difference operator
∆nf = ∆n−1(∆f) by recurrence. Moreover, ∆nf =

∑n
j=0 C

j
n(−1)n−jf(z + j).

∗Corresponding author. This research was supported by the Fundamental Research Funds
for the Central Universities (No. 2015QNA52) and NSF of China (No. 11601507).
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In 1976, L. Rubel and C.C. Yang [7] studied the uniqueness of an entire
function sharing two values with its derivative and they proved the following
classical result.

Theorem 1 Let f be a nonconstant entire function. If f and f ′ share two
distinct finite values CM, then f ≡ f ′.

In 1996, R. Brück [2] studied the uniqueness theory about an entire function
sharing one value with its first derivative and posed the following interesting
conjecture.

Conjecture 1 Let f be nonconstant entire function satisfying that the super
order σ2(f) < ∞ is not a positive integer. If f and f ′ share one finite value a
CM, then f ′ − a = c(f − a) holds for some nonzero constant c.

It is well known that ∆f can be considered as the difference counterpart of
f ′. So regarding Theorem A and Conjecture, it is natural to ask that what can
be said about the relationship between ∆f and f if they share one or two values
CM. The difference analogue of the lemma on the logarithmic derivative and
Nevanlinna theory for the difference operator have been founded recently (see
[3, 8, 9]), which brings about a number of papers focusing on such uniqueness
problems. The authors in [17, 16, 20], for example, obtained the following
results by considering the special case of entire functions of order less than 1 or
2 respectively.

Theorem 2 [17] Let f be a transcendental entire function such that σ(f) < 1,
n be a positive integer and η be a nonzero complex number. If f and ∆n

ηf share
a finite value a CM, then ∆n

ηf − a = c(f − a) holds for some nonzero complex
number c.

Theorem 3 [16] Let f be a transcendental entire function of order σ(f) < 2
and η 6= 0 be a complex number that is not a period of f . If f and ∆n

ηf share
the value 0 CM, then ∆n

ηf/f reduces to a nonzero constant.

Theorem 4 [20] Let f be a transcendental entire function such that σ(f) < 2
and λ(f) < σ(f). If f and ∆nf share the value 0 CM, then f must be form of
f(z) = Aeαz, where A and α are two nonzero constants.

In this paper, we deal with the general case of entire function of finite order
and obtain the following results which extend Theorem 2 and Theorem 4.

Theorem 5 Let f be a transcendental entire function such that σ(f) <∞, let
a 6≡ 0 be an entire function such that σ(a) < 1 and λ(f − a) < σ(f). If f and
∆nf share a CM, then a must reduce to a polynomial with degree at most n− 1
and f must be form of

f(z) = a+ baeβz,

where b and β are two nonzero constants such that eβ = 1.

2
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Theorem 6 Let f be a transcendental entire function such that λ(f) < σ(f) <
∞, let a 6≡ 0 be an entire function such that σ(a) < σ(f). If f and ∆nf share
a CM, then f must be form of f(z) = beβz, where b and β are two nonzero
constants such that (eβ − 1)n = 1.

Theorem 7 Let f be a transcendental entire function such that λ(f) < max{σ(f)−
1, 1} < ∞. If f(z) and ∆nf share the value 0 CM, then f must be form of
f(z) = heβz, where h and β are two nonzero constants.

2 Some lemmas

Lemma 1 (see[3]) Let f be a transcendental meromorphic function with finite
order σ and η be a nonzero complex number, then for each ε > 0, we have

T (r, f(z + η)) = T (r, f) +O(rσ−1+ε) +O(log r),

i.e., T (r, f(z + η)) = T (r, f) + S(r, f).

Lemma 2 (see[3]) Let f be a transcendental meromorphic function with finite
order σ. Then for each ε > 0, we have

m
(
r,
f(z + c)

f(z)

)
= O(rσ−1+ε).

Lemma 3 (see[3]) Let η be a nonzero complex number and f be a meromorphic
function of finite order σ. Let ε > 0 be given, then there exists a subset E ⊂
(1,∞) with finite logarithmic measure such that for all z satisfying |z| = r 6∈
E ∪ [0, 1], we have

e−r
σ−1+ε

≤
∣∣∣∣f(z + η)

f(z)

∣∣∣∣ ≤ erσ−1+ε

.

Lemma 4 (see [4]) Let f be a nonconstant meromorphic function of order σ <
∞, and let λ′ and λ′′ be, respectively, the exponent of convergence of the zeros
and poles of f . Then for any given ε > 0, there exists a set E ⊂ (1,+∞) of
|z| = r of finite logarithmic measure, so that

2πinz,η + log
f(z + η)

f(z)
= η

f ′(z)

f(z)
+O(rβ+ε), (1)

or equivalently,
f(z + η)

f(z)
= eη

f′(z)
f(z)

+O(rβ+ε),

holds for r 6∈ E ∪ [0, 1], where nz,η in (1) is an integer depending on both z and
η, β = max {σ − 2, 2λ− 2} if λ < 1 and β = max {σ − 2, λ− 1} if λ ≥ 1 and
λ = max {λ′, λ′′}.

3
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Lemma 5 (see [5]) Suppose that P (z) = (α+iβ)zn+· · · (α, β are real numbers,
|α| + |β| 6= 0) is a polynomial with degree n ≥ 1, that A(z) 6≡ 0 is an entire
function with σ(A) < n. Set g(z) = A(z)eP (z), z = reiθ, δ(P, θ) = α cosnθ −
β sinnθ. Then for any given ε > 0, there exists a set H1 ⊂ [0, 2π) that has the
linear measure zero, such that for any θ ∈ [0, 2π) \ (H1 ∪ H2), there is R > 0
such that for |z| = r > R, we have
(i) if δ(P, θ) > 0, then

exp {(1− ε)δ(P, θ)rn} < |g(reiθ)| < exp {(1 + ε)δ(P, θ)rn};

(ii) if δ(P, θ) < 0, then

exp {(1 + ε)δ(P, θ)rn} < |g(reiθ)| < exp {(1− ε)δ(P, θ)rn},

where H2 = {θ ∈ [0, 2π); δ(P, θ) = 0} is a finite set.

Lemma 6 (see [1]) Let g be a transcendental function of order less than 1, and
h be a positive constant. Then there exists an ε set E such that

g′(z + η)

g(z + η)
→ 0,

g(z + η)

g(z)
→ 1, as z →∞ in C\E

uniformly in η for |η| ≤ h. Further, the set E may be chosen so that if z 6∈ E
and |z| is sufficiently large, the function g has no zeroes or poles in |ζ − z| ≤ h.

Remark 1 According to Hayman [12], an ε set is defined to be a countable
union of open discs not containing the origin and subtending angles at the origin
whose sum is finite. Suppose E is an ε set, then the set of r ≥ 1 for which the
circle S(0, r) meets E has finite logarithmic measure and for almost all real θ
the intersection of E with the ray arg z = θ is bounded.

Lemma 7 (see [18]) Suppose that f1, f2, · · · , fn (n ≥ 2) are meromorphic func-
tions and g1, g2, · · · , gn are entire functions satisfying the following conditions:

(i)
n∑
j=1

fje
gj ≡ 0;

(ii) gj − gkare not constants for 1 ≤ j < k ≤ n;
(iii) For 1 ≤ j ≤ n, 1 ≤ h < k ≤ n, T (r, fj) = o{T (r, egh−gk)}(r →∞, r 6∈ E).

Then fj ≡ 0 (j = 1, 2, · · · , n).

Lemma 8 (see [6]) Let w be a transcendental meromorphic function with σ <
∞. Let Γ = {(k1, j1), · · · , (km, jm)} be a finite set of distinct pairs of integers
satisfying ki > ji ≥ 0 for i = 1, 2, · · · ,m. Also let ε > 0 be a given constant,
then there exists a set E ⊂ (1,+∞) that has finite logarithmic measure, such
that for all z satisfying |z| 6∈ E ∪ [0, 1] and for all (k, j) ∈ Γ, one has∣∣∣∣w(k)(z)

w(j)(z)

∣∣∣∣ ≤ |z|(k−j)(σ−1+ε).

4
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Lemma 9 (see[18]) Let f be a nonconstant meromorphic function in the com-
plex plane and R(f) = p(f)/q(f), where p(f) =

∑p
k=0 akf

k and q(f) =
∑q
j=0 bjf

j

are two mutually prime polynomials in f . If the coefficients ak, bj are smal-
l functions of f and ak 6≡ 0, bj 6≡ 0, then

T (r,R(f)) = max{p, q}T (r, f) + S(r, f).

Lemma 10 Let g be polynomial of degree at lest two. Then

m
(
r,

n∑
j=0

aje
g(z+j)−g(z)) = m(r, eg(z+n)−g(z)) + S(r, eg(z+n)−g(z)),

where the coefficients aj are small meromorphic functions of eg(z+n)−g(z).

Proof. Set g(z) = alz
l + al−1z

l−1 + . . .+ a0, al 6= 0, l ≥ 2 and H(z) = elalz
l−1

.

Then we get g(z+ j)− g(z) = jlalz
l−1 + · · ·, and then eg(z+j)−g(z) = bje

jlalz
l−1

,
where σ(bj) ≤ l − 2. So we have

n∑
j=0

aje
g(z+j)−g(z) =

n∑
j=0

ãje
jlalz

l−1

=
n∑
j=0

ãjH
j ,

where ãj = ajbj are small function of H. Application Lemma 9 to the equation
above gives our conclusion immediately.

Lemma 11 Let f be a transcendental entire function such that 2 ≤ σ(f) <∞,
also let a 6≡ 0 be an entire function such that σ(a) < σ(f) and λ(f − a) < σ(f).
If the difference equation

∆nf − a = (f − a)eQ (2)

holds, where Q is a nonconstant entire function, then Q is a polynomial such
that degQ = σ(f)− 1.

Proof. From our assumption and Lemma 1, it is obvious for us to get that
Q is a polynomial and

F := f − a = heg (3)

holds, where g is a polynomial with degree l satisfying l = σ(f) ≥ 2, and h
is an entire function originated from the canonical product of f − a satisfying
λ(h) = σ(h) < σ(f). Set g(z) = alz

l + al−1z
l−1 + . . . + a0 and Q(z) = bsz

s +
as−1z

s−1 + . . .+ b0 respectively. Substitution (3) into (2) yields

eQ =
∆nf − a
f − a

=
n∑
j=0

Cjn(−1)n−j
F (z + j)

F (z)
+

∆na− a
F (z)

. (4)

First of all, we estimate the first term
∑n
j=0 C

j
n(−1)n−jF (z + j)/F (z) on the

right side of (4). Employing the definition of F , it turns out that σ(F ) = σ(f) =

5
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l ≥ 2 and λ(F ) = σ(h) < σ(f). By applying Lemma 4 to F , for any given ε > 0
small enough, there exists a set E with finite logarithmic measure such that

F (z + j)

F (z)
= ej

F ′(z)
F (z)

+O(rβ+ε), as r →∞, not in E ∪ [0, 1], (5)

where β = σ(f) − 2 if σ(h) < 1 or β = max {σ(f)− 2, σ(h)− 1} if σ(h) ≥ 1.
Combining the fact σ(h) < σ(f) = l, we get β < σ(f) − 1 = l − 1. By Lemma
8, we see, for any given ε > 0 small enough, that∣∣∣∣h′(z)h(z)

∣∣∣∣ ≤ rσ(h)−1+ε = o(rl−1) (6)

holds for |z| = r 6∈ E. Thus from (3) and (6), we obtain

F ′(z)

F (z)
= g′(z) +

h′(z)

h(z)
= lalz

l−1(1 + o(1)) (7)

as |z| = r →∞ not in E. So from (5) and (7), we obtain

F (z + j)

F (z)
= ejlalz

l−1(1+o(1)), r 6∈ E. (8)

Secondly, we estimate the second term (∆na− a)/F on the right side of (4). It
is easy to see N := σ(∆na− a) ≤ σ(a) < σ(f) = l in a similar way by Lemma
1, which gives, for any given ε > 0, that

M(r,∆na− a) < er
N+ε

(9)

holds for all r large sufficiently. Let δ(θ) = cos((l − 1)θ + arg al), δ(g, θ) =
cos(lθ + arg al) and z = reiθ. It follows Lemma 5 that for any given ε > 0,
there exists a set H ⊂ [0, 2π) that has the linear measure zero, such that for
any θ ∈ [0, 2π) \H, there is R > 0 such that for |z| = r > R, we have

exp {(1− ε)|al|δ(g, θ)rl} < |F (reiθ)| (10)

if δ(g, θ) > 0. So by (10) and (9), we see (∆na − a)/F → 0, as z = reiθ → ∞
such that δ(g, θ) > 0. By Lemma 3, for any for any given ε > 0 small enough,
we have

e−r
σ(h)−1+ε

≤
∣∣∣∣h(z + c)

h(z)

∣∣∣∣ ≤ erσ(h)−1+ε

(11)

holds for all sufficient large r 6∈ E.
Lastly, we take such z = reiθ that θ ∈ [0, 2π) \H; δ(g, θ) > 0 and consider

three cases separately in the next section.
Case 1 If δ(θ) < 0, then

|ejlalz
l−1(1+o(1))| = ejl|al|r

l−1δ(θ)(1+o(1)) → 0, as r →∞.

6
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By (4), (9), (11) and the equation above, we obtain eQ(z) = (−1)n + o(1). It
means Q is bounded on such θ and r 6∈ E, which implies Q is a constant. And
then by (3) and (4), we obtain

k := eQ = (−1)n +
n∑
j=1

Cjn(−1)n−j
h(z + j)

h(z)
eg(z+j)−g(z) +

∆na− a
h(z)eg(z)

. (12)

If ∆na−a 6≡ 0, then by (11), (12), and the fact σ((∆na− a)/h) < σ(eg), we see

|al|
π rl(1 + o(1)) + S(r, eg) = m(r, e−g) + S(r, eg) = m(r, ∆na−a

heg )

≤
n∑
j=1

m(r, h(z+j)
h(z) ) +

n∑
j=1

m(r, eg(z+j)−g(z))

≤ rσ(h)−1+ε + n(n+1)
2

|all|
π rl−1(1 + o(1)), r 6∈ E,

which is impossible. If ∆na− a ≡ 0, then by (12), we see

k = (−1)n +
n∑
j=1

Cjn(−1)n−j
h(z + j)

h(z)
eg(z+j)−g(z). (13)

Employing representation σ(h) < deg g(z) = l and (11), we see∣∣∣∣h(z + j)

h(z)
eg(z+j)−g(z)

∣∣∣∣ = ejl|al|r
l−1δ(θ)(1+o(1)).

holds for r 6∈ E. And then in this situation, (h(z + n)/h(z))eg(z+n)−g(z) is the
only maximal magnitude of module term in (13) by taking such z that δ(θ) > 0,
which is also impossible.
Case 2 If δ(θ) > 0, then by (4), (8),(9) and (10), we obtain

e|bs|r
s cos(arg bs+sθ)(1+o(1)) = |eQ| = (1 + o(1))enl|al|r

l−1δ(θ)(1+o(1)) →∞.

It means s = l − 1 on such θ and r 6∈ E, which yields s = l − 1.
Case 3 δ(θ) = 0. Since the set {θ : δ(θ) = 0} is just a finite set and δ(g, θ) is a
continuous function of θ, so we can chose another θ̃ near θ, possibly outside of
a set with the linear measure zero, such that δ(g, θ̃) > 0 and δ(θ̃) 6= 0, and then
this case can be transformed into case 1 or case 2.

Using the similar method in Lemma 11, we can prove the following lemma.

Lemma 12 Let f be a transcendental entire function such that 2 ≤ σ(f) <∞
and λ(f) < σ(f), let a 6≡ 0 be an entire function such that σ(a) < σ(f) . If the
difference equation ∆nf −a = (f −a)eQ holds, where Q is a nonconstant entire
function, then Q is a polynomial such that degQ = σ(f)− 1.

Lemma 13 Let a be an entire function of order less than 1. If a satisfies the
difference equation ∆na− a = 0, then a ≡ 0.

7
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Proof. Suppose on the contrary a 6≡ 0. Then by Lemma 6, we see

1 =
∆na

a
=

n∑
j=0

Cjn(−1)n−j
a(z + j)

a
→

n∑
j=0

Cjn(−1)n−j = (1− 1)n = 0

as r → +∞, r 6∈ Eε, where Eε is an ε set. It is impossible.

Lemma 14 Let a be an entire function of order less than 1. Then a satisfies
the difference equation ∆na = 0 implies a is a polynomial of degree at most
n− 1.

Proof. Set Hi := ∆n−ia, j = 0, 1, . . . , n. Then H1(z + 1) −H1(z) = ∆H1 =
H0 = ∆na = 0. If H1 is a nonconstant entire function, then it is easy to see
that zk = k ∈ Z are some different zeros of H1(z)−H1(0), which implies

N(r,
1

H1(z)−H1(0)
) ≥ r(1 + o(1)).

So σ(H1) ≥ 1, which is a contradiction. Thus H1 is a constant, and then
0 = H1

′ = (∆H2)
′

= ∆H ′2. By a similar discussion, we see H ′2 is a constant and

then H ′′2 = 0. Repeating this process, we can obtain a(n) = H
(n)
n = 0. Thus a

is a polynomial whose degree is at most n− 1.

3 The proofs of main theorems

1. Proof of theorem 5.
Since ∆nf and f share the function a CM, so there exists a polynomial Q by
Lemma 1 such that

∆nf − a = (f − a)eQ. (14)

It follows λ(f − a) < σ(f) that

f − a = heg, (15)

where g is a polynomial whose degree l satisfying l = σ(f) ≥ 1, and h is
an entire function originated from the canonical product of f − a satisfying
λ(h) = σ(h) < σ(f) = l. By substituting (15) into (14), we can obtain

[∆na− a] +
n∑
j=0

Cjn(−1)n−jh(z + j)eg(z+j) = h(z)eg(z)+Q(z). (16)

In what follows, we shall consider two cases separately to our discussion.
Case 1 σ(f) ≥ 2. We rewrite (16) as the following form

[∆na− a] + [
n∑
j=0

Cjn(−1)n−jh(z + j)eg(z+j)−g(z) − h(z)eQ(z)]eg(z) = 0. (17)

8
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By applying Lemma 11 to (14), we see degQ = l−1. Applying Lemma 7 to (17)
and invoking the relation degQ = l − 1, it turns out that ∆na − a = 0, which
mans a ≡ 0 by Lemma 13. Thus we get a contradiction with our assumption.
Case 2 l = deg g = σ(f) < 2, in other worlds, σ(f) = 1. Thus without loss of
generality, we can rewrite (15) as the form of f−a = heβz, where β is a nonzero
constant. By (14), we see deg(Q) ≤ σ(f) = 1, and then we shall consider two
subcases in this case respectively as follows.
Case 2.1 Q is a constant. Then we can rewrite (17) as the following form

[∆na− a] + [Hn − heQ]eβz = 0, (18)

where Hn =
n∑
j=0

Cjn(−1)n−jh(z + j)kj , k = eβ . It follows (18) and Lemma 7

that ∆na−a = 0, which leads to a contradiction with our assumption similarly.
Case 2.2 deg(Q) = 1. Set Q(z) = γz + d, where γ is a nonzero constant. By
substituting Q(z) = γz + d into (16), we see

[∆na− a] +Hne
βz = edhe(β+γ)z. (19)

If β+γ 6= 0, then by (19) and Lemma 7, we get h ≡ 0, which is a contradiction.
If β + γ = 0, then (19) reduces to

[∆na− a] +Hne
βz = edh. (20)

Then by (20) and Lemma 7, we see

Hn =
n∑
j=0

Cjn(−1)n−jh(z + j)kj = 0 (21)

and
[∆na− a] = edh. (22)

Employing representation (21) and Lemma 6, it turns out that

0 =
n∑
j=0

Cjn(−1)n−j
h(z + j)

h
kj →

n∑
j=0

Cjn(−1)n−jkj = (k − 1)n

as z →∞ not in an ε set. Thus we obtain k = eβ = 1 from the equation above.

Substituting k = 1 into (21), we see Hn =
n∑
j=0

Cjn(−1)n−jh(z + j) = ∆nh = 0.

By Lemma 14 and the equation above, we see that h is a polynomial whose
degree is at most n − 1. If a is a transcendental function, and we take z such
that |z| = r and |a(z)| = M(r, a), then we have

lim
z→∞

ed
h(z)

a(z)
= 0.

9
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However, we have by (22) that

ed
h

a
=

∆na

a
− 1 =

n∑
j=0

Cjn(−1)n−j
a(z + j)

a
− 1→

n∑
j=0

Cjn(−1)n−j − 1 = −1

as z → ∞ in z ∈ {z : |a(z)| = M(r, a)}\Eε, where Eε is an ε set, which
is impossible. Thus a is a polynomial and then deg(a) = deg(∆na − a) =
deg edh = deg h, which leads to that a is a polynomial with degree at most
n− 1. Furthermore we get ∆na = 0 and −a = edh from (22) and then f must
be form of

f(z) = a(z) + ba(z)eβz,

where b := −e−d and β are two nonzero constants such that eβ = 1.

2. Proof of Theorem 6.
Using the same method as in Theorem 1, we see

∆nf − a = (f − a)eQ (23)

and
f = heg, (24)

where g is a polynomial of degree l satisfying l = σ(f) ≥ 1, h is an entire function
originated from the canonical product of f satisfying λ(h) = σ(h) < σ(f) = l,
and Q is a polynomial of degree at most l. From (23)-(24), we obtain

n∑
j=0

Cjn(−1)n−jh(z + j)eg(z+j) = h(z)eg(z)+Q(z) + a(z)− a(z)eQ(z). (25)

In the next section, we shall consider two cases separately.
Case 1 σ(f) ≥ 2. We rewrite (25) as the following form

[

n∑
j=0

Cjn(−1)n−jh(z + j)eg(z+j)−g(z) − h(z)eQ(z)]eg(z) = a(z)− a(z)eQ(z). (26)

From Lemma 12, we see degQ = l − 1 ≥ 1. Then by (26) and Lemma 7, we
obtain a− aeQ = 0. Thus eQ ≡ 1 or a ≡ 0, which is impossible.
Case 2 l = deg g = σ(f) < 2, in other words, σ(f) = 1. Thus without loss of
generality, we can rewrite (24) as the form of f = heβz, where β is a nonzero
constant. It is easy to see deg(Q) ≤ 1.We shall consider two subcases.
Case 2.1 Q is a constant. Then by (26), we see eQ = 1 and

n∑
j=0

Cjn(−1)n−jh(z + j)kj − h(z) = 0, (27)

where k = eβ . From (27), we see

1 =
n∑
j=0

Cjn(−1)n−jkj
h(z + j)

h
→

n∑
j=0

Cjn(−1)n−jkj = (k − 1)n (28)

10
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as z →∞ not in an ε set. It means (k − 1)n = 1 and then

n∑
j=0

Cjn(−1)n−jkj = 1. (29)

By (27) and (29), we see

n∑
j=0

Cjn(−1)n−jkj [h(z + j)− h(z)] = 0. (30)

Set B(z) = ∆h = h(z + 1) − h(z), then from Lemma 1, it is easy for us to
see σ(B) ≤ σ(h) < 1. From the definition of B(z). Using the same method in
Theorem 4 [20], we can proof B(z) ≡ 0. That is h(z+ 1) = h(z). So we get h is
a nonzero constant using the same method as in Lemma 14, and then f must
be form of f(z) = beβz, where b := h and β are two nonzero constants such that
(eβ − 1)n = 1.
Case 2.2 deg(Q) = 1. Set Q(z) = γz+ d, where γ is a nonzero constant. Then
(25) becomes

n∑
j=0

Cjn(−1)n−jkjh(z + j)eβz − a = edh(z)e(β+γ)z − edaeγz. (31)

If β+γ 6= 0 and β−γ 6= 0, then by (31) and Lemma 7, we get a ≡ 0 and h ≡ 0,
which is a contradiction. If β − γ = 0, then (31) becomes

{[
n∑
j=0

Cjn(−1)n−jh(z + j)kj ] + aed}eβz − a = ede2βz,

and we also get a contradiction by applying Lemma 7 to the equation above.
If β + γ = 0, then (31) becomes

{
n∑
j=0

Cjn(−1)n−jh(z + j)kj}e2βz = (edh(z) + a)eβz − aed,

we can get a contradiction in a same way.

3. Proof of theorem 7.
We shall consider the following three cases separately to our discussion.
Case 1 σ(f) < 1. By Theorem 2, we get ∆nf = cf holds for some nonzero
complex number c. Then by Lemma 6, we get

c =
∆nf

f
=

n∑
j=0

Cjn(−1)n−j
f(z + j)

f(z)
→

n∑
j=0

Cjn(−1)n−j = (1− 1)n = 0

as z →∞, possibly outside of a ε set. Therefore c = 0, which is a contradiction.
Case 2 1 ≤ σ(f) < 2 and λ(f) < 1. Then we can get our conclusion immedi-
ately by Theorem 4.

11
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Case 3 σ(f) ≥ 2 and λ(f) < σ(f)− 1. Using the same method as in Theorem
5, we see

∆nf = feQ (32)

and
f = heg, (33)

where g(z) = alz
l+al−1z

l−1 + . . .+a0, Q(z) = bsz
s+as−1z

s−1 + . . .+ b0, l ≥ 2,
s ≤ k, are polynomials, h is an entire function originated from the canonical
product of f satisfying λ(h) = σ(h) < σ(f) − 1 = l − 1. From (32)-(33), we
obtain

n∑
j=0

Cjn(−1)n−j
h(z + j)

h(z)
eg(z+j)−g(z) = eQ(z). (34)

Recall g(z + j)− g(z) = jallz
l−1(1 + o(1)). By (34), Lemma 1 and 10, we see

|bs|
π rs ∼ m(r, eQ) = m

(
r,

n∑
j=0

Cjn(−1)n−j h(z+j)
h(z) eg(z+j)−g(z)

)
= m

(
r, eg(z+n)−g(z))+ S(r, eg(z+n)−g(z)) ∼ nl|al|

π rl−1.

It means s = l − 1 and |bs| = nl|al|. We can rewrite (34) as the following form

n−1∑
j=0

Cjn(−1)n−j
h(z + j)

h(z)
ejallz

l−1(1+o(1)) +
h(z + n)

h(z)
eAnenallz

l−1

= eBebl−1z
l−1

,

(35)
where An, B are two polynomials with degree at most l − 2. Recalling (11)
and taking any θ such that δ(θ) = cos((l − 1)θ + arg al) > 0, then we get
δ̃(θ) = cos((l − 1)θ + arg bl−1) > 0 by (35), and then

enl|al|r
l−1δ(θ)(1+o(1)) = e|bl−1|rl−1δ̃(θ)(1+o(1)).

That means δ(θ) = δ̃(θ). By the arbitrariness of θ, we see arg al = arg bl−1.
Thus we obtain bs = nlal, and then (35) becomes

n−1∑
j=0

Cjn(−1)n−j
h(z + j)

h(z)
ejallz

l−1(1+o(1)) = eB(1− h(z + n)

h(z)
eAn−B)enlalz

l−1

.

(36)
It is obvious σ(eB(1 − (h(z + n)/h)eAn−B)) ≤ max{σ(h), l − 2} < l − 1. If
eB − (h(z + n)/h)eAn 6≡ 0, then from (36) and Lemma 10, we see

nl|al|
π

rl−1 ∼ T (r, eB(1− h(z + n)

h(z)
eAn−B)enlalz

l−1

) ∼ (n− 1)l|al|
π

rl−1,

which is impossible. If eB − (h(z + n)/h(z))eAn ≡ 0, then (36) becomes

n−1∑
j=0

Cjn(−1)n−j
h(z + j)

h(z)
ejallz

l−1(1+o(1)) = 0, (37)

12
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however (h(z + n− 1)/h(z))e(n−1)allz
l−1

is the only maximal magnitude of mod-
ule term in (37) when taking δ(θ) > 0, which is impossible.
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Global Attractivity for Nonautonomous Difference Equation
via Linearization
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Abstract. Consider the difference equation

~xn+1 = f(n, ~xn, ..., ~xn−k), n = 0, 1, . . . ,

where k ∈ {0, 1, . . .} and the initial conditions are real vectors. We investigate the asymptotic behavior of the solutions

of the considered equation. We give some effective conditions for the global stability and global asymptotic stability of

the zero or positive equilibrium of this equation. Our results are based on application of the linearizations technique. We

illustrate our results with many examples that include some equations from mathematical biology.

Keywords: attractivity, difference equations, discrete dynamical system, global, linear fractional, rational, stability
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1 Introduction and preliminaries

Consider the difference equation

~xn+1 = f(n, ~xn, ..., ~xn−k), n = 0, 1, . . . (1)

where k ∈ {0, 1, . . .} and the initial conditions are real vectors in Rp, p ≥ 2. In many cases we investigate
equation(1) by embedding equation(1) into a higher iteration of the form

~xn+l = F (n, ~xn+l−1, ..., ~xn−k), n = 0, 1, . . . (2)

where l ∈ {1, 2, . . .}, see [4, 5, 8]. By linearizing equation (2) and bringing it to the form

~xn+1 =
k∑

i=1−l

gi~xn−i, (3)

where gi in general, depend on n and the state variables ~xk we can prove very general attractivity
and asymptotic stability results for both autonomous and nonautonomous difference equations. The
functions gi are in general matrices but they can also be the scalars as well, see Section 3. This
approach was used to get effective and applicable global asymptotic and global attractivity results for
linear fractional difference equation, see [2] and quadratic fractional difference equation, see [3] with
both constant and nonconstant coefficients. Furthermore, this approach produced global asymptotic
and global attractivity results for nonautonomous difference equations with very general coefficients
which can be discontinuous functions of n or state variables, see [4, 5, 8]. See [1, 7, 10, 11] for the case
of monotone systems, where more precise results were obtained.

In this paper we use method of linearization to extend some of the results about the global attractiv-
ity and asymptotic stability of scalar equation from [4] to the case of vector equation (2). We illustrate
our results with many examples that include some transition functions from mathematical biology such
as linear, Beverton-Holt, sigmoid Beverton-Holt, etc., see [6, 7, 9, 11, 12] for related results. The rest of
this section contains some definitions and preliminary results. Second section contains our main results
on global attractivity in the case when the sum of the norms of gi is less than 1. The third section

1Corresponding author, e-mail: mkulenovic@uri.edu
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gives some results on global attractivity in the delicate case when the sum of the scalar functions gi is
1. The fourth section provides several examples which illustrate our results.

Denote by ‖~x‖ any norm in Rp.

Definition 1 The zero equilibrium of equation (3) is stable if for (∀ε > 0)(∃δ > 0, N):

‖~xi‖ < δ, i = −k, . . . , 0 =⇒ ‖~xn‖ < ε, for all n ≥ N.

The zero equilibrium is asymptotically stable if it is stable and

lim
n→∞

~xn = ~0.

Lemma 1 Let I−
∑k
i=0 gi be invertible for n = 1, 2, . . ., where I is identity matrix.Then equation (3)

has no nonzero equilibrium.

Proof. Otherwise, equation (3) has the equilibrium x̄ 6= ~0. By pluging ~xn = x̄ in equation (3) we get

(I−
k∑
i=0

gi)x̄ = ~0,

which implies x̄ = ~0, which is a contradiction. 2

Remark 1 The matrix I−
∑k
i=0 gi is invertible if the condition

‖
k∑
i=0

gi‖ < 1 (4)

is satisfied in which case we have

(I−
k∑
i=0

gi)
−1 =

∞∑
k=0

k∑
i=0

gi. (5)

The condition (4) is implied by more applicable condition

k∑
i=0

‖gi‖ < 1. (6)

Remark 2 Equation (1) admits the following generalized identity

~xn+1 −
k∑
i=0

gi ~K =
k∑
i=0

gi(~xn−i − ~K), (7)

where ~K is an arbitrary vector. Generalized identity (7) implies

‖~xn+1 −
k∑
i=0

gi ~K‖ ≤
k∑
i=0

‖gi‖‖~xn−i − ~K‖. (8)

Furthermore by taking ~K = ~0 in equation (8), we obtain another useful inequality

‖~xn+1‖ − L
k∑
i=0

‖gi‖ ≤
k∑
i=0

‖gi‖(‖~xn−i‖ − L), (9)

where L is an arbitrary constant.

2
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Lemma 2 Suppose that equation (1) has the linearization (3) and the functions gi : Rp+1 → Mp×p,
where Mp×p, p ≥ 1 is the set of all real p× p matrices, are such that

k∑
i=0

‖gi‖ ≤ 1, n = 0, 1, . . .

Then if equation (1) has the zero equilibrium it is a stable fixed point.

Proof. Assume that equation (1) has the zero equilibrium and the linearization (3). By taking
~K = ~0 in equation (8) we have

‖~xn+1‖ ≤
k∑
i=0

‖gi‖‖~xn−i‖.

Assume that
∑k
i=0 ‖~x−i‖ < δ. Take δ = ε. Then ‖~x−i‖ < δ for i = 0, 1, . . . . Hence

‖~x1‖ ≤
k∑
i=0

‖gi‖‖~x−i‖ < δ

k∑
i=0

‖gi‖ ≤ δ = ε,

‖~x2‖ ≤
k∑
i=0

‖gi‖‖~x1−i‖ < δ
k∑
i=0

‖gi‖ ≤ δ = ε

and so by induction ‖~xn‖ < ε for n ≥ −k . 2

2 Main results

In this section we present our main results on global attractivity and global asymptotic stability of the
equilibrium solutions of equation (1) which has the linearization (3).

Theorem 1 Let l ∈ {1, 2, . . .}. Suppose that equation (1) has the linearization (3) subject to the
condition

k∑
i=1−l

‖gi‖ ≤ 1, n = 0, 1, . . . (10)

Let M0 = max{‖~xl−1‖, . . . , ‖~x−k‖}. Then every solution of equation (1) is bounded. In particular
‖~xn‖ ≤M0 for n ≥ −k.

Proof. Let L ∈ R. Then equation (9) implies

‖~xn+l‖ − L
k∑

i=1−l

‖gi‖ ≤
k∑

i=1−l

‖gi‖(‖~xn−i‖ − L), n = 0, 1, . . . (11)

By taking L = M0 and n = 0 in equation (11), we obtain

‖~xl‖ −M0

k∑
i=1−l

‖gi‖ ≤ ‖g1−l‖(‖~xl−1‖ −M0) + . . .+ ‖gk‖(‖~x−k‖ −M0) ≤ 0,

which in view of equation (10) implies ‖xl‖ ≤M0. By using induction, we obtain

‖~xn+l‖ −M0

k∑
i=1−l

‖gi‖ ≤ ‖g1−l‖(‖~xn+l−1‖ −M0) + . . .+ ‖gk‖(‖~xn−k‖ −M0) ≤ 0, n = 0, 1, . . .

3
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and so

‖~xn+l‖ ≤M0

k∑
i=1−l

‖gi‖ ≤M0, n = 0, 1, . . .

Thus ‖~xn+l‖ ≤M0 for n ≥ −k. 2

Theorem 2 Let l ∈ {1, 2, . . .}. Suppose that equation (1) has the linearization (3) where the functions
gi : Rk+1 →Mp×p are such that

k∑
i=1−l

‖gi‖ ≤ a < 1, n = 0, 1, . . . (12)

Then
lim
n→∞

~xn = ~0.

Proof. Let L ∈ R. Then every solution of equation (3) satisfies the inequality (11). Let γ = l + k.
Define MN = max{‖~xγN+l−1‖, . . . , ‖~xγN−k‖} for N = 0, 1, . . .. Observe that if ‖~xγN+l−1‖ = . . . =

‖~xγN−k‖ = ~0 for some N ≥ 0, then by (11) with L = 0 we get that

‖~xγN+l+j‖ = ~0, j = 0, 1, . . .

and so limn→∞ ~xn = ~0.
Assume that MN > 0 for all N ≥ 0. By using (11) with L = MN and n = γN we obtain

‖~xγN+l‖ −
k∑

i=1−l

‖gi‖MN ≤ ‖g1−l‖(‖~xγN+l−1‖ −MN ) + . . .+ ‖gk‖(‖~xγN−k‖ −MN ) ≤ 0

and so

‖~xγN+l‖ ≤
k∑

i=1−l

‖gi‖MN ≤ aMN < MN .

Similarly, by taking n = γN + 1 in (11) we obtain

‖~xγN+l+1‖ −
k∑

i=1−l

‖gi‖MN ≤ ‖g1−l‖(‖~xγN+l‖ −MN ) + . . .+ ‖gk‖(‖~xγN−k+1‖ −MN ) ≤ 0

and so

‖~xγN+l+1‖ ≤
k∑

i=1−l

‖gi‖MN ≤ aMN < MN .

Hence by induction we have that

‖~xγN+l+j‖ ≤
k∑

i=1−l

‖gi‖MN ≤ aMN < MN .

Thus
MN+1 ≤ aMN < MN , (13)

and so the sequence {MN}∞N=0 is decreasing sequence bounded below by zero. Furthermore (13) implies

MN ≤ aN+1M0 → 0 as N →∞.

4
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Hence
0 ≤ lim

N→∞
~xγN−j ≤ lim

N→∞
MN = 0, j = 1− l, . . . , k.

Therefore
lim
n→∞

~xn = ~0.

2

Corollary 1 Suppose that equation (1) has the linearization (3), where l = 1 and the functions gi :
Rk+1 →Mp×p are such that

k∑
i=0

‖gi‖ ≤ a < 1, n = 0, 1, . . . .

Then if equation (1) has a zero equilibrium it is globally asymptotically stable.

Assuming that f is differentiable in some neighborhood of the equilibrium solution x̄, by applying
Theorem 2 and Lemma 2 to the standard linearization of equation (1) about the equilibrium solution x̄

~xn+1 =
k∑
i=0

∂f

∂xn−i
(x̄, . . . , x̄)~xn−i, n = 0, 1, . . . ., (14)

where ∂f
∂xn−i

(x̄, . . . , x̄) is the Jacobian matrix evaluated at the equilibrium point, we obtain the following

result, which is local in the nature because of the fact that the standard linearization is local.

Corollary 2 Assume that f is differentiable in some neighborhood of the equilibrium solution x̄. The
equilibrium x̄ of equation (1) is locally asymptotically stable if

k∑
i=0

‖ ∂f

∂xn−i
(x̄, . . . , x̄)‖ ≤ a < 1.

3 The case when gi are scalar functions

In this section we consider the case when all gi are scalar functions. In this case the linearization (3) is
equivalent to p scalar equations of the form

xmn+1 =
k∑

i=1−l

gix
m
n−i, n = 0, 1, . . . ;m = 1, . . . , p. (15)

For instance, in the case of second order difference equation in R2, we have that vector equation[
xn+1

yn+1

]
= g0

[
xn
yn

]
+ g1

[
xn−1

yn−1

]
n = 0, 1, . . . g0, g1 ≥ 0 (16)

is equivalent to the system

xn+1 = g0xn + g1xn−1

yn+1 = g0yn + g1yn−1.
(17)

The next results apply to a special linearization (3) of equation (1), where all gi are scalar functions.

5
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Theorem 3 Let l ∈ {1, 2, . . .}. Suppose that equation (1) has the linearization (3), where the functions
gi : Rk+1 → [0,∞) are such that

k∑
i=1−l

gi ≥ a > 1, n ≥ 0.

Then if for some n ≥ 0

(a) ~xn+l−1, . . . , ~xn−k > 0, then limn→∞ ~xn =∞, componentwise;

(b) ~xn+l−1, . . . , ~xn−k < 0, then limn→∞ ~xn = −∞, componentwise.

Proof. Proof follows from Theorem 2 in [4] applied to equation(15). 2

A delicate case when
k∑

i=1−l

gi = 1, n = 0, 1, . . . . (18)

is treated in the following three results.

Theorem 4 Suppose that on some interval I equation (1) has the linearization (3), where the functions
gi : Rk+1 → [0,∞) are such that (18) is satisfied. Then there exists A > 0 such that for n ≥ 0 every
positive gi satisfies

A ≤ gi ≤ 1, n = 0, 1, . . . . (19)

Proof. Proof follows from Proposition 3 in [4] applied to equation (15). 2

Theorem 5 Suppose that on some interval I equation (1) has the linearization (3), where the functions
gi : Rk+1 → [0,∞) are such that (18) is satisfied. Assume that there exists A > 0 such that

g1−l ≥ A, n = 0, 1, . . . . (20)

Then if ~x−k, . . . , ~x0 ∈ I
lim
n→∞

~xn = ~L,

where ~L ∈ Ip is a constant vector

Proof. Proof follows from Theorem 4 in [4] applied to equation (15). 2

Theorem 6 Suppose that on some interval I ⊂ R equation (1) has the linearization (3), where the
functions gi : Rk+1 → [0,∞) are such that (18) is satisfied. Assume that there exists A > 0 such that
for some j ∈ {2− l, . . . , k − 1}

gj ≥ A, gj+1 ≥ A, n = 0, 1, . . . . (21)

If ~xl−1, . . . , ~x−k ∈ I, then

lim
n→∞

~xn = ~L,

where ~L ∈ Ip is a constant vector

Proof. Proof follows from Theorem 5 in [4] applied to equation (15). 2

6
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4 Examples

In this section we present some examples that illustrate our results.

Example 1 Every solution of the vector equation in R2[
xn+1

yn+1

]
=

[ a
1+xn

bn
cn

d
1+yn

] [
xn
yn

]
, n = 0, 1, . . . ,

where a, d > 0, bn, cn ≥ 0, x0, y0 ≥ 0, n = 0, 1, . . ., converges to the zero equilibrium if max{a+ Uc, d+
Ub} < 1 is satisfied, where Ub and Uc are upper bounds of sequences {bn} and {cn} respectively. Indeed,
in this case if ‖x‖ denotes the L1 norm we have

‖g0‖ =

∥∥∥∥[ a
1+xn

bn
cn

d
1+yn

]∥∥∥∥ = max

{
a

1 + xn
+ cn,

d

1 + yn
+ bn

}
≤ max{a+ Uc, d+ Ub} < 1,

that is Uc < 1 − a, Ub < 1 − d, and the result follows from Theorem 2 and Corollary 1. Thus in this
case the zero equilibrium is globally asymptotically stable. If we use L2 norm we have that the zero
equilibrium is globally asymptotically stable if max{a+ Ub, d+ Uc} < 1 is satisfied.

Example 2 Every solution of the vector equation in R2[
xn+1

yn+1

]
=

[ a
1+xn

b

c d
1+yn

] [
xn
yn

]
, n = 0, 1, . . . , (22)

where a, b, c, d > 0, x0, y0 ≥ 0, converges to the zero equilibrium if max{a + c, b + d} < 1 is satisfied.
Indeed, in this case if ‖x‖ denotes the L1 norm we have that

‖g0‖ =

∥∥∥∥[ a
1+xn

b

c d
1+yn

]∥∥∥∥ = max

{
a

1 + xn
+ c,

d

1 + yn
+ b

}
≤ max{a+ c, b+ d} < 1

and the result follows from Theorem 2 and Corollary 1. Thus in this case the zero equilibrium is globally
asymptotically stable. If we use L2 norm we have that max{a + b, c + d} < 1 implies that the zero
equilibrium is globally asymptotically stable.

Next, consider the positive equilibrium E(x̄, ȳ). Then we have that the positive equilibrium E(x̄, ȳ)
of system (22) satisfies the system

x̄ = a x̄
1+x̄ + bȳ

ȳ = cx̄+ d ȳ
1+ȳ .

(23)

which implies
x̄ 1+x̄−a

1+x̄ = bȳ

ȳ 1+ȳ−d
1+ȳ = cx̄.

Thus the positive equilibrium exists if

x̄ > a− 1, ȳ > d− 1. (24)

Linearizing system (22) about the positive equilibrium E gives the following system[
un+1

vn+1

]
=

[
a

(1+x̄)(1+xn) b

c d
(1+ȳ)(1+yn)

] [
un
vn

]
, n = 0, 1, . . . , (25)

where un = xn − x̄, vn = yn − ȳ. By using Theorem 2 and Corollary 1 with L1 norm, we obtain that
the condition for global asymptotic stability of E(x̄, ȳ) to be

x̄ >
a+ c− 1

1− c
if c < 1 < a+ c, ȳ >

b+ d− 1

1− b
if b < 1 < b+ d.

7
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If we use L2 norm we obtain sufficient condition for global asymptotic stability of E(x̄, ȳ) to be

x̄ >
a+ b− 1

1− b
if b < 1 < a+ b, ȳ >

c+ d− 1

1− c
if c < 1 < c+ d.

Example 3 Every solution of the vector equation in R2[
xn+1

yn+1

]
=

[
a

1+xn

b
1+yn

c
1+xn

d
1+yn

] [
xn
yn

]
, n = 0, 1, . . . , (26)

where a, b, c, d > 0, x0, y0 ≥ 0, n = 0, 1, . . ., converges to the zero equilibrium if max{a+ c, b+ d} < 1 is
satisfied. Indeed, in this case if ‖x‖1 denotes the L1 norm we have

‖g0‖1 =

∥∥∥∥∥
[

a
1+xn

b
1+yn

c
1+xn

d
1+yn

]∥∥∥∥∥
1

= max

{
a

1 + xn
+

c

1 + xn
,

b

1 + yn
+

d

1 + yn

}
≤ max{a+ c, b+ d} < 1

and the result follows from Theorem 2 and Corollary 1. Thus in this case the zero equilibrium is globally
asymptotically stable.

In the case if ‖x‖2 denotes the L2 norm we have

‖g0‖2 =

∥∥∥∥∥
[

a
1+xn

b
1+yn

c
1+xn

d
1+yn

]∥∥∥∥∥
2

= max

{
a

1 + xn
+

b

1 + yn
,

c

1 + xn
+

d

1 + yn

}
≤ max{a+ b, c+ d} < 1.

In this case the condition for global asymptotic stability of the zero equilibrium becomes max{a+ b, c+
d} < 1.

Now, consider global attractivity of the positive equilibrium E(x̄, ȳ) of system (26). The positive
equilibrium of system (26) satisfies the system

x̄ = a x̄
1+x̄ + b ȳ

1+ȳ

ȳ = c x̄
1+x̄ + d ȳ

1+ȳ .
(27)

Adding two equations in (27) we obtain

x̄+ ȳ = (a+ c)
x̄

1 + x̄
+ (b+ d)

ȳ

1 + ȳ
,

which implies
x̄

1 + x̄
(1 + x̄− a− c) =

ȳ

1 + ȳ
(b+ d− 1− ȳ)

and so we obtain that the positive equilibrium satisfies

x̄ > a+ c− 1⇔ ȳ < b+ d− 1. (28)

Linearizing system (26) about the positive equilibrium E gives the following system[
un+1

vn+1

]
=

[
a

(1+x̄)(1+xn)
b

(1+ȳ)(1+yn)
c

(1+x̄)(1+xn)
d

(1+ȳ)(1+yn)

] [
un
vn

]
, n = 0, 1, . . . ,

where un = xn − x̄, vn = yn − ȳ. By using Theorem 2 and Corollary 1 with L1 norm, we obtain that
the condition

x̄ > a+ c− 1, ȳ > b+ d− 1. (29)

is sufficient for the global asymptotic stability of the positive equilibrium solution. The condition (29)
contradicts condition (28). If we use L2 norm we obtain sufficient condition for the global asymptotic
stability of the positive equilibrium solution to be

bx̄+ aȳ < 1− a− b
dx̄+ cȳ < 1− c− d.
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Example 4 Every solution of the vector equation in Rn

~xn+1 = An~xn (30)

where

~xn =


x1
n

x2
n
...
xkn

 , An =


a11

1+x1
n

a12
1+x2

n
. . . a1k

1+xk
n

a21
1+x1

n

a22
1+x2

n
. . . a2k

1+xk
n

...
ak1

1+x1
n

ak2

1+x2
n

. . . akk

1+xk
n


where aij > 0, i, j = 0, 1, . . . x0, y0 ≥ 0, n = 0, 1, . . . , , converges to the zero equilibrium if

‖g0‖1 =

∥∥∥∥∥∥∥∥∥∥


a11

1+x1
n

a12
1+x2

n
. . . a1k

1+xk
n

a21
1+x1

n

a22
1+x2

n
. . . a2k

1+xk
n

...
ak1

1+x1
n

ak2

1+x2
n

. . . akk

1+xk
n


∥∥∥∥∥∥∥∥∥∥

1

= max
{

a11
1+x1

n
+ a21

1+x1
n

+ . . .+ ak1

1+x1
n
, . . . , a1k

1+x1
n

+ a2k
1+x1

n
+ . . .+ akk

1+x1
n

}
≤ max{a11 + a21 + . . .+ ak1, . . . , a1k + a2k + . . .+ akk}

= max
1≤j≤n

{
k∑
i=1

aij} < 1,

which follows from Theorem 2 and Corollary 1. Thus in this case the zero equilibrium is globally
asymptotically stable.

Now, consider global attractivity of the positive equilibrium of system (30). The positive equilibrium
satisfies the system

(An(~̄x)− I)~̄x = ~0,

where

An(~̄x) =


a11

1+x̄1
a12

1+x̄2 . . . a1k
1+x̄k

a21
1+x̄1

a22
1+x̄2 . . . a2k

1+x̄k

...
ak1

1+x̄1
ak2

1+x̄2 . . . akk

1+x̄k

 .
Linearizing system (30) about the positive equilibrium E gives the following system

~un+1 =


a11

(1+x̄)(1+x1
n)

a12
(1+x̄)(1+x2

n) . . . a1k
(1+x̄)(1+xk

n)
a21

(1+x̄)(1+x1
n)

a22
(1+x̄)(1+x2

n) . . . a2k
(1+x̄)(1+xk

n)

...
ak1

(1+x̄)(1+x1
n)

ak2

(1+x̄)(1+x2
n) . . . akk

(1+x̄)(1+xk
n)

 ~un, n = 0, 1, . . . ,

where ~un = ~xn − ~̄x. By using Theorem 2 and Corollary 1 with L1 norm, we obtain that the condition

‖g0‖1 =

∥∥∥∥∥∥∥∥∥∥


a11

(1+x̄)(1+x1
n)

a12
(1+x̄)(1+x2

n) . . . a1k
(1+x̄)(1+xk

n)
a21

(1+x̄)(1+x1
n)

a22
(1+x̄)(1+x2

n) . . . a2k
(1+x̄)(1+xk

n)

...
ak1

(1+x̄)(1+x1
n)

ak2

(1+x̄)(1+x2
n) . . . akk

(1+x̄)(1+xk
n)


∥∥∥∥∥∥∥∥∥∥

1

9
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= max
{

a11
(1+x̄)(1+x1

n) + . . .+ ak1

(1+x̄)(1+x1
n) , . . . ,

a1k
(1+x̄)(1+xk

n)
+ a2k

(1+x̄)(1+xk
n)

+ . . .+ akk

(1+x̄)(1+xk
n)

}
≤ max{ 1

1+x̄ (a11 + a21 + . . .+ ak1, . . . , a1k + a2k + . . .+ akk)}

= 1
1+x̄ max

1≤j≤n
{
k∑
i=1

aij}

< 1

implies the global asymptotic stability of the positive equilibrium solution. By using Theorem 2 and
Corollary 1 with L1 norm, we obtain that the condition for the global asymptotic stability of the positive
equilibrium solution is

1 + x̄ >
k∑
i=1

aij ⇐⇒ x̄ >
k∑
i=1

aij − 1.

Example 5 The cooperative system[
xn+1

yn+1

]
=

[
a b

1+yn
c

1+xn
d

] [
xn
yn

]
, n = 0, 1, . . . , (31)

where a, b, c, d > 0, x0, y0 ≥ 0 was considered in [1]. The equilibrium solutions are the zero equilibrium
E0(0, 0) and when a < 1, d < 1 the unique positive equilibrium solution E+(x̄, ȳ), is given as

x̄ =
b

1− a
ȳ

1 + ȳ
, ȳ =

bc− (1− d)(1− a)

(1− d)(b+ 1− a)
,

when
(1− a)(1− d) < bc. (32)

The local stability of system (31) is described with the following result, see [1]

Claim 1 Consider system (31).

1.) The positive equilibrium E+(x̄, ȳ) of system (31) is locally asymptotically stable when (32) holds.

2.) The zero equilibrium E0(0, 0) of system (31) is locally asymptotically stable if bc < (1− a)(1− d);
it is a saddle point if bc > (1− a)(1− d); it is a nonhyperbolic equilibrium if bc = (1− a)(1− d).

The global dynamics of system (31) is described with the following result, see [1]:

Theorem 7 Consider system (31).

1.) If a ≥ 1 then limn→∞ xn =∞ and limn→∞ yn =∞ if d ≥ 1 and limn→∞ yn = c
1−d , if d < 1.

2.) If d ≥ 1 then limn→∞ yn =∞ and limn→∞ xn =∞ if a ≥ 1 and limn→∞ xn = b
1−a , if a < 1.

3.) The positive equilibrium E+(x̄, ȳ) of system (31) is globally asymptotically stable when (32) holds.

4.) The zero equilibrium E+(x̄, ȳ) of system (31) is globally asymptotically stable when a < 1, d < 1
and

bc ≤ (1− a)(1− d) (33)

holds.

Theorem 2 and Corollary 1 implies that any of two conditions max{a+c, b+d} < 1 or max{a+b, c+d} <
1 provides the global asymptotic stability of the zero equilibrium. Both of these conditions imply (33)
which is clearly the necessary and sufficient condition for the global asymptotic stability of the zero
equilibrium..
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Linearizing system (31) about the positive equilibrium E(x̄, ȳ) gives the following system[
un+1

vn+1

]
=

[
a b

(1+ȳ)(1+yn)
c

(1+x̄)(1+xn) d

] [
un
vn

]
, n = 0, 1, . . . ,

where un = xn − x̄, vn = yn − ȳ. By using Theorem 2 and Corollary 1 with L1 or L2 norm, we obtain
that the condition

max

{
a+

c

1 + x̄
,

b

1 + ȳ
+ d

}
< 1 or max

{
a+

b

1 + ȳ
,

c

1 + x̄
+ d

}
< 1 (34)

implies that the positive equilibrium E(x̄, ȳ) is globally asymptotically stable. Condition (34) implies
condition (32) which is clearly the necessary and sufficient condition for the global asymptotic stability
of the positive equilibrium.

Example 6 Every solution of the vector equation in R2[
xn+1

yn+1

]
=

[ an
1+n2

cn
1+n3

bn
1+n2

dn
1+n3

] [
xn
yn

]
+

[ An
1+n

Cn
1+n2

Bn
1+n

Dn
1+n2

] [
xn−1

yn−1

]
, n = 0, 1, . . . ,

where a, b, c, d, A,B,C,D > 0, x−1, y−1, x0, y0 ≥ 0, n = 0, 1, . . ., converges to the zero equilibrium if

max{a+b
2 , 2(c+d)

321/3 }+ max{A+B, C+D
2 } < 1 is satisfied. Indeed, in this case if ‖x‖ denotes the L1 norm

we have

‖g0‖ =

∥∥∥∥[ an
1+n2

cn
1+n3

bn
1+n2

dn
1+n3

]∥∥∥∥ = max

{
(a+ b)n

1 + n2
,

(c+ d)n

1 + n3

}
≤ max

{
a+ b

2
,

2(c+ d)

321/3

}
and

‖g1‖ =

∥∥∥∥[ An1+n
Cn

1+n2

Bn
1+n

Dn
1+n2

]∥∥∥∥ = max

{
(A+B)n

1 + n
,

(C +D)n

1 + n2

}
≤ max

{
A+B,

C +D

2

}
and the result follows from Theorem 2 and Corollary 1. Thus in this case the zero equilibrium is globally
asymptotically stable.

Example 7 The vector equation in R2[
xn+1

yn+1

]
=

axn
1 + xn

[
xn
yn

]
+

a

1 + xn

[
xn−1

yn−1

]
, n = 0, 1, . . . (35)

is equivalent to the system

xn+1 = axn

1+xn
xn + a

1+xn
xn−1

yn+1 = axn

1+xn
yn + a

1+xn
yn−1, n = 0, 1, . . . ,

where a > 0. Since g0 + g1 = a for all n = 0, 1, . . . we have the following result which proof follows from
Theorems 2, 3, 5 and Corollary 1.

Proposition 1 The following trichotomy holds for equation (35):

(a) if a < 1 then the zero equilibrium of (35) is globally asymptotically stable.

(b) if a = 1 then every nonnegative constant vector ~L is an equilibrium of (35) and every solution of
(35) converges to some constant vector.

(a) if a > 1 then every set of positive (resp. negative) initial conditions generates the solution which
component-wise tends to ∞ (resp. −∞).

Proposition 1 can be extended to the case of corresponding vector equation in Rp.
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