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Târgul din Vale St., No.1, 110040 Piteşti, România,
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Abstract

The main objective of the present paper is to obtain sufficient conditions for the univalence, starlikeness

and convexity of a new integral operator defined on the space of normalized analytic functions in the open

unit disk. Results presented in this paper may motivate further reserch in this fascinating field.

Keywords: analytic, univalent, starlike and convex functions, integral operator.

2010 Mathematics Subject Classifications: 30C45.

1 Introduction

Let U = {z : |z| < 1} be the open unit disk and A the class of all functions of the form

f(z) = z +

∞∑
n=2

anz
n, for all z ∈ U, (1)

which are analytic in U . Consider S the class of all functions in A which are univalent in U .

A domain D ⊂ C is starlike with respect to a point w0 ∈ D if the line segment joining any point of D to w0

lies inside D, while a domain is convex if the line segment joining any two points in D lies entirely in D. We

say that the function f ∈ A is starlike if f(U) is a starlike domain with respect to origin, and convex if f(U) is

convex. Analytically, f ∈ A is starlike if and only if

Re

[
zf
′
(z)

f(z)

]
> 0, for all z ∈ U,

and f ∈ A is convex if and only if

Re

[
1 +

zf
′′
(z)

f ′(z)

]
> 0, for all z ∈ U.

The classes consisting of starlike and convex functions are denoted by S∗ and K, respectively. Further, we

denote by S∗(δ) and K(δ) the class of starlike functions of order δ and the class of convex functions of order δ

(0 ≤ δ < 1), respectively, where

Re

[
zf
′
(z)

f(z)

]
> δ and Re

[
1 +

zf
′′
(z)

f ′(z)

]
> δ.

1
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Recently, Frasin and Jahangiri [4] defined the family B(µ, λ), µ ≥ 0, 0 ≤ λ < 1 consisting of functions f ∈ A
satisfying the condition ∣∣∣∣f ′(z) [ z

f(z)

]µ
− 1

∣∣∣∣ < 1− λ, for all z ∈ U.

We note that B(1, λ) = S∗(λ), B(2, λ) = B(λ) (see [3]) and B(2, 0) = S.

For the functions f, g ∈ A and α, ζ ∈ C we define the integral operator Iζα(f, g) given by

Iζα(f, g)(z) =

[
ζ

∫ z

0

tα+ζ−1

(
f
′
(t)

g(t)

)α
dt

] 1
ζ

. (2)

Note that the integral operator Iζα(f, g)(z) generalizes the integral operator Iα(f, g)(z) introduced in [2].

In this paper our purpose is to derive univalence conditions, starlikeness properties and the order of convexity

for the integral operator introduced in (2). Recently, many authors studied the problem of integral operators

which preserve the class S (see [5], [9]).

In order to prove our results, we have to recall here the following:

Lemma 1.1 (Mocanu and Şerb [7]) Let M0 = 1, 5936..., the positive solution of equation

(2−M)eM = 2. (3)

If f ∈ A and ∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ ≤M0, for all z ∈ U,

then ∣∣∣∣∣zf
′
(z)

f(z)
− 1

∣∣∣∣∣ < 1, for all z ∈ U.

The edge M0 is sharp.

Lemma 1.2 (Pascu [8]) Let γ be a complex number, Reγ > 0 and let the function f ∈ A. If

1− |z|2Reγ

Reγ
·

∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣ ≤ 1,

for all z ∈ U, then for any complex number ζ, Reζ ≥ Reγ, the function

Fζ(z) =

[
ζ

∫ z

0

tζ−1f
′
(t)dt

] 1
ζ

is regular and univalent in U .

Lemma 1.3 (General Schwarz Lemma [6]) Let f be regular function in the disk UR = {z ∈ C : |z| < R} with

|f(z)| < M, M fixed. If f has in z = 0 one zero with multiply bigger than m, then

|f(z)| ≤ M

Rm
|z|m, z ∈ UR.

The equality case hold only if f(z) = eiθ · MRm · z
m, where θ is constant.

Lemma 1.4 (Ready and Padmanabhan [10]) Let the functions p, q be analytic in U with

p(0) = q(0) = 0,

and let δ be a real number. If the function q maps the unit disk U onto a region which is starlike with respect

to the origin, the inequality

Re

[
p
′
(z)

q′(z)

]
> δ, for all z ∈ U

implies that

Re

[
p(z)

q(z)

]
> δ, for all z ∈ U.

2
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Lemma 1.5 (Wilken and Feng [11]) If 0 ≤ δ < 1 and f ∈ K(δ), then f ∈ S∗(ν(δ)), where

ν(δ) =

{
1−2δ

22(1−δ)−2 , if δ 6= 1
2 ,

1
2 log 2 , if δ = 1

2 .
(4)

2 Main results

The univalence condition for the operator Iζα(f, g) defined in (2) is proved in the next theorem, by using

Pascu univalence criterion.

Theorem 2.1 Let α, γ be complex numbers, Reγ > 0,M0 the positive solution of the equation (3), M0 =

1, 5936..., and f, g ∈ A. If ∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ ≤M0,

∣∣∣∣∣g
′′
(z)

g′(z)

∣∣∣∣∣ ≤M0 , z ∈ U (5)

and

2M0Reγ + (2Reγ + 1)
2Reγ+1
2Reγ ≤ Reγ · (2Reγ + 1)

2Reγ+1
2Reγ

|α|
, (6)

then for any complex number ζ, Reζ ≥ Reγ, the integral operator

Iζα(f, g)(z) =

[
ζ

∫ z

0

tα+ζ−1

(
f
′
(t)

g(t)

)α
dt

] 1
ζ

is in the class S.

Proof. Let the function

h(z) =

∫ z

0

[
tf
′
(t)

g(t)

]α
dt. (7)

The function h is regular in U and h(0) = h
′
(0)− 1 = 0.

From (7) we have

h
′
(z) =

[
zf
′
(z)

g(z)

]α
and

h
′′
(z) = α

(
zf
′
(z)

g(z)

)α−1
·

[
f
′
(z)

g(z)
+
zf
′′
(z)

g(z)
− z · f

′
(z)

g(z)
· g
′
(z)

g(z)

]
.

We get

zh
′′
(z)

h′(z)
= α

[
1 +

zf
′′
(z)

f ′(z)
− zg

′
(z)

g(z)

]
= α

[
zf
′′
(z)

f ′(z)
−

(
zg
′
(z)

g(z)
− 1

)]
. (8)

From (8) we obtain

1− |z|2Reγ

Reγ
·

∣∣∣∣∣zh
′′
(z)

h′(z)

∣∣∣∣∣ ≤ 1− |z|2Reγ

Reγ
· |z| · |α| ·

∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣+
1− |z|2Reγ

Reγ
· |α| ·

∣∣∣∣∣zg
′
(z)

g(z)
− 1

∣∣∣∣∣ .
From (5) and applying Lemma 1.1 we obtain∣∣∣∣∣zg

′
(z)

g(z)
− 1

∣∣∣∣∣ < 1, for all z ∈ U,

3
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which implies that

1− |z|2Reγ

Reγ
·

∣∣∣∣∣zh
′′
(z)

h′(z)

∣∣∣∣∣ ≤ 1− |z|2Reγ

Reγ
· |z| · |α| ·M0 +

1− |z|2Reγ

Reγ
· |α|.

Since

max
|z|≤1

1− |z|2Reγ

Reγ
· |z| = 2

(2Reγ + 1)
2Reγ+1
2Reγ

,

we have
1− |z|2Reγ

Reγ
·

∣∣∣∣∣zh
′′
(z)

h′(z)

∣∣∣∣∣ ≤ 2

(2Reγ + 1)
2Reγ+1
2Reγ

· |α| ·M0 +
|α|
Reγ

. (9)

Using (6) in (9) we obtain

1− |z|2Reγ

Reγ
·

∣∣∣∣∣zh
′′
(z)

h′(z)

∣∣∣∣∣ ≤ 1, z ∈ U, (10)

and by applying Lemma 1.2, we obtain that the function Iζα(f, g)(z) is in the class S.

If we put ζ = 1 in Theorem 2.1, we obtain

Corollary 2.2 Let α, γ be complex numbers, 0 < Reγ ≤ 1, M0 the positive solution of the equation (3),

M0 = 1, 5936..., and f, g ∈ A. If ∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ ≤M0,

∣∣∣∣∣g
′′
(z)

g′(z)

∣∣∣∣∣ ≤M0 , z ∈ U,

and

2M0Reγ + (2Reγ + 1)
2Reγ+1
2Reγ ≤ Reγ · (2Reγ + 1)

2Reγ+1
2Reγ

|α|
,

then the integral operator

Iα(f, g)(z) =

∫ z

0

[
tf
′
(t)

g(t)

]α
dt,

is in the class S.

Putting Reγ = 1 in Corrolary 2.2, we obtain

Corollary 2.3 Let α, γ be complex numbers, 0 < Reγ ≤ 1, M0 the positive solution of the equation (3),

M0 = 1, 5936..., and f, g ∈ A. If ∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ ≤M0,

∣∣∣∣∣g
′′
(z)

g′(z)

∣∣∣∣∣ ≤M0, z ∈ U,

and

|α| ≤ 3
√

3

2M0 + 3
√

3

then the integral operator

Iα(f, g)(z) =

∫ z

0

[
tf
′
(t)

g(t)

]α
dt,

is in the class S.

This result was also obtained in [2].

In the following theorem we give sufficient conditions such that the integral operator Iζα(f, g)(z) ∈ S∗.

4
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Theorem 2.4 Let α, ζ be complex numbers, M ≥ 1, f ∈ A and g ∈ B(µ, λ) such that∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣ < 1 and |g(z)| < M, z ∈ U.

If

|α| ≤ |ζ|
2 + (2− λ)Mµ−1 ,

then the integral operator Iζα(f, g)(z) is in the class S∗.

Proof. Let’s consider the function ϕ given by

ϕ(z) = Iζα(f, g)(z), z ∈ U. (11)

Then, by differentiating ϕ with respect to z, we obtain

zϕ
′
(z)

ϕ(z)
=

zα+ζ
[
f
′
(z)

g(z)

]α
ζ
∫ z
0
tα+ζ−1

(
f ′ (t)
g(t)

)α
dt
.

Letting

p(z) = zϕ
′
(z) and q(z) = ϕ(z),

we find that
p
′
(z)

q′(z)
= 1 +

α

ζ

[
1 +

zf
′′
(z)

f ′(z)
− zg

′
(z)

g(z)

]
.

Thus, ∣∣∣∣∣p
′
(z)

q′(z)
− 1

∣∣∣∣∣ ≤ |α||ζ|
[

1 +

∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣+

∣∣∣∣∣zg
′
(z)

g(z)

∣∣∣∣∣
]

≤ |α|
|ζ|

[
1 +

∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣+

(∣∣∣∣g′(z) · ( z

g(z)

)µ
− 1

∣∣∣∣+ 1

) ∣∣∣∣g(z)

z

∣∣∣∣µ−1
]
. (12)

Since |g(z)| < M , z ∈ U , by applying the Schwarz Lemma, we have∣∣∣∣g(z)

z

∣∣∣∣ ≤M , for all z ∈ U. (13)

By using the hypothesis and (13) we obtain∣∣∣∣∣p
′
(z)

q′(z)
− 1

∣∣∣∣∣ ≤ |α||ζ| [2 + (2− λ) ·Mµ−1] ≤ 1,

that is

Re

[
p
′
(z)

q′(z)

]
> 0, z ∈ U.

Therefore, applying Lemma 1.4, we find that

Re

[
p(z)

q(z)

]
> 0, z ∈ U.

This completes the proof. of the theorem.

Taking µ = 1 in Theorem 2.4, we have

5
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Corollary 2.5 Let α, ζ be complex numbers, M ≥ 1, f ∈ A and g ∈ S∗(λ) such that∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣ < 1 and |g(z)| < M, z ∈ U.

If

|α| ≤ |ζ|
4− λ

,

then the integral operator Iα(f, g) is in the class S∗.

Letting λ = 0 in Corollary 2.5, we obtain

Corollary 2.6 Let α, ζ be complex numbers with |α| = |ζ|
4 and M ≥ 1. If f ∈ A and g ∈ S∗ satisfies∣∣∣∣∣zf

′′
(z)

f ′(z)

∣∣∣∣∣ < 1 and |g(z)| < M, z ∈ U,

then the integral operator Iζα(f, g) is in the class S∗.

Next, we find sufficient conditions such that Iζα(f, g)(z) ∈ K(δ).

Theorem 2.7 Let α, ζ be complex numbers, M, N ≥ 1, f ∈ A and g ∈ B(µ, λ). If

|g(z)| < M and

∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ < N,

for all z ∈ U then, the integral operator Iζα(f, g) is in the class K(δ), where

δ = 1−
∣∣∣∣αζ
∣∣∣∣ [1 +N + (2− λ)Mµ−1] and 0 <

∣∣∣∣αζ
∣∣∣∣ [1 +N + (2− λ)Mµ−1] ≤ 1.

Proof. Letting the function ϕ be given by (11), we have

zϕ
′′
(z)

ϕ′(z)
=
α

ζ

[
1 +

zf
′′
(z)

f ′(z)
− zg

′
(z)

g(z)

]
.

Therefore, using the hypothesis of the theorem and applying the Schwarz Lemma, we obtain∣∣∣∣∣zϕ
′′
(z)

ϕ′(z)

∣∣∣∣∣ ≤
∣∣∣∣αζ
∣∣∣∣
[

1 +

∣∣∣∣∣zf
′′
(z)

f ′(z)

∣∣∣∣∣+

∣∣∣∣∣zg
′
(z)

g(z)

∣∣∣∣∣
]
≤
∣∣∣∣αζ
∣∣∣∣
[

1 +N +

∣∣∣∣∣zg
′
(z)

g(z)
·
(

z

g(z)

)µ∣∣∣∣∣ ·
∣∣∣∣∣
(
g(z)

z

)µ−1∣∣∣∣∣
]

≤
∣∣∣∣αζ
∣∣∣∣ [1 +N +

[∣∣∣∣g′(z)( z

g(z)

)µ
− 1

∣∣∣∣+ 1

]
·Mµ−1

]
≤
∣∣∣∣αζ
∣∣∣∣ [1 +N + (2− λ) ·Mµ−1] = 1− δ.

This evidently completes the proof.

Letting µ = 1 in Theorem 2.7, we have

Corollary 2.8 Let α, ζ be complex numbers, M, N ≥ 1, f ∈ A and g ∈ S∗(λ). If

|g(z)| < M and

∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ < N,

for all z ∈ U then, the integral operator Iζα(f, g) is in the class K(δ), where

δ = 1−
∣∣∣∣αζ
∣∣∣∣ (3 +N − λ) and 0 <

∣∣∣∣αζ
∣∣∣∣ (3 +N − λ) ≤ 1.

Letting δ = λ = 0 in Corollary 2.8, we obtain

6
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Corollary 2.9 Let α, ζ be complex numbers, M, N ≥ 1, f ∈ A and g ∈ S∗. If

|g(z)| < M and

∣∣∣∣∣f
′′
(z)

f ′(z)

∣∣∣∣∣ < N

for all z ∈ U then, the integral operator Iζα(f, g) is convex in U , where

|α| = |ζ|
3 +N

.

Theorem 2.10 If α, ζ are complex numbers and f, g ∈ K(δ) then Iαζ (f, g) belongs to the class K(b), where

b = 1−
∣∣∣αζ ∣∣∣ (2− δ − ν(δ)), 0 ≤ b < 1 and ν(δ) is given by Lemma 1.5.

Proof. Letting the function ϕ be given by (11), we have∣∣∣∣∣zϕ
′′
(z)

ϕ′(z)

∣∣∣∣∣ ≤
∣∣∣∣αζ
∣∣∣∣
[∣∣∣∣∣zf

′′
(z)

f ′(z)

∣∣∣∣∣+

∣∣∣∣∣zg
′
(z)

g(z)
− 1

∣∣∣∣∣
]
.

Since g ∈ K(δ), by applying Lemma 1.5, we yield that g ∈ S∗(ν(δ)). So,∣∣∣∣∣zϕ
′′
(z)

ϕ′(z)

∣∣∣∣∣ ≤
∣∣∣∣αζ
∣∣∣∣ (2− δ − ν(δ)) = 1− b, (14)

which evidently proves Theorem 2.10.

Corollary 2.11 Let α, ζ be complex numbers with |α/ζ| ≤ 2/3. If f, g ∈ K then Iαζ (f, g) belongs to the class

K(1− 3
2

∣∣∣αζ ∣∣∣).
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A new generalization of the Ostrowski inequality
and Ostrowski type inequality for double integrals

on time scales

A. Tuna* and S. Kutukcu

Department of Mathematics, Faculty of Science and Arts University of Ni¼gde, 51240,
Ni¼gde, Turkey

Department of Mathematics, Faculty of Science and Arts Ondokuz May¬s University,
55139, Samsun, Turkey

Abstract: A new generalization of the Ostrowski inequality and Ostrowski type inequality for dou-
ble integrals on time scales are established in this paper. Several interesting inequalities representing
special cases of our general results are supplied.

Keywords: Ostrowski type inequalities; Double integrals; Time scales.

1 Introduction

In 1938, Ostrowski [21] proved the following interesting integral inequality.

Theorem 1.1 Let f : [a; b]! R be continuous on [a; b] and di¤erentiable in (a; b) and its derivative
f 0 : (a; b)! R is bounded in (a; b). Then for any x 2 [a; b], we have������f(x)� 1

b� a

bZ
a

f(t)dt

������ �
 
1

4
+

�
x� a+b

2

�2
(b� a)2

!
(b� a)kf 0k1:

where kf 0k1 := sup
t2(a;b)

jf 0(x)j <1. The inequality is sharp in the sense that the constant 14 cannot be

replaced by a smaller one.

Mohammad Masjed-Jamei and Sever S. Dragomir[11] established the generalization of the Os-
trowski inequality for functions in Lp-spaces and applied it to �nd appropriate error bounds for
numerical quadrature rules of equal coe¢ cients type using kernel (3.2) on [a; b].

*Corresponding Author
E-mail: atuna@nigde.edu.tr (A. Tuna), skutukcu@yahoo.com (S. Kutukcu)
2010 MR Subject Classi�cation: 26D15, 26E70
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The Ostrowski inequality and the Montgomery identity were generalized by Bohner et. al.[7] to
an arbitrary time scale, unifying the discrete, the continuous, and the quantum cases:

Theorem 1.2 a; b; s; t 2 T, a < b and f : [a; b]! R be di¤erentiable. Then������f (t)� 1

b� a

bZ
a

f (� (s))4s

������ � M

b� a (h2 (t; a) + h2 (t; b)) ; (1.1)

where h2 (:; :) is de�ned by De�nition 8 and M = sup
a<t<b

��f4 (t)�� < 1:This inequality is sharp in

the sense that the right-hand side of (1.1) cannot be replaced by a smaller one.

During the past few years, many researchers have given considerable attention to the Ostrowski
inequality on time scales. In [16, 17, 18], variants generalizations, extensions of Ostrowski inequality
on time scales have established.
In 1988, S. Hilger [10] introduced the time scales theory to unify continuous and discrete analysis.

For other results of Ostrowski type inequalities involving functions of two independent variables for
multiple points, the Ostrowski type inequalities involving functions of two independent variables for k2

points, generalized double integral Ostrowski type inequalities, Ostrowski type inequalities for double
integrals, Ostrowski type inequality for double integrals on time scales via 44�integral, Ostrowski
and Grüss type inequalities for triple integrals, weighted Grüss type inequalities for double integrals,
Grüss type inequalities, the Ostrowski type inequality for double integrals, generalized n dimensional
Ostrowski type and Grüss type integral inequalities, generalized 2D Ostrowski-Grüss type integral
inequalities on time scales see the papers [8, 9, 12, 14, 15, 19, 20, 22, 23, 24, 25], respectively.
This paper is organized as follows. In Section 2, we brie�y present the general de�nitions and

theorems related to the time scales calculus. A new generalization of the Ostrowski inequality and
Ostrowski type inequality for double integrals are derived in Section 3. We also apply our results to
the continuous and discrete calculus cases.

2 General De�nitions

In this section we brie�y introduce the time scales theory. For further details and proofs we refer the
reader to Hilger�s Ph.D. thesis [10], the books [2, 3, 13], and the survey [1].

De�nition 2.1 A time scale is an arbitrary nonempty closed subset of the real numbers R.

Throughout this work we assume T is a time scale and T has the topology that is inherited from
the standard topology on R. It is also assumed throughout that in T the interval [a; b] means the set
ft 2 T: a � t � bg for the points a < b in T. Since a time scale may not be connected, we need the
following concept of jump operators.

De�nition 2.2 The forward and bacward jump operators �; � : T! T are de�ned by

�(t) = inf fs 2 T:s > tg ; �(t) = sup fs 2 T:s < tg ;

respectively.

2
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The jump operators � and � allow the classi�cation of points in T as follows.

De�nition 2.3 If �(t) > t, then we say that t is right-scattered, while if �(t) < t then we say that t
is left-scattered. Points that are right-scattered and left-scattered at the same time are called isolated.
If �(t) = t, then t is called right-dense, anf if �(t) = t then t is called left-dense. Points that are both
right-dense and left-dense are called dense.

De�nition 2.4 The graininess function � : T! [0;1) is de�ned by �(t) = �(t) � t for t 2 T. The
set Tk is de�ned as follows: if T has a left-scattered maximum m; then Tk = T � fmg ; otherwise,
Tk = T:

If T = R, then �(t) = 0; and when T = Z, we have �(t) = 1:

De�nition 2.5 Assume f : T! R is a function and �x t 2 T. Then the (delta) derivative f�(t) 2 R
at t 2 Tk is de�ned to be number (provided it exists) with property that given for any � > 0 there exists
a neighborhood U of t such that��f(�(t))� f(s)� f�(t) [�(t)� s]�� � � j�(t)� sj ; 8s 2 U:

If T = R, then f�(t) = df(t)
dt ; and if T = Z, then �f(t) = f(t+ 1)� f(t):

Theorem 2.6 Assume f; g : T! R are di¤erentiable at t 2 Tk. Then the product fg : T! R is
di¤erentiable at t with

(fg)
�
(t) = f�(t)g(t) + f(�(t))g�(t):

De�nition 2.7 The function f : T! R is said to be rd-continuous(denote f 2 Crd(T,R)), if it is
continuous at all right-dense points t 2 T and its left-sided limits exist at all left-dense points t 2 T.

It follows from[2;Theorem 1.74] that every rd-continuous function has an anti-derivative.

De�nition 2.8 A function F : T! R is called a delta antiderivative of f : T! R provided F�(t) =
f(t) for any t 2 Tk: In this case, we de�ne the ��integral of f as

bZ
a

f(s)�s := F (t)� F (a); t 2 T.

Theorem 2.9 Let f; g be rd-continuous, a; b; c 2 T and �; � 2 R. Then

(1)
bR
a

[�f(t) + �g(t)]�t = �
bR
a

f(t)�t+ �
bR
a

g(t)�t;

(2)
bR
a

f(t)�t = �
aR
b

f(t)�t;

(3)
bR
a

f(t)�t =
cR
a

f(t)�t+
bR
c

f(t)�t

(4)
bR
a

f(t)g�(t)�t = (fg) (b)� (fg) (a)�
bR
a

f�(t)g�(t)�t;

3
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Theorem 2.10 If f is ��integrable on [a; b] ; then so is jf j, and������
bZ
a

f(t)�t

������ �
bZ
a

jf(t)j�t:

De�nition 2.11 Let hk : T2 ! R , k 2 N0 be de�ned by h0(t; s) = 1; for all s; t 2 T and then

recursively by hk+1 (t; s) =
tR
s

hk (� ; s)�� ; for all s; t 2 T.

The two-variable time scales calculus and multiple integration on time scales were introduced in
[4, 5] (see also [6]). Let T1 and T2 be two time scales and put

T1 � T2 = f(t; s) : t 2 T1; s 2 T2g ;

which is acomplete metric space with the metric d de�ned by

d ((t; s) ; (t0; s0)) =

q
(t� t0)2 + (s� s0)2; 8 (t; s) ; (t0; s0) 2 T1 � T2:

For a given � > 0; the ��neighborhood U� (t0; s0) of a given point (t0; s0) 2 T1 � T2 is the set of
all points (t; s) 2 T1 � T2 such that d ((t; s) ; (t0; s0)) < �: Let �1; �1 and �2; �2 be the forward jump
and backward jump operators in T1 and T2, respectively.
Let T1 and T2 be two time scales. For i = 1; 2; let �i; �i and 4i denote the forward ump operator,

the backward jump operator, and the delta di¤erentiation operator, respectively, on Ti: Suppose a < b
are points in T1; c < d are points in T2; [a; b) is the half-closed bounded interval in T1, [c; d) is the
half-closed bounded interval in T2 Let us introduce a "rectangle" in T1� T2 by

R = [a; b)� [c; d) = f(t1; t2) : t1 2 [a; b); t2 2 [c; d)g :

3 Main Results

To derive main results in this section, we need the following Lemma.

Lemma 3.1 Let a; b; t 2 T1 and c; d; s 2 T2 and f 2 CC1rd ([a; b]� [c; d] ;R). Then we have

w1w2f (x; y)

=

bZ
a

dZ
c

Kw1 (x; t)Kw2 (y; s)
@2f (t; s)

42s41t
42s41t� F1 (x; y)� F2 + w2

bZ
a

f (� (t) ; y)41t

+w1

dZ
c

f (x; � (s))42s�
bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

�
dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s�
bZ
a

dZ
c

f (� (t) ; � (s))42s41t (3.1)

4
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for all (x; y) 2 [a; b]� [c; d], where

Kw1 (x; t) =

(
t� (b�w1)f(b)�af(a)

f(b)�f(a) = t� �1; a � t � x
t� bf(b)�(a+w1)f(a)

f(b)�f(a) = t� �2; x < t � b
(3.2)

Kw2 (y; s) =

(
s� (d�w2)f(d)�cf(c)

f(d)�f(c) = s� �1; c � s � y
s� df(d)�(c+w2)f(c)

f(d)�f(c) = s� �2; y < s � d
(3.3)

in which w1; w2 2 R, f (b) 6= f (a) ; f (d) 6= f (c), �2 � �1 = w1; �2 � �1 = w2,

F1 (x; y) = w1 [(d� �2) f (x; d)� (c� �1) f (x; c)] + w2 [(b� �2) f (b; y)� (a� �1) f (a; y)] ;

and

F2 = (a� �1) [(c� �1) f (a; c)� (d� �2) f (a; d)] + (b� �2) [(d� �2) f (b; d)� (c� �1) f (b; c)] :

Proof. Integrating by parts and considering (3.2) and (3.3), we get

bZ
a

dZ
c

Kw1 (x; t)Kw2 (y; s)
@2f (t; s)

42s41t
42s41t

=

xZ
a

yZ
c

(t� �1) (s� �1)
@2f (t; s)

42s41t
42s41t+

xZ
a

dZ
y

(t� �1) (s� �2)
@2f (t; s)

42s41t
42s41t

+

bZ
x

yZ
c

(t� �2) (s� �1)
@2f (t; s)

42s41t
42s41t+

bZ
x

dZ
y

(t� �2) (s� �2)
@2f (t; s)

42s41t
42s41t (3.4)

We have

xZ
a

yZ
c

(t� �1) (s� �1)
@2f (t; s)

42s41t
42s41t

=

xZ
a

(t� �1)

24(y � �1) @f (t; y)41t
� (c� �1)

@f (t; c)

41t
�

yZ
c

@f (t; � (s))

41t
42s

3541t

= (y � �1)
xZ
a

(t� �1)
@f (t; y)

41t
41t� (c� �1)

xZ
a

(t� �1)
@f (t; c)

41t
41t

�
yZ
c

0@ xZ
a

(t� �1)
@f (t; � (s))

41t
41t

1A42s

5
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= (y � �1)

24(x� �1) f (x; y)� (a� �1) f (a; y)� xZ
a

f (� (t) ; y)41t

35
� (c� �1)

24(x� �1) f (x; c)� (a� �1) f (a; c)� xZ
a

f (� (t) ; c)41t

35
�

yZ
c

24(x� �1) f (x; � (s))� (a� �1) f (a; � (s))� xZ
a

f (� (t) ; � (s))41t

3542s

= (x� �1) (y � �1) f (x; y)� (a� �1) (y � �1) f (a; y)� (y � �1)
xZ
a

f (� (t) ; y)41t

� (c� �1) (x� �1) f (x; c) + (a� �1) (c� �1) f (a; c) + (c� �1)
xZ
a

f (� (t) ; c)41t

� (x� �1)
yZ
c

f (x; � (s))42s+ (a� �1)
yZ
c

f (a; � (s))42s

+

xZ
a

yZ
c

f (� (t) ; � (s))42s41t; (3.5)

Similarly, we obtain

xZ
a

dZ
y

(t� �1) (s� �2)
@2f (t; s)

42s41t
42s41t

= (d� �2) (x� �1) f (x; d)� (a� �1) (d� �2) f (a; d)� (d� �2)
xZ
a

f (� (t) ; d)41t

� (x� �1) (y � �2) f (x; y) + (a� �1) (y � �2) f (a; y) + (y � �2)
xZ
a

f (� (t) ; y)41t

� (x� �1)
dZ
y

f (x; � (s))42s+ (a� �1)
dZ
y

f (a; � (s))42s

+

xZ
a

dZ
y

f (� (t) ; � (s))42s41t; (3.6)

6
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and
bZ
x

yZ
c

(t� �2) (s� �1)
@2f (t; s)

42s41t
42s41t

= (b� �2) (y � �1) f (b; y)� (x� �2) (y � �1) f (x; y)� (y � �1)
bZ
x

f (� (t) ; y)41t

� (b� �2) (c� �1) f (b; c) + (c� �1) (x� �2) f (x; c) + (c� �1)
bZ
x

f (� (t) ; c)41t

� (b� �2)
yZ
c

f (b; � (s))42s+ (x� �2)
yZ
c

f (x; � (s))42s+

bZ
x

yZ
c

f (� (t) ; � (s))42s41t; (3.7)

and �nally

bZ
x

dZ
y

(t� �2) (s� �2)
@2f (t; s)

42s41t
42s41t

= (b� �2) (d� �2) f (b; d)� (d� �2) (x� �2) f (x; d)� (d� �2)
bZ
x

f (� (t) ; d)41t

� (b� �2) (y � �2) f (b; y) + (x� �2) (y � �2) f (x; y) + (y � �2)
bZ
x

f (� (t) ; y)41t

� (b� �2)
dZ
y

f (b; � (s))42s+ (x� �2)
dZ
y

f (x; � (s))42s

+

bZ
x

dZ
y

f (� (t) ; � (s))42s41t; (3.8)

Substituting (3.5)-(3.8) into (3.4), we obtain the result (3.1).

Corollary 3.2 In the Lemma 3.1, we choose w1 = b�a; w2 = d�c and hence �1 = a; �2 = b; �1 = c;
�2 = d. Then by simple computation, we get

bZ
a

dZ
c

Kw1 (x; t)Kw2 (y; s)
@2f (t; s)

42s41t
42s41t = (b� a) (d� c) f (x; y)� (d� c)

bZ
a

f (� (t) ; y)41t

� (b� a)
dZ
c

f (x; � (s))42s+

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

This is the result given in [22, Lemma 2.3].
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The following Theorem is a new generalization of the Ostrowski inequality for double integrals on
time scales.

Theorem 3.3 Let the assumptions of Lemma 3.1 hold. Assume that sup
a<t<b;c<s<d

���@2f(t;s)42s41t

��� <1: Then
we have the inequality������w1w2f (x; y) + F1 (x; y) + F2 � w2

bZ
a

f (� (t) ; y)41t

�w1
dZ
c

f (x; � (s))42s+

bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

+

dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s+

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

������
� K

24 xZ
a

jt� �1j41t+

bZ
x

jt� �2j41t

3524 yZ
c

js� �1j42s+

dZ
y

js� �2j42s

35 (3.9)

where K = sup
a<t<b;c<s<d

���@2f(t;s)42s41t

���,
F1 (x; y) = w1 [(d� �2) f (x; d)� (c� �1) f (x; c)] + w2 [(b� �2) f (b; y)� (a� �1) f (a; y)] ;

and

F2 = (a� �1) [(c� �1) f (a; c)� (d� �2) f (a; d)] + (b� �2) [(d� �2) f (b; d)� (c� �1) f (b; c)] :

Proof. By applying Lemma 3.1 and using the properties of modulus, we can state that������w1w2f (x; y) + F1 (x; y) + F2 � w2
bZ
a

f (� (t) ; y)41t

�w1
dZ
c

f (x; � (s))42s+

bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

+

dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s+

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

������
�

bZ
a

dZ
c

jKw1 (x; t)j jKw2 (y; s)j
����@2f (t; s)42s41t

����42s41t

where Kw1 (x; t) and Kw2 (y; s) are given by (3.2) and (3.3). The proof is complete.
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Theorem 3.4 Let a; b; t 2 T1 and c; d; s 2 T2 and f 2 CC1rd ([a; b]� [c; d] ;R). Assume that
sup

a<t<b;c<s<d

���@2f(t;s)42s41t

��� < 1 and sup
a<t<b;c<s<d

��� @2g(t;s)42s41t

��� < 1: Then for all (x; y) 2 [a; b] � [c; d] ; we

have the inequality������
bZ
a

dZ
c

f (� (t) ; � (s))42s41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+
w1w2
2

24f (x; y) bZ
a

dZ
c

g (� (t) ; � (s))42s41t+ g (x; y)

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24F1 (x; y) bZ
a

dZ
c

g (� (t) ; � (s))42s41t+G1 (x; y)

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24F2 bZ
a

dZ
c

g (� (t) ; � (s))42s41t+G2

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
�w2
2

24 bZ
a

f (� (t) ; y)41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

bZ
a

g (� (t) ; y)41t

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
�w1
2

24 dZ
c

f (x; � (s))42s

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

dZ
c

g (x; � (s))42s

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24 bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

bZ
a

[(c� �1) g (� (t) ; c)� (d� �2) g (� (t) ; d)]41t

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24 dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

dZ
c

[(a� �1) g (a; � (s))� (b� �2) g (b; � (s))]42s

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35������
9
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� 1

2

24K bZ
a

dZ
c

jg (� (t) ; � (s))j42s41t+ L

bZ
a

dZ
c

jf (� (t) ; � (s))j42s41t

35
�

24 xZ
a

jt� �1j41t+

bZ
x

jt� �2j41t

3524 yZ
c

js� �1j42s+

dZ
y

js� �2j42s

35 (3.10)

where K = sup
a<t<b;c<s<d

���@2f(t;s)42s41t

���, L = sup
a<t<b;c<s<d

��� @2g(t;s)42s41t

��� :
Proof. From (3.1), we have following identties

bZ
a

dZ
c

f (� (t) ; � (s))42s41t = �w1w2f (x; y)� F1 (x; y)� F2

+w2

bZ
a

f (� (t) ; y)41t+ w1

dZ
c

f (x; � (s))42s

�
bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

�
dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s

+

bZ
a

dZ
c

Kw1 (x; t)Kw2 (y; s)
@2f (t; s)

42s41t
42s41t (3.11)

in which

F1 (x; y) = w1 [(d� �2) f (x; d)� (c� �1) f (x; c)] + w2 [(b� �2) f (b; y)� (a� �1) f (a; y)] ;

and

F2 = (a� �1) [(c� �1) f (a; c)� (d� �2) f (a; d)] + (b� �2) [(d� �2) f (b; d)� (c� �1) f (b; c)]

and similarly

bZ
a

dZ
c

g (� (t) ; � (s))42s41t = �w1w2g (x; y)�G1 (x; y)�G2

+w2

bZ
a

g (� (t) ; y)41t+ w1

dZ
c

g (x; � (s))42s

�
bZ
a

[(c� �1) g (� (t) ; c)� (d� �2) g (� (t) ; d)]41t

10
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�
dZ
c

[(a� �1) g (a; � (s))� (b� �2) g (b; � (s))]42s

+

bZ
a

dZ
c

Kw1 (x; t)Kw2 (y; s)
@2g (t; s)

42s41t
42s41t (3.12)

G1 (x; y) = w1 [(d� �2) g (x; d)� (c� �1) g (x; c)] + w2 [(b� �2) g (b; y)� (a� �1) g (a; y)] ;

and

G2 = (a� �1) [(c� �1) g (a; c)� (d� �2) g (a; d)] + (b� �2) [(d� �2) g (b; d)� (c� �1) g (b; c)] :

Now, multiplying both sides (3.11) and (3.12) by
bR
a

dR
c

g (� (t) ; � (s))42s41t and

bR
a

dR
c

f (� (t) ; � (s))42s41t, adding the resulting identities and taking absolute values, we get

������
bZ
a

dZ
c

f (� (t) ; � (s))42s41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+
w1w2
2

24f (x; y) bZ
a

dZ
c

g (� (t) ; � (s))42s41t+ g (x; y)

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24F1 (x; y) bZ
a

dZ
c

g (� (t) ; � (s))42s41t+G1 (x; y)

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24F2 bZ
a

dZ
c

g (� (t) ; � (s))42s41t+G2

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
�w2
2

24 bZ
a

f (� (t) ; y)41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t+

bZ
a

g (� (t) ; y)41t

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35

�w1
2

24 dZ
c

f (x; � (s))42s

bZ
a

dZ
c

g (� (t) ; � (s))42s41t+

dZ
c

g (x; � (s))42s

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35
+
1

2

24 bZ
a

[(c� �1) f (� (t) ; c)� (d� �2) f (� (t) ; d)]41t

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

bZ
a

[(c� �1) g (� (t) ; c)� (d� �2) g (� (t) ; d)]41t

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35

11

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1034 A. Tuna et al 1024-1039



+
1

2

24 dZ
c

[(a� �1) f (a; � (s))� (b� �2) f (b; � (s))]42s

bZ
a

dZ
c

g (� (t) ; � (s))42s41t

+

dZ
c

[(a� �1) g (a; � (s))� (b� �2) g (b; � (s))]42s

bZ
a

dZ
c

f (� (t) ; � (s))42s41t

35������
� 1

2

24K bZ
a

dZ
c

jg (� (t) ; � (s))j42s41t+ L

bZ
a

dZ
c

jf (� (t) ; � (s))j42s41t

35

�
bZ
a

dZ
c

jKw (x; t)j jKw (y; s)j42s41t

Hence, we get the inequality (3.10). The proof is complete.
If we apply the Theorem 3.2 to di¤erent time scales, we will get some new results.

Corollary 3.5 If we let T1= T2= R in Theorem 3.4, then we obtain the inequality������
bZ
a

dZ
c

f (t; s) dsdt

bZ
a

dZ
c

g (t; s) dsdt

+
w1w2
2

24f (x; y) bZ
a

dZ
c

g (t; s) dsdt+ g (x; y)

bZ
a

dZ
c

f (t; s) dsdt

35
+
1

2

24F1 (x; y) bZ
a

dZ
c

g (t; s) dsdt+G1 (x; y)

bZ
a

dZ
c

f (t; s) dsdt

35
+
1

2

24F2 bZ
a

dZ
c

g (t; s) dsdt+G2

bZ
a

dZ
c

f (t; s) dsdt

35
�w2
2

24 bZ
a

f (t; y)41t

bZ
a

dZ
c

g (t; s) dsdt+

bZ
a

g (t; y)41t

bZ
a

dZ
c

f (t; s) dsdt

35
�w1
2

24 dZ
c

f (x; s) ds

bZ
a

dZ
c

g (t; s) dsdt+

dZ
c

g (x; s) ds

bZ
a

dZ
c

f (t; s) dsdt

35
+
1

2

24 bZ
a

[(c� �1) f (t; c)� (d� �2) f (t; d)] dt
bZ
a

dZ
c

g (t; s) dsdt

+

bZ
a

[(c� �1) g (t; c)� (d� �2) g (t; d)] dt
bZ
a

dZ
c

f (t; s) dsdt

35
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+
1

2

24 dZ
c

[(a� �1) f (a; s)� (b� �2) f (b; s)] ds
bZ
a

dZ
c

g (� (t) ; s) dsdt

+

dZ
c

[(a� �1) g (a; s)� (b� �2) g (b; d)] ds
bZ
a

dZ
c

f (t; s) dsdt

35������
� 1

2

24K bZ
a

dZ
c

jg (t; s)j dsdt+ L
bZ
a

dZ
c

jf (t; s)j dsdt

35
�

24 xZ
a

jt� �1j dt+
bZ
x

jt� �2j dt

3524 yZ
c

js� �1j ds+
dZ
y

js� �2j ds

35
for all (x; y) 2 [a; b]� [c; d], where K = sup

a<t<b;c<s<d

���@2f(t;s)@s@t

��� ; L = sup
a<t<b;c<s<d

���@2g(t;s)@s@t

��� :
This inequality is a new Ostrowski type inequality for double integrals in continuous case.

Corollary 3.6 If we let T1= T2= Z in Theorem 3.4, then we obtain the inequality�����
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1)

+
w1w2
2

"
f (x; y)

b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1) + g (x; y)

b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#

+
1

2

"
F1 (x; y)

b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1) +G1 (x; y)
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#

+
1

2

"
F2

b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1) +
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#

�w2
2

"
b�1X
t=a

f (t+ 1; y)
b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1) +
b�1X
t=a

g (t+ 1; y)
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#

�w1
2

24d�1X
s=c

f (x; s+ 1)

b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1) +

dZ
c

g (x; s+ 1)

b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

35
+
1

2

"
b�1X
t=a

[(c� �1) f (t+ 1; c)� (d� �2) f (t+ 1; d)]
b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1)

+
b�1X
t=a

[(c� �1) g (t+ 1; c)� (d� �2) g (t+ 1; d)]
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#

+
1

2

"
d�1X
s=c

[(a� �1) f (a; s+ 1)� (b� �2) f (b; s+ 1)]
b�1X
t=a

d�1X
s=c

g (t+ 1; s+ 1)
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+
d�1X
s=c

[(a� �1) g (a; s+ 1)� (b� �2) g (b; s+ 1)]
b�1X
t=a

d�1X
s=c

f (t+ 1; s+ 1)

#�����
� 1

2

"
K

b�1X
t=a

d�1X
s=c

jg (t+ 1; s+ 1)j+ L
b�1X
t=a

d�1X
s=c

jf (t+ 1; s+ 1)j
#

�
"
x�1X
t=a

jt� �1j+
b�1X
t=x

jt� �2j
#"

y�1X
s=c

js� �1j+
d�1X
s=y

js� �2j
#

for all (x; y) 2 [a; b� 1]� [c; d� 1], where K denotes the maximum value of the absolute value of
the di¤erence 4241f over [a; b� 1]Z � [c; d� 1]Z and L denotes the maximum value of the absolute
value of the di¤erence 4241g over [a; b� 1]Z � [c; d� 1]Z :
This inequality is a new Ostrowski type inequality for double integrals in discrete case.

Note that to compute the integrals of the right hand side of inequalities (3.9) and (3.10), we need
the following general identities:

bZ
a

jt� �j41t =

8<: [h2 (a; �) + h2 (b; �)] ; a < � < b
[h2 (b; �)� h2 (a; �)] ; � < a < b
[h2 (a; �)� h2 (b; �)] ; a < b < �;

and
dZ
c

js� �j42s =

8<: [h2 (c; �) + h2 (d; �)] ; c < � < d
[h2 (d; �)� h2 (c; �)] ; � < c < d
[h2 (c; �)� h2 (d; �)] ; c < d < �.
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Abstract. We prove the Hyers-Ulam stability of ternary Jordan bi-homomorphism in Banach Lie triple systems associated

to the Cauchy functional equation.

1. Introduction and preliminaries

We say that a functional equation (Q) is stable if any function g satisfying the equation (Q) approximately is near to

true solution of (Q).

Ternary algebraic operations were considered in the 19th century by several mathematicians and physicists. Cayley [8]

introduced the notion of cubic matrix which in turn was generalized by Kapranov, Gelfand and Zelevinskii [6]. As an

application in physics, the quark model inspired a particular brand of ternary algebraic systems. The so-called Nambu

mechanics which has been proposed by Nambu [11], is based on such structures. There are also some applications, although

still hypothetical, in the fractional quantum Hall effect, the non-standard statistics (the anyons), supersymmetric theories,

Yang-Baxter equation, etc, (cf. [15, 27]).

The comments on physical applications of ternary structures can be found in [1, 5, 10, 14, 17, 23, 24, 29].

A C∗-ternary algebra is a complex Banach space, equipped with a ternary product (x, y, z) → [x, y, z] of A3 into

A, which is C-linear in the outer variables, conjugate C-linear in the middle variable, and associative in the sense that[
x, y, [z, u, v]

]
=
[
x, [y, z, u]v

]
=
[
[x, y, z], u, v

]
, and satisfies

‖[x, y, z]‖ ≤ ‖x‖.‖y‖.‖z‖, ‖[x, x, x]‖ = ‖x‖3

A normed (Banach) Lie triple system is a normed (Banach) space (A, ‖ · ‖) with a trilinear mapping (x, y, z) 7→ [x, y, z]

from A×A×A to A satisfying the following axioms:

[x, y, z] = − [y, x, z] ,

[x, y, z] = − [y, z, x]− [z, x, y] ,

[u, v, [x, y, z]] = [[u, v, x] , y, z] + [x, [u, v, y] , z] + [x, y, [u, v, z]] ,

‖ [x, y, z] ‖ ≤ ‖x‖‖y‖‖z‖

for all u, v, x, y, z ∈ A (see [12, 16]).

02010 Mathematics Subject Classification. Primary 39B52; 39B82; 46B99; 17A40.
0Keywords: Hyers-Ulam stability; bi-additive mapping; Lie triple system; ternary Jordan bi-homomorphism.
0∗Corresponding author.
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Approximate ternary Jordan bi-homomorphisms

Definition 1.1. Let A and B be normed Lie triple systems. A C-bilinear mapping H : A × A → B is called a ternary

Jordan bi-homomorphism if it satisfies

H([x, x, x], [w,w,w]) = [H(x,w), H(x,w), H(x,w)]

for all x,w ∈ A.

The stability problem of functional equations originated from a question of Ulam [28] concerning the stability of group

homomorphisms. Hyers [13] gave a first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’

Theorem was generalized by Aoki [3] for additive mappings and by Th.M. Rassias [21] for linear mappings by considering an

unbounded Cauchy difference. J.M. Rassias [20] followed the innovative approach of the Th.M. Rassias theorem in which

he replaced the factor ‖x‖p + ‖y‖p by ‖x‖p‖y‖p for p, q ∈ R with p+ q 6= 1. The stability problems of various functional

equations have been extensively investigated by a number of authors (see [2, 7, 9, 10, 18, 19, 22, 23, 24, 25, 26, 30, 31]).

2. Hyers-Ulam stability of ternary Jordan bi-homomorphisms in Banach Lie triple systems

Throughout this section, assume that A is a normed Lie triple system and B is a Banach Lie triple systems.

For a given mapping f : A×A→ B, we define

Dλ,µf(x, y, z, w) = f(λx+ λy, µz + µw) + f(λx+ λy, µz − µw)

+f(λx− λy, µz + µw) + f(λx− λy, µz − µw)− 4λµf(x, z)

for all x, y, z, w ∈ A and all λ, µ ∈ T1 := {ν ∈ C : |ν| = 1}.

From now on, assume that f(0, z) = f(x, 0) = 0 for all x, z ∈ A.

We need the following lemma to obtain the main results.

Lemma 2.1. ([4]) Let f : A×A→ B be a mapping satisfying Dλ,µf(x, y, z, w) = 0 for all x, y, z, w ∈ A and all λ, µ ∈T1.

Then the mapping f : A×A→ B is C-bilinear.

Lemma 2.2. Let f : A×A→ B be a bi-additive mapping. Then the following assertions are equivalent:

f([a, a, a], [w,w,w]) = [f(a,w), f(a,w), f(a,w)] (2.1)

for all a,w ∈ A, and

f([a, b, c] + [b, c, a] + [c, a, b], [w,w,w])

= [f(a,w), f(b, w), f(c, w)] + [f(b, w), f(c, w), f(a,w)] + [f(c, w), f(a,w), f(b, w)],

f([a, a, a], [b, c, w] + [c, w, b] + [w, b, c])

= [f(a, b), f(a, c), f(a,w)] + [f(a, c), f(a,w), f(a, b)] + [f(a,w), f(a, b), f(a, c)],

(2.2)

for all a, b, c, w ∈ A.

Proof. Replacing a by a+ b+ c in (2.1), we get

f
(

[(a+ b+ c), (a+ b+ c), (a+ b+ c)], [w,w,w]
)

=
[
f(a+ b+ c, w), f(a+ b+ c, w), f(a+ b+ c, w)

]
.
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The we have

f([(a+ b+ c), (a+ b+ c), (a+ b+ c)], [w,w,w])

= f([a, a, a] + [a, b, a] + [a, c, a] + [b, a, a] + [b, b, a] + [b, c, a] + [c, a, a] + [c, b, a] + [c, c, a]

+ [a, a, b] + [a, b, b] + [a, c, b] + [b, a, b] + [b, b, b] + [b, c, b] + [c, a, b] + [c, b, b] + [c, c, b]

+ [a, a, c] + [a, b, c] + [a, c, c] + [b, a, c] + [b, b, c] + [b, c, c] + [c, a, c] + [c, b, c] + [c, c, c], [w,w,w])

= [f(a,w), f(a,w), f(a,w)] + [f(a,w), f(b, w), f(a,w)] + [f(a,w), f(c, w), f(a,w)] + [f(b, w), f(a,w), f(a,w)]

+ [f(b, w), f(b, w), f(a,w)] + [f(b, w), f(c, w), f(a,w)] + [f(c, w), f(a,w), f(a,w)] + [f(c, w), f(b, w), f(a,w)]

+ [f(c, w), f(c, w), f(a,w)] + [f(a,w), f(a,w), f(b, w)] + [f(a,w), f(b, w), f(b, w)] + [f(a,w), f(c, w), f(b, w)]

+ [f(b, w), f(a,w), f(b, w)] + [f(b, w), f(b, w), f(b, w)] + [f(b, w), f(c, w), f(b, w)] + [f(c, w), f(a,w), f(b, w)]

+ [f(c, w), f(b, w), f(b, w)] + [f(c, w), f(c, w), f(b, w)] + [f(a,w), f(a,w), f(c, w)] + [f(a,w), f(b, w), f(c, w)]

+ [f(a,w), f(c, w), f(c, w)] + [f(b, w), f(a,w), f(c, w)] + [f(b, w), f(b, w), f(c, w)] + [f(b, w), f(c, w), f(c, w)]

+ [f(c, w), f(a,w), f(c, w)] + [f(c, w), f(b, w), f(c, w)] + [f(c, w), f(c, w), f(c, w)]

for all a, b, c, w ∈ A.

On the other hand, for the right side of equation, we have

[f(a+ b+ c, w), f(a+ b+ c, w), f(a+ b+ c, w)]

= [f(a,w), f(a,w), f(a,w)] + [f(a,w), f(a,w), f(b, w)] + [f(a,w), f(a,w), f(c, w)] + [f(a,w), f(b, w), f(a,w)]

+ [f(a,w), f(b, w), f(b, w)] + [f(a,w), f(b, w), f(c, w)] + [f(a,w), f(c, w), f(a,w)] + [f(a,w), f(c, w), f(b, w)]

+ [f(a,w), f(c, w), f(c, w)] + [f(b, w), f(a,w), f(a,w)] + [f(b, w), f(a,w), f(b, w)] + [f(b, w), f(a,w), f(c, w)]

+ [f(b, w), f(b, w), f(a,w)] + [f(b, w), f(b, w), f(b, w)] + [f(b, w), f(b, w), f(c, w)] + [f(b, w), f(c, w), f(a,w)]

+ [f(b, w), f(c, w), f(b, w)] + [f(b, w), f(c, w), f(c, w)] + [f(c, w), f(a,w), f(a,w)] + [f(c, w), f(a,w), f(b, w)]

+ [f(c, w), f(a,w), f(c, w)] + [f(c, w), f(b, w), f(a,w)] + [f(c, w), f(b, w), f(b, w)] + [f(c, w), f(b, w), f(c, w)]

+ [f(c, w), f(c, w), f(a,w)] + [f(c, w), f(c, w), f(b, w)] + [f(c, w), f(c, w), f(c, w)]

for all a, b, c, w ∈ A.

It follows that

f([a, b, c] + [b, c, a] + [c, a, b], [w,w,w]) = [f(a,w), f(b, w), f(c, w)] + [f(b, w), f(c, w), f(a,w)] + [f(c, w), f(a,w), f(b, w)]

for all a, b, c, w ∈ A. Hence (2.2) holds.

Similarly, we can show that

f([a, a, a], [b, c, w] + [c, w, b] + [w, b, c]) = [f(a, b), f(a, c), f(a,w)] + [f(a, c), f(a,w), f(a, b)] + [f(a,w), f(a, b), f(a, c)]

for all a, b, c, w ∈ A.

For the converse, replacing b and c by a in (2.2), we have

f([a, a, a] + [a, a, a] + [a, a, a], [w,w,w]) = [f(a,w), f(a,w), f(a,w)] + [f(a,w), f(a,w), f(a,w)] + [f(a,w), f(a,w), f(a,w)]
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and so f(3[a, a, a], [w,w,w]) = 3([f(a,w), f(a,w), f(a,w)]). Thus

f([a, a, a], [w,w,w]) = [f(a,w), f(a,w), f(a,w)]

for all a,w ∈ A. This completes the proof. �

Now we prove the Hyers-Ulam stability of ternaty Jordan bi-homomorphisms in Banach Lie triple systems.

Theorem 2.3. Let p and θ be positive real numbers with p < 2, and let f : A×A→ B be a mapping such that

‖Dλ,µf(x, y, z, w)‖B ≤ θ(‖x‖pA + ‖y‖pA + ‖z‖pA + ‖w‖pA), (2.3)

‖f
(

([x, y, z] + [y, z, x] + [z, x, y]), [w,w,w])
)
− [f(x,w), f(y, w), f(z, w)]− [f(y, w), f(z, w), f(x,w)]

− [f(z, w), f(x,w), f(y, w)]‖B + ‖f
(

[x, x, x], ([y, z, w] + [z, w, y] + [w, y, z])
)
− [f(x, y), f(x, z), f(x,w)]

− [f(x, z), f(x,w), f(x, y)]− [f(x,w), f(x, y), f(x, z)]‖B ≤ θ(‖x‖pA + ‖y‖pA + ‖z‖pA + ‖w‖pA)

(2.4)

for all λ, µ ∈ T1 and all x, y, z, w ∈ A. Then there exists a unique ternary Jordan bi-homomorphism H : A×A→ B such

that

‖f(x, y)−H(x, y)‖B ≤
2θ

4− 2p
(‖x‖pA + ‖y‖pA) (2.5)

for all x, y ∈ A.

Proof. By the same reasoning as in the proof of [4, Theorem 2.3], there exists a unique C-bilinear mapping H : A×A→ B

satisfying (2.5). The C-bilinear mapping H : A×A→ B is given by

H(x, y) := lim
n→∞

1

4n
f(2nx, 2ny),

for all x, y ∈ A.

It follows from (2.4) that

‖H
(

([x, y, z] + [y, z, x] + [z, x, y]), [w,w,w])
)
− [H(x,w), H(y, w), H(z, w)]− [H(y, w), H(z, w), H(x,w)]

− [H(z, w), H(x,w), H(y, w)]‖B + ‖H
(

[x, x, x], ([y, z, w] + [z, w, y] + [w, y, z])
)
− [H(x, y), H(x, z), H(x,w)]

− [H(x, z), H(x,w), H(x, y)]− [H(x,w), H(x, y), H(x, z)]‖B

= lim
n→∞

1

64n

(
‖f
(

([2nx, 2ny, 2nz] + [2ny, 2nz, 2nx] + [2nz, 2nx, 2ny]), [2nw, 2nw, 2nw]
)

(2.6)

− [f(2nx, 2nw), f(2ny, 2nw), f(2nz, 2nw)]− [f(2ny, 2nw), f(2nz, 2nw), f(2nx, 2nw)]

− [f(2nz, 2nw), f(2nx, 2nw), f(2ny, 2nw)]‖B + ‖f
(

[2nx, 2nx, 2nx], ([2ny, 2nz, 2nw] + [2nz, 2nw, 2ny] + [2nw, 2ny, 2nz]
)

− [f(2nx, 2ny), f(2nx, 2nz), f(2nx, 2nw)]− [f(2nx, 2nz), f(2nx, 2nw), f(2nx, 2ny)]

− [f(2nx, 2nw), f(2nx, 2ny), f(2nx, 2nz)]‖B
)
≤ lim
n→∞

2np

64n
θ(‖x‖pA + ‖y‖pA + ‖z‖pA + ‖w‖pA) = 0

for all x, y, z, w ∈ A. So

H
(

([x, y, z]+[y, z, x]+[z, x, y]), [w,w,w])
)

= [H(x,w), H(y, w), H(z, w)]+[H(y, w), H(z, w), H(x,w)]+[H(z, w), H(x,w), H(y, w)]

and

H
(

[x, x, x], ([y, z, w]+[z, w, y]+[w, y, z])
)

= [H(x, y), H(x, z), H(x,w)]+[H(x, z), H(x,w), H(x, y)]+[H(x,w), H(x, y), H(x, z)]

for all x, y, z, w ∈ A. By Lemma 2.2, the bi-additive mapping H is a unique ternary Jordan bi-homomorphism satisfying

(2.5). �
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Theorem 2.4. Let p and θ be positive real numbers with p > 6, and let f : A×A→ B be a mapping satisfying (2.3) and

(2.4). Then there exists a unique ternary Jordan bi-homomorphism H : A×A→ B such that

‖f(x, y)−H(x, y)‖B ≤
2θ

2p − 4
(‖x‖pA + ‖y‖pA)

for all x, y ∈ A.

Proof. The proof is similar to the proof of Theorem 2.3. �

Theorem 2.5. Let p and θ be positive real numbers with p < 1
2
, and let f : A×A→ B be a mapping such that

‖Dλ,µf(x, y, z, w)‖B ≤ θ(‖x‖pA · ‖y‖
p
A · ‖z‖

p
A · ‖w‖

p
A),

‖f
(

([x, y, z] + [y, z, x] + [z, x, y]), [w,w,w])
)
− [f(x,w), f(y, w), f(z, w)]− [f(y, w), f(z, w), f(x,w)]

− [f(z, w), f(x,w), f(y, w)]‖B

+ ‖f
(

[x, x, x], ([y, z, w] + [z, w, y] + [w, y, z])
)
− [f(x, y), f(x, z), f(x,w)]− [f(x, z), f(x,w), f(x, y)]

− [f(x,w), f(x, y), f(x, z)]‖B ≤ θ(‖x‖pA · ‖y‖
p
A · ‖z‖

p
A · ‖w‖

p
A)

for all λ, µ ∈ T1 and all x, y, z, w ∈ A. Then there exists a unique ternary Jordan bi-homomorphism H : A×A→ B such

that

‖f(x, y)−H(x, y)‖B ≤
θ

4− 24p
‖x‖2pA ‖y‖

2p
A (2.7)

for all x, y ∈ A.

Proof. By the same reasoning as in the proof of [4, Theorem 2.6], there exists a unique C-bilinear mapping H : A×A→ A

satisfying (2.7). The C-bilinear mapping H : A×A→ A is given by

H(x, y) := lim
n→∞

1

4n
f(2nx, 2ny),

for all x, y ∈ A.

The rest of the proof is similar to the proof of Theorem 2.3. �
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BOREL DIRECTIONS AND UNIQUENESS OF
MEROMORPHIC FUNCTIONS SHARING FIVE VALUES

JIANREN LONG AND CHUNHUI QIU

Abstract. We study a problem uniqueness of meromorphic functions
in an angular domain concerning a Borel direction, and obtain some
uniqueness results by using Nevanlinn theory of angular domain and
angular distributions, that is, if the zeros of f − aj (j = 1, 2, · · · , 5) is
also zeros of g − aj in the angular domain, then f = g.

1. Introduction and main results

As usual, the abbreviations IM and CM refer to sharing values ignoring

multiplicities and counting multiplicities in domain D ⊆ C, respectively,
where C denotes the complex plane. In addition, ρ(f) denotes the order of

growth of a meromorphic function f in C. The standard notation and basic

results in Nevanlinna theory of meromorphic functions can be found in [7]

or [20].

In [12], Nevanlinna proved the remarkable five-value theorem and four-

value theorem by using his value distribution theory, here the five-value

theorem is stated as follows.

Theorem A. Let f and g be two non-constant meromorphic functions in

C and let ai ∈ C̄ = C ∪ {∞} (i = 1, 2, 3, 4, 5) be five distinct values. If f

and g share the values ai (i = 1, 2, 3, 4, 5) IM in D(= C), then f = g.

After his work, lots of uniqueness results of meromorphic functions in

the complex plane have been obtained, which are introduced systematically

in [18]. In [24, 25], Zheng first took into the uniqueness question of mero-

morphic functions related shared values in an angular domain, and obtained

some five-value theorem and four-value theorem in some angular domain,

while he posed the question: Under what conditions, must two meromor-

phic functions on D(̸= C) be identical? After his work, a lot of uniqueness

results of meromorphic functions in an angular domain concerning this prob-

lem were obtained. In [1, 17, 23], Nevanlinna’s five value theorem and four

value theorem were extended to some angular domain by using sectorial

2010 Mathematics Subject Classification. Primary 30D30; Secondary 30D35.
Key words and phrases. Meromorphic functions, Uniqueness, Sharing values, Borel

directions, Angular domain.
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2 J. R. LONG AND C. H. QIU

Nevanlinna characteristic, respectively. It is an interesting topic how to ex-

tend some interesting uniqueness results in the whole complex plane to an

angular domain, more uniqueness results concerning this problem can be

found in [9, 10]. Recently, this problem was studied [11] by using new idea

that angular distributions of meromorphic functions is considered. In or-

der to make our statements understand easily, we first recall the following

definition and Theorem B.

Theorem B. Let B(r) be a positive and continuous function in [0,∞)

which satisfies lim sup
r→∞

logB(r)

log r
= ∞. Then there exists a continuously dif-

ferentiable function ρ(r), which satisfies the following conditions.

(i) ρ(r) is continuous and nondecreasing for r ≥ r0 (r0 > 0) and tends

to ∞ as r →∞;

(ii) The function U(r) = rρ(r) (r ≥ r0) satisfies the condition

lim
r→∞

logU(R)

logU(r)
= 1, R = r +

r

logU(r)
;

(iii)

lim sup
r→∞

logB(r)

logU(r)
= 1.

Theorem B is due to K.L.Hiong [8]. A simple proof of the existence of

ρ(r) was given by Chuang [2].

Definition 1. We define ρ(r) and U(r) in Theorem B by the proximate

order and type function of B(r), respectively. For a meromorphic function

f(z) of infinite order, we define its proximate order and type function as

the proximate order and type function of T (r, f). Let ρ(r) be a proximate

order of meromorphic function f of infinite order in C, and let M(ρ(r)) be

the set of all meromorphic functions g in C such that

lim sup
r→∞

log T (r, g)

ρ(r) log r
≤ 1.

Let α < β such that β − α < 2π and r > 0, we denote

Ω(α, β) = {z : α ≤ arg z ≤ β},

Ω(α, β; r) = {z : α ≤ arg z ≤ β} ∩ {z : 0 < |z| ≤ r}.

The following definition, originally due to Hiong [8], which also be found

in [3] or [4, p. 140].

Definition 2. Suppose that ρ(r) is a proximate order of meromorphic func-

tion f of infinite order in C. A ray arg z = θ ∈ [0, 2π) from the origin is
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called a Borel direction order ρ(r) of f , if for any ε > 0 and any complex

value a ∈ C̄, possibly with two exceptions, the following equality

lim sup
r→∞

log n(Ω(θ − ε, θ + ε; r), 1
f−a

)

ρ(r) log r
= 1(1.1)

holds, where n(Ω(θ− ε, θ+ ε; r), 1
f−a

) is the number of zeros, counting mul-

tiplicities, of f − a in the region Ω(θ − ε, θ + ε; r).

It is well known that every meromorphic function of infinite order must

have at least one Borel direction of order ρ(r). The proof can be found

in [4, pp. 140-145]. In Nevanlinna theory of meromorphic functions, the

angular distributions is one of main topics. Borel direction plays a basic

role in the theory of angular distributions of meromorphic functions, lots

of results can be found in [5, 13, 15, 16, 19, 21, 22]. In [11], the authors

investigated the uniqueness of meromorphic functions in an angular domain

by using theory of angular distributions, and proved the following version

of five value theorem.

Theorem C. Let ρ(r) be a proximate order of meromorphic function f of

infinite order in C and let g ∈M(ρ(r)). Suppose that arg z = θ ∈ [0, 2π) is

a Borel direction of order ρ(r) of f . For any ε > 0, if f and g share five

distinct values ai ∈ C̄ (i = 1, 2, 3, 4, 5) IM in Ω(θ − ε, θ + ε), then f = g.

In order to state the next result, we also need the following notation. Let

f be a non-constant meromorphic function in C, and let a be an arbitrary

complex number. We use Ē(a,D, f) to denote the zeros set of f − a in

D ⊆ C, in which each zero is counted only once. Clearly, we say that f and

g share a IM in D, if Ē(a,D, f) = Ē(a,D, g). We use Ē(a, f) to denote

the zeros set of f − a in D = C. In [18, Theorem 3.2], C.C.Yang improved

Theorem A by proving

Theorem D. Let f and g be two non-constant meromorphic functions in

C and ai ∈ C̄ (i = 1, 2, 3, 4, 5) be five distinct values. If

Ē(ai, f) ⊆ Ē(ai, g), i = 1, 2, 3, 4, 5,(1.2)

and

lim inf
r→∞

5∑
i=1

N̄(r,
1

f − ai
)/

5∑
i=1

N̄(r,
1

g − ai
) >

1

2
,(1.3)

then f = g.

Now, it is natural to ask the following question.
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Question 1. Do f and g coincide if they satisfy the conditions of Theo-

rem D in an angular domain?

In the present paper, we answer to Question 1 is affirmative for some

class of meromorphic functions by using Nevanlinna theory in an angular

domain which is recalled in Lemma 2.1 below. The first result is stated as

follows.

Theorem 1.1. Let ρ(r) be a proximate order of meromorphic function f

of infinite order in C and let g ∈ M(ρ(r)). Let ai ∈ C̄ (i = 1, 2, 3, 4, 5) be

five distinct values. Suppose that arg z = θ ∈ [0, 2π) is a Brole direction of

order ρ(r) of f . For any given ε > 0, if

Ē(ai,Ω(θ − ε, θ + ε), f) ⊆ Ē(ai,Ω(θ − ε, θ + ε), g), i = 1, 2, 3, 4, 5,(1.4)

and

lim inf
r→∞

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
)/

5∑
i=1

C̄θ−ε,θ+ε(r,
1

g − ai
) >

1

2
,(1.5)

then f = g.

Before stating the following result, we need some notation concerning

Ahlfors theory in an angular domain Ω(α, β) which can be found [14, pp.

258-259], or for reference [26, pp. 66-76].

SA(r,Ω(α, β), f) =
1

π

∫ r

0

∫ β

α

(
|f ′(teiφ)|

1 + |f(teiφ)|2
)2tdtdφ,

T (r,Ω(α, β), f) =

∫ r

0

SA(t,Ω(α, β), f)

t
dt.

Especially the corresponding notation in the whole complex plane are de-

noted by

SA(r, f) =
1

π

∫ r

0

∫ 2π

0

(
|f ′(teiφ)|

1 + |f(teiφ)|2
)2tdtdφ,

T (r, f) =

∫ r

0

SA(t, f)

t
dt.

By using the relationship between Ahlfors characteristic function in an an-

gular domain and sectorial Nevanlinna characteristic function which is in-

troduced in Lemma 2.7 of Section 2, we can prove the following result.

Theorem 1.2. Let f and g be two non-constant meromorphic functions of

finite order in C and ai ∈ C̄ (i = 1, 2, 3, 4, 5) be five distinct values. Suppose
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that Ω(α, β) is an angular domain such that f satisfies

lim sup
ε→0+

lim sup
r→∞

log T (r,Ω(α + ε, β − ε), f)
log r

> ω,(1.6)

where ω = π
β−α

. If

Ē(ai,Ω(α, β), f) ⊆ Ē(ai,Ω(α, β), g), i = 1, 2, 3, 4, 5,(1.7)

and

lim inf
r→∞

5∑
i=1

C̄α,β(r,
1

f − ai
)/

5∑
i=1

C̄α,β(r,
1

g − ai
) >

1

2
,(1.8)

then f = g.

Theorem 1.3. Let f and g be two non-constant meromorphic functions of

finite order in C and ai ∈ C̄ (i = 1, 2, 3, 4, 5) be five distinct values. Suppose

that Ω(α, β) is an angular domain such that for any ε > 0 and for some

a ∈ C̄

lim sup
r→∞

log n(r,Ω(α + ε, β − ε), 1
f−a

)

log r
> ω,(1.9)

where ω = π
β−α

. If f and g satisfy (1.7) and (1.8), then f = g.

Remark 1.4. It is well know that every meromorphic function of order

ρ ∈ (0,∞) must have at least one direction arg z = θ ∈ [0, 2π) such that for

sufficiently small ε > 0,

lim sup
r→∞

log n(r,Ω(α+ ε, β − ε), 1
f−a

)

log r
= ρ

holds for all a ∈ C̄ with at most two exceptional values, which can be found

in [20, Chapter 3]. So the angular domain satisfying (1.9) must exist when

f is of order ρ ∈ (1
2
,∞).

This paper is organized as follows. In Section 2, we recall the properties

of sectorial Nevanlinna characteristic and state some Lemmas which are

needed in proving our results. The proof of Theorem 1.1 is given in Section

3. Finally, we prove Theorem 1.2 and 1.3 in Section 4.

2. Auxiliary results

Let f be a meromorphic function in the angular domain Ω(α, β) = {z :

α ≤ arg z ≤ β}, where α < β and β − α < 2π. We recall the following
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definitions that were found in [6, Chapter 1].

Aα,β(r, f) =
ω

π

∫ r

1

(
1

tω
− tω

r2ω
){log+ |f(teiα)|+ log+ |f(teiβ)|}dt

t
,

Bα,β(r, f) =
2ω

πrω

∫ β

α

log+ |f(teiθ)| sinω(θ − α)dθ,

Cα,β(r, f) = 2
∑

1<|bn|<r

(
1

|bn|ω
− |bn|

ω

r2ω
) sinω(θn − α),

where ω = π
β−α

and bn = |bn|eiθn are the poles of f in Ω(α, β) counting mul-

tiplicities. The function Cα,β(r, f) is called the sectorial counting function of

the poles of f in Ω(α, β). In the corresponding counting function C̄α,β(r, f)

these multiplicities are ignored. For a ∈ C, the definitions of Aα,β(r,
1

f−a
),

Bα,β(r,
1

f−a
), and Cα,β(r,

1
f−a

) are immediate. Finally, the sectorial Nevan-

linna characteristic function is given by

Sα,β(r, f) = Aα,β(r, f) +Bα,β(r, f) + Cα,β(r, f).

We state sectorial analogues of Nevanlinna’s first and second main the-

orems as follows.

Lemma 2.1 ([6]). Let f be a meromorphic function in C and let Ω(α, β)

be an angular domain. Then, for any a ∈ C,

Sα,β(r,
1

f − a
) = Sα,β(r, f) +O(1).

Moreover, for any q ≥ 3 distinct values, aj ∈ C̄ (j = 1, 2, · · · , q),

(q − 2)Sα,β(r, f) ≤
q∑

j=1

C̄α,β(r,
1

f − aj
) +Rα,β(r, f),

where

Rα,β(r, f) = Aα,β(r,
f ′

f
) +Bα,β(r,

f ′

f
)

+

q∑
j=1

{Aα,β(r,
f ′

f − aj
) +Bα,β(r,

f ′

f − aj
)}+O(1).(2.1)

Lemma 2.2 ([6]). Let f be a meromorphic function in C and let Ω(α, β)

be an angular domain. Then

Aα,β(r,
f ′

f
) ≤ K{(R

r
)ω
∫ R

r

log+ T (t, f)

tω+1
dt+ log+

r

R− r
+ log

R

r
+ 1},

Bα,β(r,
f ′

f
) ≤ 4ω

rω
m(r,

f ′

f
),

where ω = π
β−α

, 1 < r < R <∞, K is a nonzero constant.
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The next result follows from Lemma 2.2 and Lemma on the logarithmic

derivative.

Lemma 2.3. Let f be a meromorphic function in C and let Ω(α, β) be an

angular domain. Then

Rα,β(r, f) =

{
O(1), f is of finite order;
O(logU(r)), f is of infinite order;

where Rα,β(r, f) is defined as in (2.1), U(r) = rρ(r) and ρ(r) is a proximate

order of the meromorphic function f of infinite order.

Lemma 2.4 ([3]). Suppose that ρ(r) is a proximate order of meromorphic

function f of infinite order in C. Then, a ray arg z = θ ∈ [0, 2π) from the

origin is a Borel direction of order ρ(r) of f if and only if for any ε ∈ (0, π
2
),

we have

lim sup
r→∞

logSθ−ε,θ+ε(r, f)

ρ(r) log r
= 1.

Lemma 2.5 ([23]). Let f be a meromorphic function in C, Ω(α, β) be an

angular domain. If the order of f is finite order and satisfy

lim sup
ε→0+

lim sup
r→∞

log T (r,Ω(α+ ε, β − ε), f)
log r

= λ > ω,

where ω = π
β−α

. Then

lim sup
ε→0+

lim sup
r→∞

logSα+ε,β−ε(r, f)

log r
= λ− ω.

In order to describe the relationship between Ahlfors characteristic func-

tion in an angular domain and sectorial Nevanlinna characteristic function,

we also need some notation and definition. Since Sα,β(r, f) is not increasing

with respect to r, hence Nevanlinn defined the following function Ṡα,β(r, f)

that is increasing with respect to r,

Ṡα,β(r, f) =
1

π

∫ r

1

∫ β

α

(
1

tω
− tω

r2ω
)(
|f ′(teiθ)|

1 + |f(teiθ)|2
)2 sinω(θ − α)tdtdθ,

where ω = π
β−α

. Ṡα,β(r, f) and Sα,β(r, f) have following relationship.

Lemma 2.6. [26, Lemma 2.2.1] Let f be a meromorphic function in Ω(α, β).

Then

Ṡα,β(r, f) = Sα,β(r, f) +O(1).

In [26], we can also find the relationship between Ṡα,β(r, f) and T (r,Ω(α, β), f)

as follows.
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Lemma 2.7. [26, Theorem 2.4.7] Let f be a meromorphic function in

Ω(α, β). Then

Ṡα,β(r, f) ≤ 2ω
T (r,Ω(α, β), f)

rω
+ ω2

∫ r

1

T (t,Ω(α, β), f)

tω+1
dt,

where ω = π
β−α

.

Lemma 2.8. Let f be a meromorphic function in C, and Ω(α, β) be an

angular domain. For any ε > 0 and for some a ∈ C̄, if f satisfies

lim sup
r→∞

log n(r,Ω(α + ε, β − ε), 1
f−a

)

log r
> ω,(2.2)

where ω = π
β−α

, then

lim sup
ε→0+

lim sup
r→∞

log T (r,Ω(α + ε, β − ε), f)
log r

> ω.

Proof. For any given ε > 0, from (2.2), there exists a sequence {rn},
rn →∞ as n→∞, such that

lim
n→∞

log n(rn,Ω(α+ ε, β − ε), 1
f−a

)

log rn
= λ > ω.

Let σ be a real number such that ω < σ < λ, we have

n(rn,Ω(α+ ε, β − ε), 1

f − a
) > rσn > rωn , n ≥ n0.

By this and

Cα+ ε
2
,β− ε

2
(r,

1

f − a
) ≥ 2ω sin(

ωε

2
)
N(r,Ω(α+ ε, β − ε), 1

f−a
)

rω

+ 2ω2 sin(
ωε

2
)

∫ r

1

N(t,Ω(α+ ε, β − ε), 1
f−a

)

tω+1
,

which can be found in [26, Lemma 2.2.2], we have

Cα+ ε
2
,β− ε

2
(rn,

1

f − a
) > rσ−ω

n .(2.3)

By using Lemma 2.1 and (2.3), we get

Sα+ ε
2
,β− ε

2
(rn, f) > rσ−ω

n .

It follows from Lemmas 2.6 and 2.7 that

T (rn,Ω(α +
ε

2
, β − ε

2
), f) > rσn.

Thus,

lim sup
r→∞

log T (r,Ω(α+ ε
2
, β − ε

2
), f)

log r
> σ > ω.

Noting ε is arbitrary small, hence lemma holds. �
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3. Proof of Theorem 1.1

Suppose that ρ(r) is a proximate order of meromorphic function f of

infinite order, g ∈M(ρ(r)) and that arg z = θ ∈ [0, 2π) is a Borel direction

of order ρ(r) of f . For any given ε > 0, f and g satisfy (1.4) and (1.5) in

the angular domain Ω(θ − ε, θ + ε) = {z : θ − ε ≤ arg z ≤ θ + ε}.
Firstly, we claim that arg z = θ is also a Borel direction of order ρ(r) of

g. Since arg z = θ is a Borel direction of order ρ(r) of f , for above given ε,

by using Lemmas 2.1, 2.3 and 2.4, then there exists a value a such that

lim sup
r→∞

log C̄θ−ε,θ+ε(r,
1

f−a
)

ρ(r) log r
≥ 1.

Without loss of generality, we may assume that a = a1. Thus,

lim sup
r→∞

log C̄θ−ε,θ+ε(r,
1

f−a1
)

ρ(r) log r
≥ 1.

It follows from (1.4) that

lim sup
r→∞

log C̄θ−ε,θ+ε(r,
1

g−a1
)

ρ(r) log r
≥ 1.

Therefore, we get

lim sup
r→∞

logSθ−ε,θ+ε(r, g)

ρ(r) log r
≥ 1.

Combining this and g ∈M(ρ(r)), we have

lim sup
r→∞

logSθ−ε,θ+ε(r, g)

ρ(r) log r
= 1.

By using Lemma 2.4, we know that arg z = θ is a Borel direction of order

ρ(r) of g.

In order to prove that f = g, we assume on the contrary to the assertion

that f ̸= g. Now we use the similar method of [23] to complete the proof.

To this end, we consider two cases.

Case 1. We may assume that all ai (i = 1, 2, 3, 4, 5) are finite. By using

Lemma 2.1, we can obtain

3Sθ−ε,θ+ε(r, f) ≤
5∑

i=1

C̄θ−ε,θ+ε(r,
1

f − ai
) +Rθ−ε,θ+ε(r, f),(3.1)

and

3Sθ−ε,θ+ε(r, g) ≤
5∑

i=1

C̄θ−ε,θ+ε(r,
1

g − ai
) +Rθ−ε,θ+ε(r, g).(3.2)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1054 JIANREN LONG et al 1046-1059



10 J. R. LONG AND C. H. QIU

From (1.4), we have

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
) ≤ Cθ−ε,θ+ε(r,

1

f − g
)

≤ Sθ−ε,θ+ε(r,
1

f − g
)

≤ Sθ−ε,θ+ε(r, f) + Sθ−ε,θ+ε(r, g) +O(1).(3.3)

Since arg z = θ is a Borel direction of order ρ(r) of f , by using Lemma 2.4,

then we have

lim sup
r→∞

logSθ−ε,θ+ε(r, f)

ρ(r) log r
= 1.

It follows from this and Lemma 2.3, we have

lim sup
r→∞

Rθ−ε,θ+ε(r, f)

Sθ−ε,θ+ε(r, f)
= 0.(3.4)

Similarly, we have

lim sup
r→∞

Rθ−ε,θ+ε(r, g)

Sθ−ε,θ+ε(r, g)
= 0.(3.5)

Combining (3.1)-(3.5), for sufficiently large r, we have

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
) ≤ (

1

3
+ o(1))

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
)

+ (
1

3
+ o(1))

5∑
i=1

C̄θ−ε,θ+ε(r,
1

g − ai
).

Therefore,

(
2

3
+ o(1))

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
) ≤ (

1

3
+ o(1))

5∑
i=1

C̄θ−ε,θ+ε(r,
1

g − ai
).

It follows that

lim inf
r→∞

5∑
i=1

C̄θ−ε,θ+ε(r,
1

f − ai
)/

5∑
i=1

C̄θ−ε,θ+ε(r,
1

g − ai
) ≤ 1

2
.

This contradicts to (1.5), and hence f = g.

Case 2. If one of the values ai (i = 1, 2, 3, 4, 5) is ∞, without loss of

generality, we may assume that a5 = ∞. Take a finite value c such that

c ̸= ai(i = 1, 2, 3, 4) and set F = 1
f−c

, G = 1
g−c

, bi =
1

ai−c
(i = 1, 2, 3, 4) and

b5 = 0, then F andG satisfy Ē(bi,Ω(θ−ε, θ+ε), F ) ⊆ Ē(bi,Ω(θ−ε, θ+ε), G)
(i = 1, 2, 3, 4, 5), and

lim inf
r→∞

5∑
i=1

C̄θ−ε,θ+ε(r,
1

F − bi
)/

5∑
i=1

C̄θ−ε,θ+ε(r,
1

G− bi
) >

1

2
.
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From Lemma 2.1, we also know that Sθ−ε,θ+ε(r, F ) = Sθ−ε,θ+ε(r, f) + O(1)

and Sθ−ε,θ+ε(r,G) = Sθ−ε,θ+ε(r, g)+O(1). From the previous proof, we know

F = G. Therefore f = g. The proof is completed.

4. Proofs of Theorems 1.2 and 1.3

Proof of Theorem 1.2. Suppose that f and g be two non-constant mero-

morphic functions of finite order in C satisfying (1.6)-(1.8), Ω(α, β) = {z :

α ≤ arg z ≤ β} is an angular domain and ω = π
β−α

. Set

lim sup
ε→0+

lim sup
r→∞

log T (r,Ω(α+ ε, β − ε), f)
log r

= λ.(4.1)

Firstly, we claim that

lim sup
ε→0+

lim sup
r→∞

logSα+ε,β−ε(r, g)

log r
≥ λ− ω.(4.2)

From (4.1), for any given ε1 ∈ (0, λ−ω
2
), there exists at least some ε2 ∈ (0, ε1)

such that

lim sup
r→∞

log T (r,Ω(α + ε2, β − ε2), f)
log r

= λ′ ≥ λ− ε1,

where λ′(≤ λ) is a constant. It follows from Lemma 2.5 and (1.6) that

lim sup
r→∞

logSα+ε2,β−ε2(r, f)

log r
= λ′ − ω ≥ λ− ω − ε1.

By using Lemmas 2.1 and 2.3, then there exists a value a such that

lim sup
r→∞

log C̄α+ε2,β−ε2(r,
1

f−a
)

log r
≥ λ− ω − ε1.

Without loss of generality, we may assume that a = a1. Thus,

lim sup
r→∞

log C̄α+ε2,β−ε2(r,
1

f−a1
)

log r
≥ λ− ω − ε1.

It follows from (1.7) that

lim sup
r→∞

log C̄α+ε2,β−ε2(r,
1

g−a1
)

log r
≥ λ− ω − ε1.

Therefore, we get

lim sup
r→∞

logSα+ε2,β−ε2(r, g)

log r
≥ λ− ω − ε1.

Noting ε1 is arbitrary and ε2 < ε1, so (4.2) holds.

We assume on the contrary to the assertion that f ̸= g. We consider two

cases.

Case 1. We may assume that all ai (i = 1, 2, 3, 4, 5) are finite.
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By arguing similar to that proof of Theorem 1.1, we can obtain the

following inequalities,

3Sα+ε,β−ε(r, f) ≤
5∑

i=1

C̄α+ε,β−ε(r,
1

f − ai
) +Rα+ε,β−ε(r, f),(4.3)

3Sα+ε,β−ε(r, g) ≤
5∑

i=1

C̄α+ε,β−ε(r,
1

g − ai
) +Rα+ε,β−ε(r, g),(4.4)

5∑
i=1

C̄α+ε,β−ε(r,
1

f − ai
) ≤ Cα+ε,β−ε(r,

1

f − g
)

≤ Sα+ε,β−ε(r, f) + Sα+ε,β−ε(r, g) +O(1).(4.5)

By using (1.6), Lemmas 2.3 and 2.5, we get

lim sup
r→∞

Rα+ε,β−ε(r, f)

Sα+ε,β−ε(r, f)
= 0.(4.6)

Similarly, it follows from (4.2) that

lim sup
r→∞

Rα+ε,β−ε(r, g)

Sα+ε,β−ε(r, g)
= 0.(4.7)

Combining (4.3)-(4.7), for sufficiently large r, we have

(
2

3
+ o(1))

5∑
i=1

C̄α+ε,β−ε(r,
1

f − ai
) ≤ (

1

3
+ o(1))

5∑
i=1

C̄α+ε,β−ε(r,
1

g − ai
).

It follows that

lim inf
r→∞

5∑
i=1

C̄α+ε,β−ε(r,
1

f − ai
)/

5∑
i=1

C̄α+ε,β−ε(r,
1

g − ai
) ≤ 1

2
.

Noting ε→ 0, this contradicts to (1.8), and hence f = g.

Case 2. If one of the values ai (i = 1, 2, 3, 4, 5) is ∞, without loss of

generality, we may assume that a5 =∞. By using similar way of the proof

of Theorem 1.1, we can easily obtain f = g. The proof is completed. �
Proof of Theorem 1.3. By Lemma 2.8, (1.9) implies (1.6). So combining

Theorem 1.2 we get the conclusion of Theorem 1.3. �
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Abstract. In this paper, we consider the generalized pseudo-convolution in the theory

of probabilistic metric space and their properties which was introduced by Pap-Stajner
(1999). Wu-Wang-Ma(1993) and Wu-Ma-Song(1995) studied the generalized fuzzy integral

and their properties. Recently, Jang(2013) defined the interval-valued generalized fuzzy

integral by using an interval-representable pseudo-multiplication. From the generalized
fuzzy integral, we define a generalized pseudo-convolution by means of the generalized

fuzzy integral and investigate their properties.

In particular, we also define an interval-representable generalized pseudo-convolution
of interval-valued functions by means of the interval-valued generalized fuzzy integral and

investigate their properties.

1. Introduction

Fang [8-10], Wu-Wang-Ma [35], Wu-Ma-Song [36], Xie-Fang [37] have studied the general-
ized fuzzy integral(for short, the (G) fuzzy integral) by using a pseudo-multiplication which
is a generalization of fuzzy integrals in [5, 25, 26, 29, 31, 33, 39]. Pap-Stajner [28] introduced
a notion of the generalized pseudo-convolution of functions based on pseudo-operations and
proved their mathematical theories such as optimization, probabilistic metric spaces, and
information theory

Many researchers [1,2,7,13-19, 21, 30, 34, 38, 40] have been studying various integrals
of measurable multi-valued functions which are used for representing uncertain functions,
for examples, the Aumann integral, the fuzzy integral, and the Choquet integral of mea-
surable interval-valued functions in many different mathematical theories and their applica-
tions. Recently, Jang [20] defined the interval-valued generalized fuzzy integral (for short,
the (IG) fuzzy integral) with respect to a fuzzy measure by using an interval-representable
pseudo-multiplication of measurable interval-valued functions and investigated some conver-
gence properties of them.
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2 JEONG GON LEE AND LEE-CHAE JANG

The purpose of this study is to define the generalized pseudo-convolution of functions by
means of the (G) fuzzy integral and to investigate some properties of them. In particular, we
also define the interval-valued generalized pseudo-convolution of interval-valued functions by
means of the (IG) fuzzy integral and to investigate some properties of them.

The paper is organized in five sections. In section 2, we list definitions and some prop-
erties of the generalized fuzzy integral with respect to a fuzzy measure by using generalized
pseudo-multiplication and the interval-valued generalized fuzzy integral with respect to a
fuzzy measure by using interval-representable generalized pseudo-multiplication. In section
3, we define the generalized pseudo-convolution of integrable nonnegative functions by means
of the (G) fuzzy integral and investigate their properties. Furthermore, we give an exam-
ple of the generalized pseudo-convolution of integrable nonnegative functions. In section
4, we define a interval-representable semigroup and the interval-valued generalized pseudo-
convolution of integrable interval-valued functions by means of the (IG) fuzzy integral and
investigate their properties. Furthermore, we give an example of the interval-valued general-
ized pseudo-convolution of integrable interval-valued functions. In section 5, we give a brief
summary results and some conclusions.

2. Definitions and Preliminaries

In this section, we introduce some definitions and properties of a fuzzy measure, a pseudo-
multiplication, a pseudo-addition, the (G) fuzzy integral with respect to a fuzzy measure by
using a pseudo-multiplication of a measurable functions. Let X be a set and (X,A) be a
measurable space. Denote by F(X) the set of all measurable nonnegative functions on X.

Definition 2.1. ([25, 26]) (1) A fuzzy measure µ : A −→ [0,∞] is a set function satisfying

(i) µ(∅) = 0
(ii) µ(A) ≤ µ(B) whenever A,B ∈ A and A ⊂ B.

(2) A fuzzy measure µ is said to be finite if µ(X) <∞.

Definition 2.2. ([10, 33, 37]) (1) A binary operation ⊕ : [0,∞]2 −→ [0,∞] is called a
pseudo-addition if it is non-decreasing in both components, associative, and 0 is its neutral
element.

(2) A binary operation � : [0,∞]2 −→ [0,∞] is called a pseudo-multiplication correspond-
ing to ⊕ if it satisfies the following axioms:

(i) a� b = b� a,
(ii) a� (x⊕ y) = (a� x)⊕ (a� y),
(iii) a ≤ b =⇒ a� x ≤ b� x,
(vi) a� x = 0⇐⇒ a = 0 or x = 0,
(v) there exists a unit element, that is, ∃e ∈ (0,∞] such that e� x = x for all x ∈ [0,∞],
(vi) an −→ a ∈ (0,∞) and xn −→ x ∈ [0,∞] =⇒ an � xn −→ a� x and lima→∞ a� x =

∞� x for all x ∈ (0,∞].

Definition 2.3. ([20, 33, 37]) (1) Let (X,A, µ) be a fuzzy measure space,f ∈ F(X), and
A ∈ A. The (G) fuzzy integral with respect to a fuzzy measure µ by using a pseudo-
multiplication � corresponding to the pseudo-addition ⊕ = max(maximum) of f on A is
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3

defined by

(G)

∫ �
A

fdµ = sup
α>0

α� µA,f (α), (1)

where µA,f (α) = µ({x ∈ A|f(x) ≥ α}) for all α ∈ (0,∞).

(2) f is said to be integrable if (G)
∫ �
A
fdµ is finite.

Let F(X)∗ be the set of all nonnegative integrable functions on X. We consider the in-
tervals, a standard interval-valued pseudo-multiplication, and an extended interval-valued
pseudo-multiplication. Let I(Y ) be the set of all bounded closed intervals (intervals, for
short) in Y as follows:

I(Y ) = {a = [al, ar] | al, ar ∈ Y and al ≤ ar}, (2)

where Y is [0,∞) or [0,∞]. For any a ∈ Y , we define a = [a, a]. Obviously, a ∈ I(Y ) (see[4,
7, 16-21, 30, 34, 38-40]). Denote by IF(X) the set of all measurable interval-valued functions
on X.

Definition 2.4. ([20]) If a = [al, ar], b = [bl, br], an = [aln, arn], aα = [alα, arα] ∈ I(Y ) for all
n ∈ N and α ∈ [0,∞), and k ∈ [0,∞), then we define arithmetic, maximum, minimum, order,
inclusion, superior, inferior operations as follows:

(1) a+ b = [al + bl, ar + br],
(2) ka = [kal, kar],
(3) ab = [albl, arbr],
(4) a ∨ b = [al ∨ bl, ar ∨ br],
(5) a ∧ b = [al ∧ bl, ar ∧ br],
(6) a ≤ b if and only if al ≤ bl and ar ≤ br,
(7) a < b if and only if al ≤ bl and al 6= bl,
(8) a ⊂ b if and only if bl ≤ al and ar ≤ br],
(9) supn an = [supn anl, supn anr],
(10) infn an = [infn anl, infn anr],
(11) supα aα = [supα aαl, supα aαr], and
(12) infα aα = [infα aαl, infα aαr].

Definition 2.5. ([20]) (1) A mapping
⊙

I : I([0,∞])2 −→ I([0,∞]) is called a standard
interval-valued pseudo-multiplication if there exist pseudo-multiplications �l and �r such
that x�ly ≤ x�ry for all x, y ∈ [0,∞], and such that for all a = [al, ar], b = [bl, br] ∈ I([0,∞]),

a
⊙

I
b = [al �l bl, ar �r br] . (3)

Then �l and �r are called the representants of
⊙

I .
(2) A mapping

⊙
II : I([0,∞])2 −→ I([0,∞]) is called an extended interval-valued pseudo-

multiplication if there exists a pseudo-multiplication � such that for any a = [al, ar], b =
[bl, br] ∈ I([0,∞]),

a
⊙

II
b = [al � bl,max{al � br, ar � bl}] . (4)

Then � is called the representant of
⊙

II .
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4 JEONG GON LEE AND LEE-CHAE JANG

We also introduce the (IG) fuzzy integral with respect to a fuzzy measure by using two
interval-representable pseudo-multiplications which are used to define the interval-valued gen-
eralized pseudo-convolution in the next section 4.

Definition 2.6. ([20]) Let (X,A, µ) be a fuzzy measure space. (1) An interval-valued function
f : X → I([0,∞) \ {∅} is said to be measurable if for any open set O ⊂ [0,∞),

f
−1

(O) = {x ∈ X | f ∩O 6= ∅} ∈ A. (5)

(2) If
⊙

: I([0,∞])2 −→ I([0,∞]) is an interval-representable pseudo-multiplication and
f ∈ IF(X) and A ∈ A, then the (IG) fuzzy integral with respect to µ by using

⊙
of f on A

is defined by

(IG)

∫ ⊙
A

fdµ = sup
α>0

α
⊙

µA,f (α), (6)

where µA,f (α) = [µA,fl(α), µA,fr (α)] for all α ∈ [0,∞).

(3) f is said to be integrable on A if

(IG)

∫ ⊙
A

fdµ ∈ P([0,∞)) \ {∅}, (7)

where P(R+) is the set of all subsets of [0,∞).

Let IF(X)∗ be the set of all integrable interval-valued functions. We consider the following
theorem which is used to investigate some characterizations of the interval-valued generalized
pseudo-convolution by means of the (IG) fuzzy integral.

Theorem 2.1. (1) Let �l and �r be pseudo-multiplications on [0,∞] corresponding to a
pseudo-addition ⊕ = max. If

⊙
I is a standard interval-valued pseudo-multiplication, A ∈ A,

and f ∈ IF(X)∗, then we have

(IG)

∫ ⊙
I

A

fdµ =

[
(G)

∫ �l

A

fldµ, (G)

∫ �r

A

frdµ

]
. (8)

(2) Let � : [0,∞]2 −→ [0,∞] be a pseudo-multiplication, f = [fl, fr] ∈ IF(X)∗, and A ∈ A.
If
⊙

II is an extended interval-valued pseudo-multiplication, then we have

(IG)

∫ ⊙
II

A

fdµ =

[
(G)

∫ �
A

fldµ, (G)

∫ �
A

frdµ

]
. (9)

3. The generalized pseudo-convolution on F(X)∗

In this section, we consider a semigroup ([0,∞),⊗) and define the generalized pseudo-
convolution on F(X)∗.
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Definition 3.1. Let f, h ∈ F(X)∗ and t ∈ [0,∞). The generalized pseudo-convolution of f
and h by means of the (G) fuzzy integral is defined by

(f ∗ h)(t) = (G)

∫ �
[0,t]

f(t− u)⊗ h(u)dµ(u). (10)

Then we obtain the following basic properties and examples of the generalized pseudo-
convolution of nonnegative measurable functions.

Theorem 3.1. (1) If f, h ∈ F(X)∗ and t ∈ [0,∞) and ⊗ is a minimum operation(min) and
f(t− u) ≤ h(u) for all u ∈ [0, t], then we have

(f ∗ h)(t) = sup
α∈[0,t]

α� µ[0,t],f (α). (11)

(2) If f, h ∈ F(X)∗ and t ∈ [0,∞) and ⊗ is a multiplication operation(·) and f(x) = c for
all x ∈ [0,∞), then we have

(f ∗ h)(t) = sup
α∈[0,t]

α� µ[0,t],h

(α
c

)
. (12)

(3) If f, h ∈ F(X)∗ and t ∈ [0,∞) and {t− x|f(x) > 0} ∩ {x|h(x) > 0} = ∅ and a⊗ 0 = 0
for all a ∈ [0, t], then we have

(f ∗ h)(t) = 0. (13)

(4) If f, h ∈ F(X)∗ and t ∈ [0,∞) and � is a minimum operation(min) and µ({u ∈
[0, t]|f(t− u)⊗ h(u) > α}) = g(α) ≥ α for all α ∈ [0,∞), then we have

(f ∗ h)(t) = t. (14)

Proof.(1) Suppose that ⊗ is a minimum operation(min) and f(t − u) ≤ h(u) for all
u ∈ [0, t]. Then we have

µ[0,t],f(t−·)⊗h(·)(α) = µ({u ∈ [0, t]|min{f(t− u), h(u)} > α})
= µ({u ∈ [0, t]|h(u) > α}) = µ[0,t],h(α). (15)

By (15), we have

(f ∗ h)(t) = (G)

∫ �
[0,t]

f(t− u)⊗ h(u)dµ(u)

= sup
α∈[0,t]

α� µ[0,t],f(t−·)⊗h(·)(α)

= sup
α∈[0,t]

α� µ[0,t],h(α). (16)

(2) Suppose that ⊗ is a multiplication operation(·) and f(x) = c for all x ∈ [0,∞). Then
we have

µ[0,t],fh(α) = µ({u ∈ [0, t]|f(t− u)h(u) > α})
= µ({u ∈ [0, t]|ch(u) > α})
= µ

({
u ∈ [0, t]|h(u) >

α

c

})
= µ[0,t],h

(α
c

)
. (17)

By (17), we have

(f ∗ h)(t) = (G)

∫ �
[0,t]

f(t− u)⊗ h(u)dµ(u)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1064 JEONG GON LEE et al 1060-1072



6 JEONG GON LEE AND LEE-CHAE JANG

= (G)

∫ �
[0,t]

ch(u)dµ(u)

= sup
α∈[0,t]

α� µ[0,t],ch(α)

= sup
α∈[0,t]

α� µ[0,t],h

(α
c

)
. (18)

(3) Suppose that {t− x|f(x) > 0}∩ {x|h(x) > 0} = ∅ and u⊗ 0 = 0 for all u ∈ [0, t]. Then
we have

µ[0,t],f(t−·)⊗h(·)(α) = µ({u ∈ [0, t]|f(t− u)⊗ h(u) > α})
= µ(∅) = 0. (19)

By (19) and Definition 2.2 (2)(vi), we have

(f ∗ h)(t) = sup
α∈[0,t]

α� µ[0,t],f(t−·)⊗h(·)(α)

= sup
α∈[0,t]

α� 0 = 0. (20)

(4) Suppose that � is a minimum operation(min) and µ({u ∈ [0, t]|f(t−u)⊗h(u) > α}) =
g(α) ≥ α for all α ∈ [0,∞). Then we have

(f ∗ h)(t) = sup
α∈[0,t]

α� µ[0,t],f(t−·)⊗h(·)(α)

= sup
α∈[0,t]

min{α, g(α)}

= sup
α∈[0,t]

α = t. (21)

Theorem 3.2. Let ([0,∞),⊗) be a semigroup and e be a unit element with respect to ⊗, that
is, e⊗ u = u for all u ∈ [0,∞). If f ∈ F(X)∗, then we have

(e ∗ f)(t) = (G)

∫ �
[0,t]

fdµ. (22)

Proof. Since (e⊗ f)(u) = e⊗ f(u) = f(u) for all u ∈ [0,∞), we have

(e ∗ f)(t) = sup
α∈[0,t]

α� µ[0,t],e⊗f (α)

= sup
α∈[0,t]

α� µ[0,t],f (α)

= (G)

∫ �
[0,t]

fdµ. (23)

Remark 3.3. A function f : X −→ [0,∞) is an idempotent with respect to the generalized
pseudo-convolution ∗ induced by semigroup ([0,∞),⊗) if and only if f ∗ f = f . It is easy to
see that if e is a unit element as in Theorem 3.3, that is, f ∗ e = f for all f ∈ F(X), then we
also have e ∗ e = e. Therefore, e is an idempotent with respect to ∗.

Example 3.1. Let u � v = min{u, v} and u ⊗ v = u · v for all u, v ∈ [0,∞), and f(x) = 1
and h(x) = x2 for all x ∈ [0,∞), and m be the Lebesgue measure on [0,∞). If µ = m2, then
clearly µ is a fuzzy measure. Thus, we have

µ[0,t],f(t−·)⊗h(·)(α) = µ({u ∈ [0, t]|1⊗ u2 > α})
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= µ([
√
α, t]) = (t−

√
α)2. (24)

By (24), we have

(f ∗ h)(t) = sup
α∈[0,t]

min{α, (t−
√
α)2}

=
t2

4
. (25)

4. The interval-valued generalized pseudo-convolution on IF(X)∗

In this section, we define a standard interval-valued semigroup (I([0,∞),
⊗

) and the
interval-representable generalized pseudo-convolution of interval-valued functions by means
of the (IG) fuzzy integral on IF(X)∗.

Definition 4.1. A pair (I([0,∞),
⊗

) is called a standard interval-valued semigroup if there
exist two semigroups ([0,∞),⊗l) and ([0,∞),⊗r) such that

u
⊗

v = [ul ⊗l vl, ur ⊗r vr], (26)

for all u = [ul, ur], v = [vl, vr] ∈ I([0,∞)).

Definition 4.2. Let f, h ∈ IF(X)∗ and t ∈ [0,∞). The interval-valued generalized pseudo-
convolution of f and h by means of the (IG) fuzzy integral is defined by

(f ∗ h)(t) = (IG)

∫ ⊙
[0,t]

f(t− u)⊗ h(u)dµ(u) (27)

where
⊙

is an interval-representable pseudo-multiplication.

Then we obtain the following basic properties and examples of the interval-valued gener-
alized pseudo-convolution of measurable interval-valued functions.

Theorem 4.1. (1) Let �l and �r be pseudo-multiplications on [0,∞] corresponding to a
pseudo-addition ⊕ = max. If

⊙
I is a standard interval-valued pseudo-multiplication and

f = [fl, fr], h = [hl, hr] ∈ IF∗(X), t ∈ [0,∞] and

(f ∗1 f)(t) = (IG)

∫ ⊙
I

A

f(t− u)
⊗

h(u)dµ(u), (28)

then we have

(f ∗1 f)(t) = [(fl ∗1l hl, fr ∗1r hr], (29)

where (fl ∗1l hl)(t) = (G)
∫ �l

[0,t]
fl(t−u)⊗l hl(u)dµ(u) and (fr ∗1r hr)(t) = (G)

∫ �r

[0,t]
fr(t−u)⊗r

hr(u)dµ(u).
(2) Let � be a pseudo-multiplications on [0,∞] corresponding to a pseudo-addition ⊕ =

max. If
⊙

II is an extended interval-valued pseudo-multiplication and f = [fl, fr], h =
[hl, hr] ∈ IF∗(X), t ∈ [0,∞] and

(f ∗2 f)(t) = (IG)

∫ ⊙
II

A

f(t− u)
⊗

h(u)dµ(u), (30)
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then we have

(f ∗2 f)(t) = [(fl ∗2l hl, fr ∗2r hr], (31)

where (fl ∗2l hl)(t) = (G)
∫ �
[0,t]

fl(t−u)⊗l hl(u)dµ(u) and (fr ∗2r hr)(t) = (G)
∫ �
[0,t]

fr(t−u)⊗r
hr(u)dµ(u).

Proof. (1) Since f
⊗
h = [fl ⊗l hl, fr ⊗r hr], by Theorem 2.7 (1), we have

(f ∗1 f)(t) = (IG)

∫ ⊙
I

A

f(t− u)
⊗

h(u)dµ(u)

=

[
(G)

∫ �l

[0,∞]

fl ⊗l hldµ, (G)

∫ �r

[0,∞]

fr ⊗r hrdµ

]
= [(fl ∗1l hl, fr ∗1r hr].

(2) Since f
⊗
h = [fl ⊗l hl, fr ⊗r hr], by Theorem 2.7 (2), we have

(f ∗2 f)(t) = (IG)

∫ ⊙
II

A

f(t− u)
⊗

h(u)dµ(u)

=

[
(G)

∫ �
[0,∞]

fl ⊗l hldµ, (G)

∫ �
[0,∞]

fr ⊗r hrdµ

]
= [(fl ∗2l hl, fr ∗2r hr].

Theorem 4.2. (1) If f = [fl, fr], h = [hl, hr] ∈ IF(X)∗ and t ∈ [0,∞), and ⊗l = ⊗r are
minimum operation(min) and f(t− u) ≤ h(u) for all u ∈ [0, t], then we have

(f ∗1 h)(t) =

[
sup
α∈[0,t]

α�l µ[0,t],fl(α), sup
α∈[0,t]

α�r µ[0,t],fr (α)

]
(32)

and

(f ∗2 h)(t) =

[
sup
α∈[0,t]

α� µ[0,t],fl(α), sup
α∈[0,t]

α� µ[0,t],fr (α)

]
. (33)

(2) If f = [fl, fr], h = [hl, hr] ∈ IF(X)∗ and t ∈ [0,∞) and ⊗l = ⊗r is multiplication
operation(·) and f(x) = [c, d] ∈ I([0,∞)) for all x ∈ [0,∞), then we have

(f ∗1 h)(t) =

[
sup
α∈[0,t]

α�l µ[0,t],hl

(α
c

)
, sup
α∈[0,t]

α�r µ[0,t],fr

(α
d

)]
(34)

and

(f ∗2 h)(t) =

[
sup
α∈[0,t]

α� µ[0,t],hl

(α
c

)
, sup
α∈[0,t]

α� µ[0,t],fr

(α
d

)]
. (35)

(3) If f = [fl, fr], h = [hl, hr] ∈ IF(X)∗ and t ∈ [0,∞) and {t−x|f(x) > [0, 0]}∩{x|h(x) >
[0, 0]} = ∅ and a

⊗
[0, 0] = [0, 0] for all a ∈ I([0, t]), then we have

(f ∗1 h)(t) = 0 (36)

and

(f ∗2 h)(t) = 0. (37)
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(4) If f = [fl, fr], h = [hl, hr] ∈ IF(X)∗ and t ∈ [0,∞) and µ({u ∈ [0, t]|fl(t−u)⊗l hl(u) >
α}) = gl(α) and µ({u ∈ [0, t]|fr(t − u) ⊗r hr(u) > α}) = gr(α) for all α ∈ [0,∞), then we
have

(f ∗1 h)(t) = [ sup
α∈[0,t]

α�l gl(α), sup
α∈[0,t]

α�r gr(α)] (38)

and

(f ∗2 h)(t) = [ sup
α∈[0,t]

α� gl(α), sup
α∈[0,t]

α� gr(α)]. (39)

Proof.(1) Suppose that ⊗l = ⊗r are minimum operation(min) and f(t− u) ≤ h(u) for all
u ∈ [0, t]. Then we have fl(t − u) ≤ hl(u) and fr(t − u) ≤ hr(u) for all u ∈ [0, t]. Thus, by
Theorem 4.1(1) and Theorem 3.1 (1), we have

(f ∗1 h)(t) = [(fl ∗1l hl)(t), (fr ∗1l hr)(t)]

=

[
(G)

∫ �l

[0,t]

fl ⊗l hldµ, (G)

∫ �r

[0,t]

fr ⊗r hrdµ

]

=

[
sup
α∈[0,t]

α�l µ[0,t],fl(α), sup
α∈[0,t]

α�r µ[0,t],fr (α)

]
. (40)

By Theorem 4.1(2) and Theorem 3.1 (1), we have

(f ∗2 h)(t) = [(fl ∗2l hl)(t), (fr ∗2l hr)(t)]

=

[
(G)

∫ �
[0,t]

fl ⊗l hldµ, (G)

∫ �
[0,t]

fr ⊗r hrdµ

]

=

[
sup
α∈[0,t]

α� µ[0,t],fl(α), sup
α∈[0,t]

α� µ[0,t],fr (α)

]
. (41)

(2) Suppose that f(x) = [c, d] ∈ I([0,∞)) for all x ∈ [0,∞). By Theorem 3.1 (2) and
Theorem 4.1 (1), we have

(f ∗1 h)(t) = [(fl ∗1l hl)(t), (fr ∗1l hr)(t)]

=

[
(G)

∫ �l

[0,t]

fl(t− u) · hl(u)dµ(u), (G)

∫ �r

[0,t]

fr(t− u) · hr(u)dµ(u)

]

=

[
(G)

∫ �l

[0,t]

c · hl(u)dµ(u), (G)

∫ �r

[0,t]

d · hr(u)dµ(u)

]

=

[
sup
α∈[0,t]

α�l µ[0,t],hl

(α
c

)
, sup
α∈[0,t]

α�r µ[0,t],hr

(α
d

)]
. (42)

By Theorem 3.1 (2) and Theorem 4.1 (2), we have

(f ∗2 h)(t) = [(fl ∗2l hl)(t), (fr ∗2l hr)(t)]

=

[
(G)

∫ �
[0,t]

fl(t− u) · hl(u)dµ(u), (G)

∫ �
[0,t]

fr(t− u) · hr(u)dµ(u)

]

=

[
(G)

∫ �
[0,t]

c · hl(u)dµ(u), (G)

∫ �
[0,t]

d · hr(u)dµ(u)

]

=

[
sup
α∈[0,t]

α� µ[0,t],hl

(α
c

)
, sup
α∈[0,t]

α� µ[0,t],hr

(α
d

)]
. (43)
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(3) Suppose that {t − x|f(x) > [0, 0]} ∩ {x|h(x) > [0, 0]} = ∅ and a
⊗

[0, 0] = [0, 0] for all
a ∈ I([0, t]). Then we have that {t− x|fl(x) > 0} ∩ {x|hl(x) > 0} = ∅ and al ⊗ 0 = 0 for all
al ∈ [0, t], and {t − x|fr(x) > 0} ∩ {x|hr(x) > 0} = ∅ and ar ⊗ 0 = 0 for all ar ∈ [0, t]. By
Theorem 3.1(3), we have

(fl ∗1l hl)(t) = 0 and (fr ∗1r hr)(t) = 0 (44)

and

(fl ∗2l hl)(t) = 0 and (fr ∗2r hr)(t) = 0. (45)

By (44) and Theorem 4.1(1), we have

(f ∗1 h)(t) = [(fl ∗1l hl)(t), (fr ∗1r hr)(t)] = 0. (46)

By (45) and Theorem 4.1(2), we have

(f ∗2 h)(t) = [(fl ∗2l hl)(t), (fr ∗2r hr)(t)] = 0. (47)

(4) Suppose that f f = [fl, fr], h = [hl, hr] ∈ IF(X) and t ∈ [0,∞) and µ({u ∈ [0, t]|fl(t−
u)⊗l hl(u) > α}) = gl(α) and µ({u ∈ [0, t]|fr(t−u)⊗r hr(u) > α}) = gr(α) for all α ∈ [0,∞).
By Theorem 3.1 (4), we have

(fl ∗1l hl)(t) = sup
α∈[0,t]

α�l gl(α) and (fr ∗1r hr)(t) = sup
α∈[0,t]

α�r gr(α), (48)

and

(fl ∗2l hl)(t) = sup
α∈[0,t]

α� gl(α) and (fr ∗2r hr)(t) = sup
α∈[0,t]

α� gr(α). (49)

By (48) and Theorem 4.1(1), we have

(f ∗1 h)(t) = [(fl ∗1l hl)(t), (fr ∗1r hr)(t)]
= [ sup

α∈[0,t]
α�l gl(α), sup

α∈[0,t]
α�r gr(α)]. (50)

By (49) and Theorem 4.1(2), we have

(f ∗2 h)(t) = [(fl ∗2l hl)(t), (fr ∗2r hr)(t)]
= [ sup

α∈[0,t]
α� gl(α), sup

α∈[0,t]
α� gr(α)]. (51)

Theorem 4.3. Let (I([0,∞)),
⊗

= [⊗l,⊗r]) be a standard interval-valued semigroup and
el be a unit element with respect to ⊗l and and er be a unit element with respect to ⊗r. If
f ∈ IF(X)∗, then we have

(e ∗1 f)(t) = (IG)

∫ ⊗
I

[0,t]

fdµ (52)

and

(e ∗2 f)(t) = (IG)

∫ ⊗
II

[0,t]

fdµ (53)

where e = [el, er].

Proof. By Theorem 3.2, we have

(el ∗1l fl)(t) = (G)

∫ �l

[0,t]

fldµ and (er ∗1r fr)(t) = (G)

∫ �r

[0,t]

frdµ (54)
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and

(el ∗2l fl)(t) = (G)

∫ �
[0,t]

fldµ and (er ∗2r fr)(t) = (G)

∫ �
[0,t]

frdµ. (55)

By Theorem 4.1(1) and (54), we have

(e ∗1 f)(t) = [el ∗1l fl, er ∗1r fr]

=

[
(G)

∫ �l

[0,t]

el ⊗l fldµ, (G)

∫ �r

[0,t]

er ⊗r frdµ

]

=

[
(G)

∫ �l

[0,t]

fldµ, (G)

∫ �r

[0,t]

frdµ

]

= (IG)

∫ ⊗
I

[0,t]

fdµ. (56)

By (55) and Theorem 4.1(2), we have

(e ∗2 f)(t) = [el ∗2l fl, er ∗2r fr]

=

[
(G)

∫ �
[0,t]

el ⊗l fldµ, (G)

∫ �
[0,t]

er ⊗r frdµ

]

=

[
(G)

∫ �
[0,t]

fldµ, (G)

∫ �
[0,t]

frdµ

]

= (IG)

∫ ⊗
II

[0,t]

fdµ. (57)

Remark 4.4. A function f : X −→ I([0,∞)) is an interval-valued idempotent with respect
to the standard interval-valued generalized pseudo-convolution ∗i (for i = 1, 2) induced by a
standard interval-valued semigroup (I([0,∞)),

⊗
) if and only if f ∗i f = f for i = 1, 2. It is

easy to see that if e = [el, er] is a unit element as in Theorem 4.2, that is, f ∗i E = f for
all f ∈ IF(X)∗, then we also have e ∗i e = e for i = 1, 2. Therefore, e is an interval-valued
idempotent with respect to ∗i for i = 1, 2.

Example 4.1. Suppose that �l = �r = � and u� v = min{u, v} and u⊗l v = u⊗r v = u · v
for all u, v ∈ [0,∞), and f(x) = [1, 2] and h(x) = [x2, 2x2] for all x ∈ [0,∞), and m be the
Lebesgue measure on [0,∞). If µ = m2, then clearly µ is a fuzzy measure. Thus, we have

µ[0,t],fl(t−·)⊗lhl(·)(α) = µ({u ∈ [0, t]|1⊗ u2 > α})
= µ([

√
α, t]) = (t−

√
α)2 (58)

and

µ[0,t],fr(t−·)⊗rhr(·)(α) = µ({u ∈ [0, t]|2⊗ 2u2 > α})

= µ

([√
α

2
, t

])
=

(
t−
√
α

2

)2

. (59)

By (58) and Theorem 4.1(1), we have

(f ∗1 h)(t)

=

[
sup
α∈[0,t]

min
{
α, µ[0,t],fl(t−·)⊗lhl(·)(α)

}
, sup
α∈[0,t]

min
{
α, µ[0,t],fr(t−·)⊗rhr(·)(α)

}]
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=

[
sup
α∈[0,t]

min
{
α, (t−

√
α)2
}
, sup
α∈[0,t]

min

{
α,

(
t−
√
α

2

)2
}]

=

[
t2

4
, 4t2

]
.

5. Conclusions

This study was to define the generalized pseudo-convolution of integrable functions by
means of the (G) fuzzy intgeral(see Definition 3.1) and to investigate some properties and an
example of the generalized pseudo-convolution on F(X)∗ in Theorems 3.2, 3.3 and Example
3.1.

By using the concept of an interval-representable pseudo-multiplication(see Definitions 2.5
and 2.6), we can define a standard interval-valued semigroup (see Definition 4.1) and the
interval-representable generalized pseudo-convolution on IF(X)∗(see definition 4.2). From
Theorems 4.3, 4.4, and 4.5, we investigate some characterizations of the interval-representable
generalized pseudo-convolution of integrable interval-valued functions.

Furthermore, some applications of the interval-representable generalized pseudo-convolution
are focused on various transform operations including pseudo-Laplace transform. For this
reason, the future work can also be directed to interval-representable generalized pseudo-
transform operations by means of the (IG) fuzzy integral.

Acknowledgement: This paper was supported by Wonkwang University in 2014.
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Fixed point and coupled fixed point theorems for
generalized cyclic weak contractions in partially ordered

probabilistic metric spaces

Chuanxi Zhu, Wenqing Xu†
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Abstract. In this paper, we introduce the concept of new generalized cyclic weak contraction map-

pings and prove a class of fixed point theorems for such mappings in partially ordered probabilistic

metric spaces. In addition, we also establish a coupled fixed point for mixed monotone mappings

under contractive conditions in partially ordered probabilistic metric spaces. Our results extend and

generalize Harjani et al. (Nonlinear anal. 71(2009)3403-3410) and Wu (Fixed Point Theory Appl.

2014(2014)49). Also, we introduce an example to support the validity of our results. Finally, an

application of our results extends fixed point theorems for generalized weak contraction mappings in

ordered metric spaces.

Keywords: Menger probabilistic metric space; partially ordered; cyclic weak contractions; fixed point

MR Subject Classification: 47H10, 34B15, 46S50

1 Introduction and preliminaries

Fixed point theory in metric spaces is an important banch of nonlinear analysis, which is closely related

to the existence and uniqueness of solutions of differential and integral equations. The celebrated Banach’s

contraction mapping principle is one of the cornerstones in development of nonlinear analysis.

In the past years, Kirk and Srinvasan [1] presented fixed point theorems for mappings satisfying cyclical

contractive conditions. Ran and Reurings [2] introduced fixed point theorems of Banach contraction operator in

partially ordered metric spaces. Agarwal et al. [3] proved fixed point results of generalized contractive operators

in partially ordered metric spaces; Harjani and Sadarangani [4] presented some fixed point theorems for weakly

contractive mappings in complete metric spaces endowed with a partial order. Shatanwi [5] introduced nonlinear

weakly C-contractive mappings in ordered metric spaces and proved some fixed point theorems. For more detail

on fixed point theory and related results, we refer to [6-12] and the references therein.

In 1942, Menger [13] introduced the concept of probabilistic metric spaces, a number of authors have done

considerable works on probabilistic metric spaces [14-19]. Recently, the extension of fixed point theory to

generalized structures as partially ordered probabilistic metric spaces has received much attention (see, [20-22]).

†To whom correspondence should be addressed. E-mail:wen qing xu@163.com(W. Xu).
†This work has been supported by the National Natural Science Foundation of China (11361042,11071108), the Provincial

Natural Science Foundation of Jiangxi, China (20132BAB201001,2010GZS0147).
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However, we rarely see any work about fixed point theorems for mappings under weakly contractive conditions

in partially ordered probabilistic metric spaces.

The aim of this paper is to determine some fixed point theorems for generalized cyclic weak contractions in

the framework of partially ordered probabilistic metric spaces. Also, we introduce an example to support the

validity of our results. Our results extend and generalize the main results of [3-8,11-12].

We introduce some useful concepts and lemmas for the development of our results.

Let R denote the set of reals and R+ the nonnegative reals. A mapping F : R→ R+ is called a distribution

function if it is nondecreasing and left continuous with inf
t∈R

F (t) = 0 and sup
t∈R

F (t) = 1. We will denote by D the

set of all distribution functions and D+ = {F ∈ D : F (t) = 0, t ≤ 0}.

Let H denote the specific distribution function defined by

H(x) =

 0, x ≤ 0;

1, x > 0.

Definition 1.1 ([14]). The mapping ∆ : [0, 1]× [0, 1]→ [0, 1] is called a triangular norm (for short, a t-norm)

if the following conditions are satisfied:

(∆− 1) ∆(a, 1) = a, for all a ∈ [0, 1];

(∆− 2) ∆(a, b) = ∆(b, a);

(∆− 3) ∆(a, b) ≤ ∆(c, d), for c ≥ a, d ≥ b;
(∆− 4) ∆(a,∆(b, c)) = ∆(∆(a, b), c).

Two typical examples of continuous t-norm are ∆1(a, b) = max{a + b − 1, 0} and ∆2(a, b) = ab, for all

a, b ∈ [0, 1].

Definition 1.2 ([14]). A triplet (X,F,∆) is called a Menger probabilistic metric space (for short, Menger PM-

space), if X is a nonempty set, ∆ is a t-norm and F is a mapping from X ×X → D+ satisfying the following

conditions (for x, y ∈ X, we denote F (x, y) by Fx,y):

(MS-1) Fx,y(t) = H(t), for all t ∈ R, if and only if x = y;

(MS-2) Fx,y(t) = Fy,x(t), for all x, y ∈ X and t ∈ R;

(MS-3) Fx,z(s+ t) ≥ ∆(Fx,y(s), Fy,z(t)), for all x, y, z ∈ X and s, t ≥ 0.

Definition 1.3 ([15]). (X,F,∆) is called a non-Archimedean Menger PM-space (shortly, a N.A Menger PM-

space), if (X,F,∆) is a Menger PM-space and ∆ satisfies the following condition: for all x, y, z ∈ X and

t1, t2 ≥ 0,

Fx,z(max{t1, t2}) ≥ ∆(Fx,y(t1), Fy,z(t2)). (1.1)

Definition 1.4 ([15]). A non-Archimedean Menger PM-space (X,F,∆) is said to be type (D)g if there exists

a g ∈ Ω such that

g(∆(s, t)) ≤ g(s) + g(t),

for all s, t ∈ [0, 1], where Ω = {g : g : [0, 1]→ [0,∞) is continuous, strictly decreasing, g(1) = 0}.
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Example 1.1 . (X,F,∆) is a N.A Menger PM-space, and ∆ ≥ ∆1, where ∆1(s, t) = max{s + t − 1, 0}, then

(X,F,∆) is of (D)g-type for g ∈ Ω defined by g(t) = 1− t.

Remark 1.1 Schweizer and Sklar [14] point out that if (X,F,∆) is a Menger probabilistic metric space and

∆ is continuous, then (X,F,∆) is a Hausdorff topological space in the (ε, λ)-topology T , i.e., the family of sets

{Ux(ε, λ) : ε > 0, λ ∈ (0, 1]} (x ∈ X) is a basis of neighborhoods of a point x for T , where Ux(ε, λ) = {y ∈ X :

Fx,y(ε) > 1− λ}.

Lemma 1.1 ([15]). Let {xn} be a sequence in X such that lim
n→∞

Fxn,xn+1
(t) = 1 for all t > 0. If the sequence

{xn} is not a Cauchy sequence in X, then there exist ε0 > 0, t0 > 0 and two sequences {k(i)}, {m(i)} of positive

integers such that

(1) m(i) > k(i), and m(i)→∞ as i→∞;

(2) Fxm(i),xk(i)
(t0) < 1− ε0 and Fxm(i)−1,xk(i)

(t0) ≥ 1− ε0, for i = 1, 2, · · · .

Definition 1.5 ([1]). Let X be a non-empty set, m be a positive integer, A1, A2, . . . , Am be subsets of X,

Y = ∪mi=1Ai and a mapping f : Y → Y . Then Y is said to be a cyclic representation of Y with respect to f , if

(i) Ai, i = 1, 2, . . . ,m, are nonempty closed sets;

(ii) f(A1) ⊆ A2, . . ., f(Am−1) ⊆ Am, f(Am) ⊆ A1.

Example 1.2 Let X = R+. Let A1 = [0, 2], A2 = [ 12 ,
3
2 ], A3 = [ 34 ,

5
4 ], and Y =

⋃3
i=1Ai. Defined f : Y → Y by

fx = 1
2 + 1

2x, for all x ∈ Y .

Clearly Y =
⋃3

i=1Ai is a cyclic representation of Y with respect to f .

Definition 1.6 ([9]). The function h : [0,∞) → [0,∞) is called an altering distance function, if the following

properties are satisfied: (a) h is continuous and nondecreasing; (b) h(t) = 0 if and only if t = 0.

In [10], Bhasker and Lakshmikantham introduced the concepts of mixed monotone mappings and coupled

fixed point.

Definition 1.7 ([10]). Let (X,≤) be a partially ordered set and A : X × X → X. The mapping A is said

to have the mixed monotone property if A is monotone nondecreasing in its first argument and is monotone

nonincreasing in its second argument, that is, for any x, y ∈ X,

x1, x2 ∈ X, x1 ≤ x2 =⇒ A(x1, y) ≤ A(x2, y),

y1, y2 ∈ X, y2 ≤ y1 =⇒ A(x, y1) ≤ A(x, y2).

Definition 1.8 ([10]). An element (x, y) ∈ X2 is said to be a coupled fixed point of the mapping A : X2 → X

if A(x, y) = x and A(y, x) = y.

For ã = (x, y), b̃ = (u, v) ∈ X2, we introduce a distribution function F̃ from X2 into D+ defined by

F̃ã,b̃(t) = min{Fx,u(t), Fy,v(t)}, for all t > 0.

In [20], Wu proved the following results:

3
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Lemma 1.2 ([20]). If (X,F,∆) is a complete Menger PM space, then (X2, F̃ ,∆) is also a complete Menger

PM space.

In the section 3 of this paper, we establish some coupled point theorems under contractive conditions in

partially ordered probabilistic metric spaces. The obtained results extend and generalized the main results

of [20-22]. Finally, we also obtain the corresponding fixed point theorems for generalized weak contraction

mapping in ordered metric spaces.

2 Fixed point theorems for generalized cyclic weak contractions

We start with the definition of generalized cyclic weak contraction mappings in probabilistic metric spaces.

Definition 2.1 Let (X,≤) be a partially ordered set and (X,F,∆) be a N.A Menger PM-space of type (D)g.

Let m be a positive integer, A1, A2, . . . , Am be subsets of X, Y = ∪mi=1Ai. A mapping T : X → X is said to be

a generalized cyclic weak contraction, if Y is a cyclic representation of Y with respect to T , Am+1 = A1 and

for k ∈ {1, 2, . . . ,m}, and for all x, y ∈ X, x ∈ Ak and y ∈ Ak+1 are comparable with

h(g(FTx,Ty(t))) ≤ h(Mt(x, y))− φ(Mt(x, y)), for all t > 0, (2.1)

where Mt(x, y) = max{g(Fx,y(t)), g(Fx,Tx(t)), g(Fy,Ty(t)), 12 [g(Fx,Ty(t)) + g(Fy,Tx(t))]}, h is a altering distance

function, φ : [0,∞)→ [0,∞) is a continuous function such that φ(s) = 0 if and only if s = 0.

Theorem 2.1 Let (X,≤) be a partially ordered set and (X,F,∆) be a complete N.A Menger PM-space of type

(D)g. Let m be a positive integer, A1, A2, . . . , Am be subsets of X, Y = ∪mi=1Ai, T : Y → Y be a generalized

cyclic weak contraction, and T be nondecreasing. Also assume that either

(a) T is continuous or,

(b) if a nondecreasing sequence xn → x, then xn ≤ x, for all n ∈ N .

If there exists x0 ∈ A1 such that x0 ≤ Tx0, then T has a fixed point. Furthermore, the set of fixed points

of T is well ordered if and only if T has a unique fixed point.

Proof. Since T (A1) ⊆ A2, there exists an x1 ∈ A2, such that x1 = Tx0. Since T (A2) ⊆ A3, there exists an

x2 ∈ A3, such that x2 = Tx1. Continuing this process, we can construct a sequence {xn} such that xn+1 = Txn,

for all n ∈ N , and there exists in ∈ {1, 2, . . . ,m} such that xn ∈ Ain and xn+1 ∈ Ain+1.

Since x0 ≤ Tx0 = x1 and T is nondecreasing, we have Tx0 ≤ Tx1, that is, x1 ≤ x2. By induction, we get

that x0 ≤ x1 ≤ · · · ≤ xn ≤ · · · , for all n ∈ N .

Without loss of generality, assume that xn+1 6= xn, for all n ∈ N (otherwise, xn+1 = Txn = xn, then the

conclusion holds).

Since xn ∈ Ain and xn+1 ∈ Ain+1 are comparable, for in ∈ {1, 2, . . . ,m}, by inequality (2.1), we get

h[g(Fxn+1,xn(t))] ≤ h[Mt(xn, xn−1)]− φ(Mt(xn, xn−1)), for all t > 0, (2.2)

4
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where

Mt(xn, xn−1) = max{g(Fxn,xn−1
(t)), g(Fxn,xn−1

(t)), g(Fxn,xn+1
(t)),

1

2
g(Fxn−1,xn+1

(t))}

≤ max{g(Fxn,xn−1
(t)), g(Fxn,xn+1

(t)),
1

2
g(∆(Fxn−1,xn

(t), Fxn,xn+1
(t)))}

≤ max{g(Fxn,xn−1
(t)), g(Fxn,xn+1

(t)),
1

2
[g((Fxn−1,xn

(t)) + g(Fxn,xn+1
(t))]}

= max{g(Fxn,xn−1
(t)), g(Fxn,xn+1

(t))} = Mt(xn, xn−1).

Suppose that Mt(xn, xn−1) = g(Fxn,xn+1(t)), by (2.2), we have

h[g(Fxn+1,xn(t))] ≤ h[g(Fxn,xn+1(t))]− φ(g(Fxn,xn+1(t))), for all t > 0,

which implies that φ(g(Fxn,xn+1
(t))) = 0. Thus, g(Fxn,xn+1

(t)) = 0, that is, Fxn,xn+1
(t) = 1 for all t > 0. Then

xn = xn+1, which is in contradiction to xn 6= xn+1, for any n ∈ N .

Hence, Mt(xn, xn−1) = g(Fxn,xn−1
(t)), it follows from (2.2) that

h[g(Fxn+1,xn(t))] ≤ h[g(Fxn,xn−1(t))]− φ(g(Fxn,xn−1(t))) ≤ h[g(Fxn,xn−1(t))], ∀t > 0, (2.3)

Since h is nondecreasing, it follows from (2.3) that {g(Fxn+1,xn
(t))} is a decreasing sequence, for every t > 0.

Hence, there exists rt ≥ 0 such that lim
n→∞

g(Fxn+1,xn
(t)) = rt.

By using the continuities of h and φ, letting n → ∞ in (2.3), we get h(rt) ≤ h(rt) − φ(rt), which implies

that φ(rt) = 0. Then rt = 0, that is, lim
n→∞

g(Fxn+1,xn(t)) = 0 and lim
n→∞

Fxn+1,xn(t) = 1, for all t > 0.

In the sequel, we will prove that {xn} is Cauchy sequence. To prove this fact, we first prove the following

claim.

Claim: for every t > 0, ε > 0, there exists n0 ∈ N , such that p, q ≥ n0 with p − q ≡ 1 mod m then

Fxp,xq (t) > 1− ε, that is, g(Fxp,xq (t)) < g(1− ε).

In fact, suppose to the contrary, there exist t0 > 0 and ε0 > 0, such that for any n ∈ N , we can find p(n) >

q(n) ≥ n with p(n)− q(n) ≡ 1 mod m satisfying Fxp(n),xq(n)
(t0) ≤ 1− ε0, that is, g(Fxp(n),xq(n)

(t0)) ≥ g(1− ε0).

Now, we take n > 2m. Then corresponding to q(n) ≥ n, we can choose p(n) in such a way that it is

the smallest integer with p(n) > q(n) satisfying p(n) − q(n) ≡ 1 mod m and g(Fxp(n),xq(n)
(t0)) ≥ g(1 − ε0).

Therefore, g(Fxp(n)−m,xq(n)
(t0)) < g(1 − ε0). Using the non-Archimedean Menger triangular inequality and

Definition 1.5, we have

g(1− ε0)≤ g(Fxq(n),xp(n)
(t0)) ≤ g(∆(Fxq(n),xq(n)+1

(t0), Fxq(n)+1,xp(n)
(t0)))

≤ g(Fxq(n),xq(n)+1
(t0)) + g(Fxq(n)+1,xp(n)

(t0))

≤ g(Fxq(n),xq(n)+1
(t0)) + g(Fxq(n)+1,xp(n)+1

(t0)) + g(Fxp(n)+1,xp(n)
(t0))

≤ 2g(Fxq(n),xq(n)+1
(t0)) + g(Fxq(n),xp(n)+1

(t0)) + g(Fxp(n)+1,xp(n)
(t0))

≤ 2g(Fxq(n),xq(n)+1
(t0)) + g(Fxq(n),xp(n)

(t0)) + 2g(Fxp(n)+1,xp(n)
(t0))

≤ 2g(Fxq(n),xq(n)+1
(t0)) + g(Fxq(n),xp(n)−m

(t0)) + g(Fxp(n)−m,xp(n)
(t0)) + 2g(Fxp(n)+1,xp(n)

(t0))

≤ 2g(Fxq(n),xq(n)+1
(t0)) + g(1− ε0) +

m∑
i=1

g(Fxp(n)−i,xp(n)−i+1
(t0)) + 2g(Fxp(n)+1,xp(n)

(t0)). (2.4)
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Since lim
n→∞

g(Fxn+1,xn
(t)) = 0 for all t > 0, letting n→∞ in (2.4), we have

g(1− ε0) = lim
n→∞

g(Fxq(n),xp(n)
(t0)) = lim

n→∞
g(Fxq(n)+1,xp(n)

(t0))

= lim
n→∞

g(Fxq(n)+1,xp(n)+1
(t0)) = lim

n→∞
g(Fxq(n),xp(n)+1

(t0)).
(2.5)

By p(n) − q(n) ≡ 1 mod m, we know that xp(n) and xq(n) lie in different adjacently labeled sets Ai and

Ai+1, for 1 ≤ i ≤ m. Using the fact that T is a generalized cyclic weak contraction, we have

h[g(Fxq(n)+1,xp(n)+1
(t0))] = h[g(FTxq(n),Txp(n)

(t0))] ≤ h[Mt0(xq(n), xp(n))]− φ(Mt0(xq(n), xp(n))), (2.6)

where

Mt0(xq(n), xp(n)) = max{g(Fxq(n),xp(n)
(t0)), g(Fxq(n),xq(n)+1

(t0)), g(Fxp(n),xp(n)+1
(t0)),

1

2
[g(Fxq(n),xp(n)+1

(t0)) + g(Fxp(n),xq(n)+1
(t0))]}.

By (2.5), we have lim
n→∞

Mt0(xq(n), xp(n)) = max{g(1− ε0), 0, 0, 12 [g(1− ε0) + g(1− ε0)]} = g(1− ε0). According

to the continuities of h and φ, letting n→∞ in (2.6), we get

h[g(1− ε0)] ≤ h[g(1− ε0)]− φ(g(1− ε0)).

Thus, φ(g(1− ε)) = 0, that is g(1− ε0) = 0. Then ε0 = 0, which is in contradiction to ε0 > 0.

Therefore, our claim is proved. In the sequel, we will prove that {xn} is Cauchy sequence.

By the continuity of g and g(1) = 0, we have lim
a→0+

g(1 − aε) = 0, for any given ε > 0. Since g is strictly

decreasing, then there exists a > 0 such that g(1− aε) ≤ g(1−ε)
2 .

For any given t > 0, ε > 0, there exists a > 0 such that g(1 − aε) ≤ g(1−ε)
2 . By the claim, we find n0 ∈ N

such that if p, q ≥ n0 with p− q ≡ 1 mod m, then

Fxp,xq
(t) > 1− aε, and g(Fxp,xq

(t)) < g(1− aε) ≤ g(1− ε)
2

. (2.7)

Since lim
n→∞

g(Fxn+1,xn(t)) = 0, we also find n1 ∈ N such that ree

g(Fxn+1,xn
(t)) ≤ g(1− ε)

2m
, (2.8)

for any n > n1.

Suppose that r, s ≥ max{n0, n1} and s > r. Then there exists k ∈ {1, 2, . . . ,m} such that s−r ≡ k mod m.

Therefore, s− r + j ≡ 1 mod m, for j = m− k + 1, j ∈ {0, 1, . . . ,m− 1}. So, we have

g(Fxr,xs(t)) ≤ g(Fxr,xs+j (t)) + g(Fxs+j ,xs+j−1(t)) + · · ·+ g(Fxs+1,xs(t)).

From (2.7), (2.8) and the last inequality, we get

g(Fxr,xs(t)) <
g(1− ε)

2
+ j · g(1− ε)

2m
≤ g(1− ε)

2
+
g(1− ε)

2
= g(1− ε). (2.9)

Since g is strictly decreasing, by (2.9), we obtain Fxr,xs(t) > 1− ε. Therefore {xn} is Cauchy sequence.

6
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Since X is a complete PM-space, Y = ∪mi=0Ai is closed, then Y also is a complete space. Thus there exists

x∗ ∈ Y such that xn → x∗. As Y = ∪mi=1Ai is a cyclic representation of Y with respect to T , then the sequence

{xn} has infinite terms in each Ai for i ∈ {1, 2, . . . ,m}.

First, suppose that x∗ ∈ Ai, then Tx∗ ∈ Ai+1, and we take a subsequence {xnk
} of {xn} with xnk

∈ Ai−1(the

existence of this subsequence is guaranteed by above mentioned comment).

Case (a): If T is continuous. Since lim
n→∞

xn = x∗, we have Tx∗ = x∗.

Case (b): If it satisfies a nondecreasing sequence xn → x∗, such that xn ≤ x∗, then xnk
∈ Ai−1 and x∗ ∈ Ai

are comparable. By (2.1), we have

h[g(Fxnk+1,Tx∗(t))] = h[g(FTxnk
,Tx∗(t))] ≤ h[Mt(xnk

, x∗)]− φ(Mt(xnk
, x∗)), (2.10)

where

Mt(xnk
, x∗) = max{g(Fxnk

,x∗(t)), g(Fxnk
,xnk+1

(t)), g(Fx∗,Tx∗(t)),

1

2
[g(Fxnk

,Tx∗(t)) + g(Fxnk+1
,x∗(t))]}.

Let G0 be the set of all the discontinuous points of Fx∗,Tx∗(t). Since g, h, and φ are continuous, we obtain

that G0 also is the set of all the discontinuous points of g(Fx∗,Tx∗(t)), h[g(Fx∗,Tx∗(t))] and φ(g(Fx∗,Tx∗(t))).

Moreover, we know that G0 is a countable set. Let G = R+\G0. When t ∈ G\{0} (t is a continuity point of

Fx∗,Tx∗(t)), we have

lim
k→∞

Mt(xnk
, x∗) = max{0, 0, g(Fx∗,Tx∗(t)),

1

2
[g(Fx∗,Tx∗(t)) + 0]} = g(Fx∗,Tx∗(t)).

Letting n→∞ in (2.10), we get

h[g(Fx∗,Tx∗(t))] ≤ h[g(Fx∗,Tx∗(t))]− φ(g(Fx∗,Tx∗(t))).

Thus, φ(g(Fx∗,Tx∗(t))) = 0, that is, g(Fx∗,Tx∗(t)) = 0. Then

Fx∗,Tx∗(t) = H(t), for all t ∈ G. (2.11)

When t ∈ G0 with t > 0, by the density of real numbers, there exist t1, t2 ∈ G such that 0 < t1 < t < t2.

Since the distribution is nondecreasing, we have

1 = H(t1) = Fx∗,Tx∗(t1) ≤ Fx∗,Tx∗(t) ≤ Fx∗,Tx∗(t2) = 1.

This shows that, for all t ∈ G0 with t > 0,

Fx∗,Tx∗(t) = H(t). (2.12)

Combing (2.11) with (2.12), we have Fx∗,Tx∗(t) = H(t), for all t > 0, that is, Tx∗ = x∗.

Hence, in all case, we have Tx∗ = x∗.

Finally, we prove the uniqueness of the fixed point under the additional conditions. In fact, suppose that

there exist x∗, y∗ ∈ Y such that Tx∗ = x∗, Ty∗ = y∗, then we have x∗, y∗ ∈ ∩mi=1Ai.

7
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Since the set of fixed points of T is well ordered, we have x∗ ∈ Ai and y∗ ∈ Ai+1 are comparable. By (2, 1),

we have

h[g(Fx∗,y∗(t))] ≤ h[Mt(x
∗, y∗)]− φ(Mt(x

∗, y∗)), for all t > 0,

where

Mt(x
∗, y∗) = max{g(Fx∗,y∗(t)), g(Fx∗,x∗(t)), g(Fy∗,y∗(t)),

1

2
[g(Fx∗,y∗(t)) + g(Fx∗,y∗(t))]} = g(Fx∗,y∗(t)).

Thus, φ(g(Fx∗,y∗(t))) = 0, that is, g(Fx∗,y∗(t)) = 0. Hence, Fx∗,y∗(t) = 1, for all t > 0. Then x∗ = y∗.

Remark 2.1 Theorem 2.1 generalizes and extends Theorem 2.1 in [6] and Theorem 2.4 in [7].

Corollary 2.1 Let (X,≤) be a partially ordered set and (X,F,∆) be a complete N.A Menger PM-space,

T : X → X be a nondecreasing mapping. Suppose that for comparable x, y ∈ X, we have

g(FTx,Ty(t)) ≤ Φ(max{g(Fx,y(t)), g(Fx,Tx(t)), g(Fy,Ty(t)),
1

2
[g(Fx,Ty(t)) + g(Fy,Tx(t))]}),

for all t > 0, where Φ : [0,∞)→ [0,∞) is a continuous function, Φ(t) < t, for t > 0 and Φ(0) = 0. Also assume

that either

(a) T is continuous or, (b) if a nondecreasing sequence xn → x, then xn ≤ x, for all n ∈ N .

If there exists x0 ∈ X such that x0 ≤ Tx0, then T has a fixed point. Furthermore, the set of fixed points of

T is well ordered if and only if T has a unique fixed point.

Proof. Taking h(x) = x and Φ(t) = t− φ(t) in Theorem 2.1, we can easily obtain the above corollary.

Corollary 2.2 Let (X,≤) be a partially ordered set and (X,F,∆) be a complete N.A Menger PM-space,

T : X → X be a nondecreasing mapping. Suppose that for comparable x, y ∈ X, we have

FTx,Ty(t) ≥ ψ(min{Fx,y(t), Fx,Tx(t), Fy,Ty(t),
1

2
[Fx,Ty(t) + Fy,Tx(t)]}), for all t > 0,

where ϕ : [0, 1] → [0, 1] is a continuous function, t < ψ(t) < 1 for t ∈ [0, 1), ψ(t) = 1 if and only if t = 1. Also

assume that either

(a) T is continuous or, (b) if a nondecreasing sequence xn → x, then xn ≤ x, for all n ∈ N .

If there exists x0 ∈ X such that x0 ≤ Tx0, then T has a fixed point. Furthermore, the set of fixed points of

T is well ordered if and only if T has a unique fixed point.

Proof. Taking h(x) = x and g(t) = 1− t, ψ(t) = t + φ(1− t) in Theorem 2.1, we can easily obtain the above

corollary.

Remark 2.2 Corollary 2.2 generalizes and extends Theorem 2.1 in [22].

Now, we give an example to demonstrate Theorem 2.1.

Example 2.1 . Let X = R+, ∆1(a, b) = max{a+ b− 1, 0}, F be defined by

Fx,y(t) =


0, t ≤ 0,
min{x,y}
max{x,y} , 0 < t ≤ 1,

1, t > 1.

8
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for all x, y ∈ X. Then, for every given x, y ∈ X, it is easy to verify that Fx,y is a distribution function and

(X,F,∆) is a complete N.A Menger PM-space.

In fact, (MS − 1) and (MS − 2) are easy to check. To prove inequality (1.1). We consider the case:

Case 1. If t1 > 1 or t2 > 1, then Fx,z(max{t1, t2}) ≥ ∆1(Fx,y(t1), Fy,z(t2)), for any x, y, z ∈ X.

Case 2. If 0 < t1, t2 ≤ 1 and x ≤ y ≤ z, for x, y, z ∈ R+, then

Fx,z(max{t1, t2})−∆1(Fx,y(t1), Fy,z(t2)) =
x

z
+ 1− (

x

y
+
y

z
) =

(y − x)(z − y)

yz
≥ 0.

Case 3. If 0 < t1, t2 ≤ 1 and y ≤ x ≤ z, for x, y, z ∈ R+, then

Fx,z(max{t1, t2})−∆1(Fx,y(t1), Fy,z(t2)) =
x

z
+ 1− (

y

x
+
y

z
) =

(x+ z)(x− y)

xz
≥ 0.

Case 4. If 0 < t1, t2 ≤ 1 and x ≤ z ≤ y, for x, y, z ∈ R+, then

Fx,z(max{t1, t2})−∆1(Fx,y(t1), Fy,z(t2)) =
x

z
+ 1− (

x

y
+
z

y
) =

(x+ z)(y − z)
yz

≥ 0.

Hence, in all case, we have Fx,z(max{t1, t2}) ≥ ∆1(Fx,y(t1), Fy,z(t2)), for all t1, t2 ∈ R+, that is, 1.1 holds.

Suppose that A1 = [0, 1], A2 = [ 12 , 1], A3 = [ 34 , 1], and Y =
⋃3

i=1Ai. Let f : Y → Y and fx = 1
2 + 1

2x, for

all x ∈ Y ,

Clearly Y =
⋃3

i=1Ai is a cyclic representation of Y with respect to f .

We next prove that it satisfies the conditions of Theorem 2.1, where h(x) = 1
2x, φ(x) = 1

6x, and g(t) = 1− t.
By the definitions of F , g, h and φ, we only need to prove that

Ffx,fy(t) ≥ Qt(x, y) +
1

3
(1−Qt(x, y)) =

2

3
Qt(x, y) +

1

3
, (2.13)

where Qt(x, y) = min{Fx,y(t), Fx,Tx(t), Fy,Ty(t), 12 [Fx,Ty(t) + Fy,Tx(t)]}.

Since fx = 1
2 + 1

2x. If 0 ≤ x ≤ y, for x, y ∈ [0, 1], then we have

Qt(x, y) = min{Fx,y(t), Fx,Tx(t), Fy,Ty(t),
1

2
[Fx,Ty(t) + Fy,Tx(t)]} ≤ Fx,y(t) =

x

y
.

Hence, we consider the following two cases:

Case 1. If 0 < t ≤ 1, we have

Ffx,fy(t)− 2

3
Qt(x, y)− 1

3
≥ x+ 1

y + 1
− 2x

3y
− 1

3
=

(2− y)(y − x)

3(y + 1)y
≥ 0,

which implies that (2.13) holds.

Case 2. If t > 1, by the definition of F , we have

Ffx,fy(t)− 2

3
Qt(x, y)− 1

3
= 0,

which implies that (2.13) holds.

Hence, in all case, we obtain that (2.13) holds.

Thus, all hypotheses of Theorem 2.1 are satisfied, and we deduce that f has a unique fixed point in Y . Here,

x = 1 is the unique fixed point of f .
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3 Coupled fixed point theorems in partially ordered probabilistic

metric spaces

In the section, we will apply the Corollary 2.2 in the Section 2 to prove the coupled fixed point theorems

under contractive conditions in partially ordered probabilistic metric spaces.

Lemma 3.1 If (X,F,∆) is a N.A Menger PM space, then (X2, F̃ ,∆) is also a N.A Menger PM space.

Proof. It is sufficient to prove that, for ã = (x, y), b̃ = (u, v), c̃ = (p, q) ∈ X2,

F̃ã,c̃(max{t1, t2}) ≥ ∆(F̃ã,b̃(t1), F̃b̃,c̃(t2)),

for all t1, t2 ≥ 0. In fact, for all ã = (x, y), b̃ = (u, v), c̃ = (p, q) ∈ X2 and t1, t2 ≥ 0 we have

F̃ã,c̃(max{t1, t2}) = min{Fx,p(max{t1, t2}), Fy,q(max{t1, t2})}

≥ min{∆(Fx,u(t1), Fu,p(t2)),∆(Fy,v(t1), Fv,q(t2))}

≥ ∆(min{Fx,u(t1), Fy,v(t1)},min{Fu,p(t2), Fv,q(t2)})

= ∆(F̃ã,b̃(t1), F̃b̃,c̃(t2)).

The proof is complete.

Theorem 3.1 Let (X,≤) be a partially ordered set and (X,F,∆) be a complete N.A Menger PM-space,

A : X×X → X be a mapping satisfying the mixed monotone property on X. Suppose that for all x, y, u, v ∈ X,

x ≤ u and v ≤ y, we have

FA(x,y),A(u,v)(t) ≥ ψ(min{Fx,u(t), Fy,v(t), Fx,A(x,y)(t), Fu,A(u,v)(t), Fy,A(y,x)(t), Fv,A(v,u)(t),

1

2
[min{Fx,A(u,v)(t), Fy,A(v,u)(t)}+ min{Fu,A(x,y)(t), Fv,A(y,x)(t)}]}),

for all t > 0, where ψ : [0, 1]→ [0, 1] is a continuous function, t < ψ(t) < 1 for t ∈ [0, 1), ψ(t) = 1 if and only if

t = 1. Also assume that either

(a) A is continuous or,

(b) if a nondecreasing sequence xn → x, then xn ≤ x, for all n ∈ N ;

If a nonincreasing sequence xn → x, then y ≤ yn, for all n ∈ N .

If there exist x0, y0 ∈ X such that x0 ≤ A(x0, y0) and A(y0, x0) ≤ y0, then A has a coupled fixed point, that

is, there exist p, q ∈ X such that A(p, q) = p and A(q, p) = q.

Proof. Let X̃ = X ×X, for ã = (x, y), b̃ = (u, v) ∈ X̃, we introduce the order � as

ã � b̃ if and only if x ≤ u, v ≤ y.

It follows from Lemma 1.2 and Lemma 3.1 that (X,�, F̃ ,∆) is also a complete partially ordered N.A Menger

PM-space, where

F̃ã,b̃(t) = min{Fx,u(t), Fy,v(t)}.

The self-mapping T : X̃ → X̃ is given by

T ã = (A(x, y), A(y, x)) for all ã = (x, y) ∈ X̃.

10
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Then a coupled point of A is a fixed point of T and vice versa.

If ã � b̃, then x ≤ u and v ≤ y. Noting the mixed monotone property of A, we see that A(x, y) ≤ A(u, v)

and A(v, u) ≤ A(y, x), then T ã � T b̃. Thus T is a nondecreasing mapping with respect to the order � on X̃.

On the other hand, for all t > 0 and ã = (x, y), b̃ = (u, v) ∈ X̃ with ã � b̃, we have

FA(x,y),A(u,v)(t) ≥ ψ(min{Fx,u(t), Fy,v(t), Fx,A(x,y)(t), Fu,A(u,v)(t), Fy,A(y,x)(t), Fv,A(v,u)(t)

1

2
[min{Fx,A(u,v)(t), Fy,A(v,u)(t)}+ min{Fu,A(x,y)(t), Fv,A(y,x)(t)})

= ψ(min{min{Fx,u(t), Fy,v(t)},min{Fx,A(x,y)(t), Fy,A(y,x)(t)},min{Fu,A(u,v)(t), Fv,A(v,u)(t)},
1

2
[min{Fx,A(u,v)(t), Fy,A(v,u)(t)}+ min{Fu,A(x,y)(t), Fv,A(y,x)(t)})

= ψ(min{F̃ã,b̃(t), F̃ã,T ã(t), Fb̃,T b̃(t),
1

2
[F̃ã,T b̃(t) + F̃T ã,b̃(t)]})

Similarly, FA(y,x),A(v,u)(t) ≥ ψ(min{F̃ã,b̃(t), F̃ã,T ã(t), Fb̃,T b̃(t),
1
2 [F̃ã,T b̃(t) + F̃T ã,b̃(t)]}). Thus,

FT ã,T b̃(t) ≥ ψ(min{F̃ã,b̃(t), F̃ã,T ã(t), Fb̃,T b̃(t),
1

2
[F̃ã,T b̃(t) + F̃T ã,b̃(t)]}).

Also, there exists an x̃0 = (x0, y0) ∈ X̃ such that x̃0 � T x̃0 = (A(x0, y0), A(y0, x0)).

If a nondecreasing monotone sequence {x̃n} = {(xn, yn)} in X̃ tends to x̃ = (x, y), then x̃n = (xn, yn) �
(xn+1, yn+1) = x̃n+1, that is, xn ≤ xn+1 and yn+1 ≤ yn. Thus {xn} is nondecreasing sequence tending to x

and {yn} a nonincreasing sequence tending to y. Thus xn ≤ x and y ≤ yn for all n ∈ N . This implies x̃n � x.

Obviously, the continuity of A implies the continuity of T .

Therefore, all hypotheses of Corollary 2.2 are satisfied. Following Corollary 2.2, we deduce that A has a

coupled point, that is, there exist p, q ∈ X̃ such that A(p, q) = p and A(q, p) = q.

Remark 3.1 Theorem 3.1 generalizes and extends Theorem 71 in [21] and Corollary 2.1 in [22].

4 An application

In this section, using the Theorem 2.1, we establish some fixed results for generalized weak contractions in

partially ordered metric spaces.

Theorem 4.1 Let (X, d,≤) be an ordered complete metric space, T : X → X be a nondecreasing mapping.

Suppose that for comparable x, y ∈ X, we have

d(Tx, Ty) ≤M(x, y)− ϕ(M(x, y)), ∀t > 0, (4.1)

where M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty), 12 [d(x, Ty) + d(y, Tx)]}, ϕ : [0,∞) → [0,∞) is a continuous

function, ϕ(s)
t ≥ ϕ( s

t ), for all t > 0, and ϕ(s) = 0 if and only if s = 0. Also assume that either

(a) T is continuous or, (b) if a nondecreasing sequence xn → x, then xn ≤ x, for all n ∈ N .

If there exists x0 ∈ X such that x0 ≤ Tx0, then T has a fixed point. Furthermore, the set of fixed points of

T is well ordered if and only if T has a unique fixed point.
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Proof. Let (X,F,∆2) be the induced N.A Menger PM-space, where F is defined by Fx,y(t) = e−
d(x,y)

t , for

t > 0, x, y ∈ X. We can easily prove that a sequence {xn} in X converges in the metric d to a point x∗ ∈ X
if and if only {xn} in (X,F,∆2) τ -converges to x∗. Let g ∈ Ω, where g(t) = 1 − t. Since (X, d) is a complete

metric space, then (X,F,∆2) is a τ -complete N.A Menger PM-space of type (D)g .

For x, y ∈ X, x and y are comparable, by (4.1), for t > 0, we have

1− e−
d(Tx,Ty)

t ≤ 1− e−
M(x,y)

t +
ϕ(M(x,y))

t

≤ 1− e−
M(x,y)

t +ϕ(
M(x,y)

t )

= 1− e−
M(x,y)

t − e−
M(x,y)

t [eϕ(
M(x,y)

t ) − 1].

(4.2)

Let φ : [0, 1) → [0,+∞), where φ(u) = [1 − u][eϕ(ln
1

1−u ) − 1], for u ∈ [0, 1]. Since ϕ is continuous and

ϕ−1(0) = 0, then φ also is continuous and φ−1(0) = 0.

Since φ(1− e−
M(x,y)

t ) = e−
M(x,y)

t [eϕ(
M(x,y)

t ) − 1], g(s) = 1− s, and Fx,y(t) = e−
d(x,y)

t , by (4.2), we get

g(FTx,Ty(t)) ≤Mt(x, y)− φ(Mt(x, y)),

for t > 0, where Mt(x, y) = max{g(Fx,y(t)), g(Fx,Tx(t)), g(Fy,Ty(t)), 12 [g(Fx,Ty(t)) + g(Fy,Tx(t))]}.

Thus, all hypotheses of Theorem 2.1 are satisfied, when h(s) = s and m = 1. Then the conclusion holds.
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Abstract

We propose a weak Galerkin finite element procedure for time dependent
reaction-diffusion equation by using weakly defined gradient operators over
discontinuous functions with heterogeneous properties, in which the classical
gradient operator is replaced by the discrete weak gradient. Numerical anal-
ysis and numerical experiments illustrate and confirm that our new method
has effective numerical performances.
Mathematics subject classifications: 65M15, 65M60.

Keywords: Galerkin finite element methods, parabolic equation, weak
gradient, error estimate, numerical experiment.

1. Introduction.

Time dependent reaction-diffusion equations are a large important class of
equations. In this paper, we consider the following time dependent reaction-
diffusion equation:

ut + Au = f(x, t), x ∈ Ω, 0 < t ≤ T, (1a)

u = u0(x), x ∈ Ω, t = 0, (1b)

1Corresponding author, e-mail: fzgao@sdu.edu.cn (Fuzheng Gao).
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with homogenous Dirichlet boundary condition, where Ω is a bounded region

in R2, with a Lipschitz continuous boundary; ut =
∂u

∂t
; and A is a second

order elliptic differential operator:

Au ≡ −∇ · (a∇u) + cu,

where a and c are sufficiently smooth functions of x and satisfy 0 < a∗ ≤
a(x) ≤ a∗ and c(x) ≥ 0 for fixed a∗, a

∗. We define the following bilinear form

a(u, v) :=

∫

Ω

(a∇u · ∇v + cuv)dx. (2)

It is obvious that there is a constant α0 > 0 such that

a(u, u) ≥ α0‖u‖
2
1, ∀u ∈ H1

0 (Ω). (3)

The variational weak form to (1) is: find u = u(x, t) ∈ L2(0, T ; H1
0(Ω)),

such that

(ut, v) + a(u, v) = (f, v), ∀v ∈ H1
0 (Ω), t > 0, (4a)

u(x, 0) = u0(x), x ∈ Ω, (4b)

where (·, ·) denotes the inner product of L2(Ω).
Many numerical methods for solving such problems have been developed,

please see [3, 6, 7, 11, 12, 13, 16] and references in. In [5], a weak Galerkin
finite element method (WG-FEM) was introduced and analyzed for parabolic
equation based on a discrete weak gradient arising from local Raviart-Thomas
(RT ) elements [10]. Due to the use of RT elements, the WG finite element
formulation of [5] was limited to finite element partitions of triangles for two
dimensional problem. To overcome this, we presented a WG-FEM in [4]
with a stabilization term for a diffusion equation without reaction term and
derived optimal convergence rate in L2 norm based on a dual argument tech-
nique for the solution of the WG-FEM. The WG-FEM was first introduced
in [14] for solving second order elliptic problems. Later, the WG-FEMs were
studied from implementation point of view in [8] and applied to solve the
Helmholtz problem with high wave numbers in [9].

The purpose of this paper is to present a weak Galerkin (WG) finite
element procedures using more flexible elements in arbitrary unstructured
meshes for time dependent reaction-diffusion problem, and derive optimal
convergence rate in the H1 norm.
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The outline of this article is as follows. In Section 3, we define the weak
gradient and present semi-discrete and fully-discrete WG-FEMs for problem
(1). In Section 4, we establish the optimal order error estimates in H1-norm
to the WG-FEMs for the parabolic problem. Finally in Section 5 we give
some numerical examples to verify the theory.

Throughout this paper, the notations of standard Sobolev spaces L2(Ω),
Hk(Ω) and associated norms ‖ · ‖ = ‖ · ‖L2(Ω), ‖ · ‖k = ‖ · ‖Hk(Ω) are adopted.

2. A weak gradient operator and its discrete approximation

Let T be any polygonal domain with interior T 0 and boundary ∂T . A
weak function on the region T refers to a function v = {v0, vb} such that

v0 ∈ L2(T ) and vb ∈ H
1

2 (∂T ). v0 represents the value of v on T 0 and vb

represents that of v on ∂T . Note that vb may not necessarily be related to
the trace of v0 on ∂T . Denote by W (T ) the space of weak function associated
with T ; i.e.,

W (T ) =
{

v = {v0, vb} : v0 ∈ L2(T ), vb ∈ H
1

2 (∂T )
}

. (5)

Definition 2.1. [14] The dual of L2(T ) can be identified with itself by using
the standard L2 inner product as action of linear functional. With a similar
interpretation, for any v ∈ W (T ), the weak gradient of v is defined as a
linear functional ∇wv in the dual space of H(div, T ) whose action on each
q ∈ H(div, T ) is given by

(∇wv, q)T := −

∫

T

v0∇ · qdT +

∫

∂T

vbq · nds, (6)

where n is the outer normal direction to ∂T .

Next, we introduce a discrete weak gradient operator by defining ∇w

in a polynomial subspace of H(div, T ). To this end, for any non-negative
integer r ≥ 0, denote by Pr(T ) the set of polynomials on T with degree no
more than r. Let V (K, r) ⊂ [Pr(T )]2 be a subspace of the space of vector-
valued polynomials of degree r. A discrete weak gradient operator, denoted
by ∇w,r, is defined so that ∇w,rv ∈ V (T, r) is the unique solution of the
following equation

(∇w,rv, q)T := −

∫

T

v0∇ · qdT +

∫

∂T

vbq · nds, ∀q ∈ V (T, r). (7)

It is easy to know that ∇w,r is a Galerkin-type approximation of the weak
gradient operator ∇w by using the polynomial space V (T, r).

3
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3. Weak Galerkin finite element methods

Let Th be a regular finite element grid on Ω with mesh size h. Assume
that the partition Th is shape regular so that the routine inverse inequality
in the finite element analysis holds true (see [2]). In the general spirit of the
Galerkin procedure, we shall design a weak Galerkin finite element method
for (4) by the following two basic principles: (1) replace H1(Ω) by a space
of discrete weak functions defined on the finite element partition Th and
the boundary of triangular elements; and (2) replace the classical gradient
operator by a discrete weak gradient operator ∇w for weak functions on each
triangle T .

For each T ∈ Th, denote by Pj(T
0) the set of polynomials on T 0, which is

the interior of triangle T , with degree no more than j, and Pl(∂T ) the set of
polynomials on ∂T with degree no more than l (i.e., polynomials of degree
l on each line segment of ∂T ). A discrete weak function v = {v0, vb} on T
refers to a weak function v = {v0, vb} such that v0 ∈ Pj(T

0) and vb ∈ Pl(∂T )
with j ≥ 0 and l ≥ 0. Denote this space by W (T, j, l), i.e.,

W (T, j, l) := {v = {v0, vb} : v0 ∈ Pj(T
0), vb ∈ Pl(∂T )}.

The corresponding FE space would be defined by matching W (T, j, l) over
all the triangles T ∈ Th as

Vh := {v = {v0, vb} : {v0, vb}|T ∈ W (T, j, l), ∀T ∈ Th}. (8)

Denote by V 0
h the subspace of Vh with zero boundary values on ∂Ω; i.e.,

V 0
h := {v = {v0, vb} ∈ Vh, vb |∂T

⋂

∂Ω= 0, ∀T ∈ Th}. (9)

According to (7), for each v = {v0, vb} ∈ V 0
h , the discrete weak gradient

∇w,rv of v on each element T is given by the following equation:
∫

T

∇w,rv · qdx = −

∫

T

v0∇ · qdx +

∫

∂T

vbq · nds, ∀q ∈ V (T, r). (10)

For simplicity of notation, we shall drop the subscript r in the discrete
weak gradient operator ∇w,r from now on. Now, we define the semi-discrete
weak Galerkin finite element scheme for (1) as: find uh = {u0, ub}(·, t) ∈
V 0

h (0 ≤ t ≤ T ) such that

(uh,t, v) + aw(uh, v) = (f, v0),∀ v = {v0, vb} ∈ V 0
h , t > 0, (11a)

uh(x, 0) = Qhu
0(x), x ∈ Ω, (11b)

4
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where the bilinear form aw(·, ·) is defined as

aw(v, w) =
∑

T∈Th

∫

T
(a∇wv · ∇ww + cv0w0)dx

+
∑

T∈Th

h−1
T < v0 − vb, w0 − wb >∂T ,

(12)

and Qhu = {Q0u, Qbu} is the L2 projection onto Pj(T
0) × Pl(∂T ). In other

words, on each element T , the function Q0u is defined as the L2 projection
of u on Pj(T ) and on ∂T , Qbu is the L2 projection in Pl(∂T ). Hereafter, we
choose l = j.

Let {ϕi(x) : i = 1, 2, · · · , N}, where N = dim(V 0
h ), be the bases of V 0

h .
For example, when j = 0 in Pj(T ), ϕi is a function which takes value one in
the interior of triangle T of Th and zero everywhere else; and ϕi is a function
that takes value one on the edge e ∈ ∂T and zero everywhere else. Then (11)
can be expressed as: find a solution of the form

uh = {u0, ub} =

N
∑

i=1

µj(t)ϕi(x),

such that its coefficients µ1(t), µ2(t), · · · , µN satisfy

N
∑

i=1

[
dµi(t)

dt
(ϕi, ϕj) + µiaw(ϕi, ϕj)] = (f, ϕj), t > 0. (13)

By Introducing the following matrix and vector notations:

M = [mij ] = [(ϕi, ϕj)], K = [kij ] = [aw(ϕi, ϕj)],

µ = [µ1, µ2, · · · , µN ]T ,F = [(f, ϕ1), (f, ϕ2), · · · , (f, ϕN)]T ,

then (13) can be rewritten as

M
dµ

dt
+ Kµ = F. (14)

M and K are positive definite matrix. The ordinary differential equation
(ODE) theory tells us that the semi-discrete WG scheme has a unique solu-
tion for any f ∈ L2(Ω).

Define a norm |‖ · ‖|w,1 as

|‖v‖|w,1 :=

√

∑

T∈Th

(‖∇wv‖2
0,T + ‖v‖2

0,T + h−1
T ‖v0 − vb‖2

0,∂T ), (15)

5
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which is a H1-equivalent norm for conventional finite element functions, since
the presence of the L2(T ) term renders the norm to be an equivalent H1 norm
for any H1 function, regardless the value of their zeroth order traces on ∂T ;
where ‖v‖2

0,T =
∫

T
v2dx and ‖v0 − vb‖

2
0,∂T =

∫

∂T
(v0 − vb)

2ds. Moreover, the
following Poincaré inequality holds true for functions in V 0

h .

Lemma 3.1. Assume that the finite element partition Th is shape regular.
Then there exists a constant C independent of the mesh size h such that

‖v‖ ≤ |‖v‖|w,1, ∀ v = {v0, vb} ∈ V 0
h . (16)

Let us now return to our semi-discrete problem in the formulation (11).
A basic stability inequality for problem (1) with f = 0, for simplicity, is as
follows:

Theorem 3.1. For the numerical solution to scheme (11) with initial setting
(11b), there is a L2-stability as follows

d

dt

∫

Ω

u2
h(x, t)dx ≤ 0. (17)

Proof. Taking v = uh in (11a), with f = 0, we get

(uh,t(t), uh(t)) + aw(uh(t), uh(t)) = 0.

From the definition of bilinear form aw(·, ·) in (12), we know that

aw(uh(t), uh(t)) ≥ 0.

Based on this fact,

1

2

d

dt

∫

Ω

u2
h(t)dx =

1

2

d

dt
(uh(t), uh(t)) = (uh,t(t), uh(t)) ≤ 0.

This completes the proof. �

Let τ denote the time step size, and tn = nτ (n = 0, 1, · · · ), un
h :=

uh(tn) = {un
0 , u

n
b }. At time t = tn, using backward difference quotient

∂̄tu
n
h = (un

h − un−1
h )/τ
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to approximate the differential quotient uh,t in the semi-discrete scheme (11),
we get the fully-discrete WG-FE scheme: find un

h = {un
0 , u

n
b } ∈ V 0

h for n =
1, 2, · · · , such that

∑

T∈Th

(∂̄tu
n
h, vh)T + aw(un

h, vh) =
∑

T∈Th

(fn, v0)T ,∀vh = {v0, vb} ∈ V 0
h , (18a)

u0
h = Qhu

0(x). (18b)

From (12), for v, w ∈ V 0
h , we get

aw(v, v) ≥ α0|‖v‖|
2
w,1, ∀v ∈ V 0

h ,

and
aw(v, w) ≤ C∗|‖v‖|w,1‖|w‖|w,1,

which guarantees the existence and uniqueness of the solution un
h = {un

0 , u
n
b }

to (18) for a given un−1
h = {un−1

0 , un−1
b }.

4. Error estimate

In this section we will present a priori error estimates in H1-norm for the
semi-discrete scheme (11) and fully-discrete scheme (18) for smooth solutions
of (1).

For simplicity, we assume that diffusion coefficient a is piecewise constant
with respect to the finite element partition Th. The corresponding results can
be extended to the case of variable coefficients provided that the coefficient
function a is sufficiently smooth.

Below we denote C (maybe with indicates) as a positive constant de-
pending solely on the exact solution, which may have different values in each
occurrence.

4.1. Preliminaries

4.1.1. Sobolev space definitions and notations

Let Ω be any domain in R2. In this paper, we adopt the standard defini-
tion for the Sobolev space W s,r(Ω), which consists of functions with (distri-
butional) derivatives of order less than or equal to s in Lr(Ω) for 1 ≤ r ≤ +∞
and integer s. And their associated inner products (·, ·)s,r,Ω, norms ‖ · ‖s,r,Ω,
and seminorms | · |s,r,Ω. Further, ‖ · ‖∞,Ω represents the norm on L∞(Ω), and
‖ · ‖L∞([0,T ];W s,r(Ω)) the norm on L∞([0, T ]; W s,r(Ω)). See Adams [1] for more
details.
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4.1.2. Properties of finite element space

In our analysis, we shall use two kinds of polynomial finite element spaces
associated with each element T ∈ Th. one is a scalar polynomial space Pk(T ),
in which the degree of polynomial is no more than k on T 0 and ∂T , and the
other is the vector value polynomial space [Pk−1(T )]2 which is used to define
the discrete weak gradient ∇w in (10). For convenience, we denote [Pk−1(T )]d

by Gk−1(T ), which is called a local discrete gradient space.
In addition, we define the local L2-projection of the vector value function

w(x) in this paper by Qhw(x). It is defined in each element T ∈ Th as the
unique vector value function in Gk−1(T ) such that

∫

T

Qhw(x) · q(x)dx =

∫

T

w(x) · q(x)dx, ∀q(x) ∈ Gk−1(T ). (19)

The following three lemmas are listed without any proof. Their proofs
can be found in [14].

Lemma 4.1. Let Qh be the L2 projection operator. Then, on each element
T ∈ Th, we have the following relation

∇w(Qhφ) = Qh(∇φ), ∀φ ∈ H1(Ω). (20)

Lemma 4.2. Let T be an element with e ∈ ∂T is a portion of its boundary.
For any function φ ∈ H1(T ), the following trace inequality is valid for general
meshes (see [14] for details):

‖φ‖2
e ≤ C(h−1

T ‖φ‖2
T + hT‖∇φ‖2

T ). (21)

Lemma 4.3. Let Th be a finite element partition of domain Ω satisfying
corresponding shape regularity assumptions as specified in [15]. Then, for
any φ ∈ Hk+1(Ω), we have

∑

T∈Th

‖φ − Q0φ‖
2
T +

∑

T∈Th

h2
T‖∇(φ − Q0φ)‖2

T ≤ Ch2(k+1)‖φ‖2
k+1. (22)

∑

T∈Th

‖a(∇φ −Qh(∇φ))‖2
T ≤ Ch2k‖φ‖2

k+1. (23)

Lemma 4.4. Assume that Th is shape regular. We have the following relation

|
∑

T∈Th

h−1
T < Q0w − Qbw, v0 − vb >∂T | ≤ Chk‖w‖k+1|‖v‖|w,1, (24)
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and

|
∑

T∈Th

< a(∇w −Qh∇w) · n, v0 − vb >∂T | ≤ Chk‖w‖k+1|‖v‖|w,1 (25)

for ∀w ∈ Hk+1(Ω) and v = {v0, vb} ∈ V 0
h .

4.2. Error estimate for semi-discrete WG scheme

In this section, we analyze semi-discrete WG scheme (11) first.

Theorem 4.1. Let u(x, t) and uh(x, t) be the solutions to the problem (1)
and the semi-discrete WG scheme (11), respectively. Assume that the exact
solution has a regularity such that u, ut ∈ Hk+1(Ω). Then, there exists a
constant C such that

|‖u − uh‖|
2
w,1 ≤ C[|‖u0 − u0

h‖|
2
w,1 + h2k

∫ T

0
(h2‖ut‖

2
k+1 + ‖u‖2

k+1)dt]. (26)

Proof Let
ρ = u − Qhu, e = Qhu − uh. (27)

where Qh is the local L2-projection operator and e = {e0, eb} = {Q0u −
u0, Qbu − ub}. Then we have

u − uh = ρ + e. (28)

To estimate ρ, we apply Lemma 4.3 and 4.4. We start by estimating e. Since
u and uh satisfy (4) and (11) respectively, we have

(ut − uh,t, v) + a(u, v) − aw(uh, v) = 0, ∀v ∈ V 0
h .

Further,

(ut − Qhut + Qhut − uh,t, v) + a(u, v) − aw(uh, v) = 0, ∀v ∈ V 0
h ,

i.e.,
(et, v) + a(u, v) − aw(uh, v) = −(ρt, v), ∀v ∈ V 0

h . (29)

In the following, we analyze the term a(u, v) − aw(uh, v). Recalling the def-
initions of a(u, v) and aw(uh, v) and noting that

∑

T∈Th

< a∇u · n, vb >∂T = 0,

9
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we derive

a(u, v) − aw(uh, v)
=

∑

T∈Th

[(a∇u,∇v)T + (cu, v)T ] −
∑

T∈Th

< a∇u · n, v >∂T

−
∑

T∈Th

[(a∇wuh,∇wv)T + (cuh, v)T ] −
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

=
∑

T∈Th

[(a∇u,∇v)T + (cu, v)T ] −
∑

T∈Th

< a∇u · n, v0 − vb >∂T

−
∑

T∈Th

[(a∇wuh,∇wv)T + (cuh, v)T ] −
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

.

Further, we have

a(u, v) − aw(uh, v)
=

∑

T∈Th

[(a∇u,∇v)T − (a∇wuh,∇wv)T ]

+
∑

T∈Th

[(cu, v)T − (cuh, v)T ] −
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

−
∑

T∈Th

< a∇u · n, v0 − vb >∂T

=
∑

T∈Th

[(a∇u,∇v)T − (a∇wQhu,∇wv)T

+(a∇wQhu,∇wv)T − (a∇wuh,∇wv)T ]
+

∑

T∈Th

[(cu, v)T − (cuh, v)T ] −
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

−
∑

T∈Th

< a∇u · n, v0 − vb >∂T .

(30)

From the definitions of the weak discrete gradient ∇w and the projection Qh,
as well as the expressions in (10) and (20), we get

(a∇wQhu,∇wv)T = (aQh(∇u),∇wv)T = (∇wv, aQh(∇u))T

= −(v0,∇ · (aQh(∇u)))T+ < vb, aQh(∇u) · n) >∂T

= (∇v0, aQh(∇u))T− < v0 − vb, aQh(∇u) · n >∂T

= (a∇u,∇v0)T− < v0 − vb, aQh(∇u) · n >∂T .

(31)

Substituting (31) into (30) arrives at

a(u, v) − aw(uh, v) =
∑

T∈Th

[(a∇we,∇wv)T + (cρ, v)T + (ce, v)T ]

−
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

+
∑

T∈Th

< a(Qh(∇u) −∇u) · n, v0 − vb >∂T .

(32)

10

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1095 Fuzheng Gao et al 1086-1102



Combining (29) with (32) gives

(et, v) +
∑

T∈Th

[(a∇we,∇wv)T + (cρ, v)T + (ce, v)T ]

−
∑

T∈Th

h−1
T < u0 − ub, v0 − vb >∂T

+
∑

T∈Th

< a(Qh(∇u) −∇u) · n, v0 − vb >∂T = −(ρt, v).

(33)

Adding the term
∑

T∈Th

h−1
T < Q0u−Qbu, v0 − vb >∂T to both sides of (33), we

have

(et, v) + aw(e, v)
= −(ρt, v) −

∑

T∈Th

(cρ, v)T +
∑

T∈Th

h−1
T < Q0u − Qbu, v0 − vb >∂T

+
∑

T∈Th

< a(∇u −Qh(∇u)) · n, v0 − vb >∂T .
(34)

Choosing the test function v = et in (34), we have

‖et‖
2
0 +

1

2

d

dt
aw(e, e)

= −(ρt, et) −
∑

T∈Th

(cρ, et)T +
∑

T∈Th

h−1
T < Q0u − Qbu, e0,t − eb,t >∂T

+
∑

T∈Th

< a(∇u −Qh(∇u)) · n, e0,t − eb,t >∂T

= −(ρt, et) − (cρ, et) +
∑

T∈Th

h−1
T < Q0u − Qbu, e0,t − eb,t >∂T

+
∑

T∈Th

< a(∇u −Qh(∇u)) · n, e0,t − eb,t >∂T

≡ R1 + R2 + R3 + R4.
(35)

We estimate each term of R1, R2, R3 and R4, separately.
For R3 and R4, we use Lemma 4.4, yielding:

|R3| ≤ Chk‖u‖k+1‖|et‖|w,1, |R4| ≤ Chk‖u‖k+1‖|et‖|w,1. (36)

The other two terms R1 and R2 can be bound by applying the Hölder
inequality and Lemma 3.1, i.e.,

|R1| = | − (ρt, et)| ≤ C‖ρt‖‖et‖ ≤ C‖ρt‖
2
0 +

1

2
‖et‖

2
0. (37)

|R2| = | − (cρ, et)| ≤ C‖ρ‖‖et‖ ≤ C‖ρ‖2
0 +

1

2
‖et‖

2
0. (38)
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Substituting (37), (38) and (36) into (35) leads to:

1

2

d

dt
aw(e, e) ≤ C(‖ρ‖2 + ‖ρt‖

2 + hk‖u‖k+1‖|et‖|w,1) (39)

Integrating (39) with respect to t from 0 to T , we have

aw(e(T ), e(T )) − aw(e(0), e(0))

≤ C[
∫ T

0
‖ρ‖2dt +

∫ T

0
‖ρt‖

2dt + hk
∫ T

0
‖u‖k+1‖|et‖|w,1dt)]

≤ C[
∫ T

0
‖ρ‖2dt +

∫ T

0
‖ρt‖

2dt + h2k
∫ T

0
‖u‖2

k+1dt +
∫ T

0
‖|et‖|

2
w,1dt].

(40)

By virtue of Lemma 4.3,

‖ρt‖0 = ‖ut − Qhut‖0 ≤ Chk+1‖ut‖k+1. (41)

A combination of (22) and (40)-(41) with Gronwall lemma leads to (26). �

4.3. Error estimate for fully discrete WG scheme

Theorem 4.2. Let u and {un
h} be the solutions to the parabolic equation (1)

and the fully discrete WG scheme (18), respectively. Then

‖u(tn) − un
h‖

2
w,1

≤ C{‖u0 − u0
h‖

2
w,1 + h2k[(‖u0‖2

k+1 +
∫ tn

0
‖ut‖

2
k+1dt) + τ

n
∑

i=1

‖ui‖2
k+1]

+τ 2
∫ tn

0
‖utt‖

2
0dt}.

(42)

Proof Set
ρn = u(tn) − Qhu(tn), en = Qhu(tn) − un

h,

then
u(tn) − un

h = ρn + en (43)

It follows from Lemma 4.3 that

|‖ρn‖|w,1 ≤ C‖ρn‖1 ≤ Chk‖u(tn)‖k+1 ≤ Chk[‖u0‖k+1+

∫ tn

0

‖uτ‖k+1dτ ] (44)

In (4a), we set t = tn we have

(un
t , v) + a(un, v) = (fn, v), (45)
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where un
t denotes the value of derivative

∂u(x, t)

∂t
at t = tn, and similar

definitions to un and fn. Subtracting (18a) from (45), then we have

(un
t − ∂̄tu

n
h, v) + a(un, v) − aw(un

h, v) = 0, (46)

further

(∂̄te
n, v) + a(un, v) − aw(un

h, v) = (∂̄tQhu(tn) − un
t , v). (47)

For the term a(un, v) − aw(un
h, v), taking the same measures used in the

analysis course of semi-discrete case, we have

(∂̄te
n, v) + aw(en, v)

= (∂̄tQhu(tn) − un
t , v) −

∑

T∈Th

(cρn, v)T

+
∑

T∈Th

h−1
T < Q0u

n − Qbu
n, v0 − vb >∂T

+
∑

T∈Th

< a(∇un −Qh(∇un)) · n, v0 − vb >∂T .

(48)

Let LL1, LL2 be the two terms of the left hand side (LHS) of the equation
(48) and RR1, RR2, RR3, RR4 be the four terms of the right hand side (RHS)
of (48), respectively. Nest, we choose the test function v = ∂̄te

n in (48), and
estimate these six terms consecutively.

For the two terms LL1, LL2 of the LHS of the error equation, we have

|LL1| = |(∂̄te
n, ∂̄te

n)| = ‖∂̄te
n‖2

0. (49)

Note that
aw(en, en) ≥ α0|‖e

n‖|2w,1,

and
aw(en, en−1) ≤ C∗‖|en‖|w,1‖|e

n−1‖|w,1.

using the weighted Hölder inequality and choosing a suitable weight ǫ , such
that ǫ < α0 and

aw(en, en−1) ≤ ǫ‖|en‖|2w,1 + C‖|en−1‖|2w,1.

|LL2| ≥
1

τ
[(α0 − ǫ)‖|en‖|2w,1 − C‖|en−1‖|2w,1]. (50)
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The terms RR1 through RR4 in the RHS of (48) are estimated as follows:

|RR1| ≤ C‖∂̄tQhu(tn)−un
t ‖

2 +
1

2
‖∂̄te

n‖2
0, |RR2| ≤ C‖ρn‖2 +

1

2
‖∂̄te

n‖2
0. (51)

|RR3| ≤ Chk‖un‖k+1‖|∂̄te
n‖|w,1

≤ Ch2k‖un‖2
k+1 +

C1

τ
(‖|en‖|2w,1 + ‖|en−1‖|2w,1),

|RR4| ≤ Chk‖un‖k+1‖|∂̄te
n‖|w,1

≤ Ch2k‖un‖2
k+1 +

C1

τ
(‖|en‖|2w,1 + ‖|en−1‖|2w,1),

(52)

where C1 has to be less than
1

2
(α0 − ǫ). A combination of (48)-(52) leads to

|‖en‖|2w,1

≤ β‖|en−1‖|2w,1 + Cτ(‖∂̄tQhu(tn) − un
t ‖

2
0 + ‖ρn‖2

0 + h2k‖un‖2
k+1)

≤ β|‖e0‖|2w,1 + Cτ
n
∑

i=1

(‖∂̄tQhu(ti) − ui
t‖

2
0 + ‖ρi‖2

0 + h2k‖ui‖2
k+1),

(53)

where β =
2C1 + C

α0 − ǫ − 2C1
.

Introducing zi = ∂̄tQhu(ti) − ui
t, and writing zi = zi

1 + zi
2, where

zi
1 = ∂̄tQhu(ti) − ∂̄tu(ti) =

1

τ

∫ ti

ti−1

(Qh − I)utdt,

and

zi
2 = ∂̄tu(ti) − ut(t

i) = −
1

τ

∫ ti

ti−1

(t − ti−1)uttdt.

From Lemma 4.3,
n
∑

i=1

‖zi
1‖

2
0 ≤ Cτ−2

n
∑

i=1

(
∫ ti

ti−1

Chk+1‖ut‖k+1dt)2

≤ Cτ−1hk+1
∫ tn

0
‖ut‖

2
k+1dt.

(54)

Similarly
n

∑

i=1

‖zi
2‖

2
0 ≤

n
∑

i=1

(

∫ ti

ti−1

‖utt‖0dt)2 = τ

∫ tn

0

‖utt‖
2
0dt (55)

Again by Lemma 4.3,

|‖e0‖|2w,1 = |‖Qhu
0 − u0

h‖|
2
w,1 = |‖Qhu

0 − u0 + u0 − u0
h‖|

2
w,1

≤ Ch2k‖u0‖2
k+1 + ‖|u0 − u0

h‖|
2
w,1.

(56)

A combination of (53), (44) and (54)-(56) leads to (42). �
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5. Numerical Experiment

In this section, we give three numerical examples using scheme (18) and
consider the following parabolic problem [11]

ut − div(D∇u) = f, in Ω × J, (57)

with proper Dirichlet boundary and initial conditions. For simplicity, we let
D = 1, 10; Ω = (0, 1)×(0, 1) be unit square; and the time interval J = (0, T )
be (0, 1), in all three numerical examples. One can determine the initial and
boundary conditions and source term f(x, t) according to the corresponding
analytical solution of each example.

We construct triangular mesh as follows. Firstly, we partition the square
domain Ω = (0, 1) × (0, 1) into N × N sub-squares uniformly to obtain the
square mesh. Secondly, we divide each square element into two triangles by
the diagonal line with a negative slope so that we complete the constructing
of triangular mesh.

In the first example, the analytical solution is

u = sin(πx) sin(πy) exp(−t). (58)

For a set of simulations, different mesh sizes h = 1/N(N = 4, 8, 16, 32, 64)
and different diffusion coefficients D = 1 and D = 10 are taken, and their
corresponding discrete norms errors and convergence rates (CR) are listed in
Table 1 for D = 1 and D = 10. Here |‖ · ‖|w,1 is defined as discrete version
of the definition of (15) without the term ‖v‖2

0,T .

Table 1: Numerical results of the fist example for D = 1 and D = 10.

D = 1 D = 10
h |||u − uh|||w,1 CR |||u − uh|||w,1 CR

2.5000e-01 1.6044e-01 1.2252e+00
1.2500e-01 8.0594e-02 0.99 6.0921e-01 1.01
6.2500e-02 4.0329e-02 1.00 3.0412e-01 1.00
3.1250e-02 2.0165e-02 1.00 1.5200e-01 1.00
1.5625e-02 1.0082e-02 1.00 7.5990e-02 1.00

In the second example, the analytical solution is

u = x(1 − x)y(1 − y) exp(x − y − t). (59)
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Numerical error results and CRs are listed in Table 2 for D = 1 and D = 10
based on the same triangular mesh as those of the first example.

Table 2: Numerical results of the second example for D = 1 and D = 10.

D = 1 D = 10
h |||u − uh|||w,1 CR |||u − uh|||w,1 CR

2.5000e-01 1.5858e-02 1.2052e-01
1.2500e-01 7.9786e-03 0.99 5.9967e-02 1.01
6.2500e-02 3.9940e-03 1.00 2.9945e-02 1.00
3.1250e-02 1.9973e-03 1.00 1.4967e-02 1.00
1.5625e-02 9.9864e-04 1.00 7.4829e-03 1.00

In the third example, the analytical solution is

u = x(1 − x)y(1 − y) exp(x + y + t). (60)

Numerical error results and CRs are listed in Table 3 for D = 1 and D = 10
based on the same triangular mesh as those of the first example.

Table 3: Numerical results of the third example for D = 1 and D = 10.

D = 1 D = 10
h |||u − uh|||w,1 CR |||u − uh|||w,1 CR

2.5000e-01 3.1035e-01 2.3672e+00
1.2500e-01 1.5916e-01 0.96 1.1977e+00 0.98
6.2500e-02 8.0078e-02 0.99 6.0062e-01 1.00
3.1250e-02 4.0099e-02 1.00 3.0052e-01 1.00
1.5625e-02 2.0056e-02 1.00 1.5029e-01 1.00

All three numerical examples show good agreement with the theoretical
results in Section 4, which show that the WG-FEM (18) is stable and first
order convergent in H1 norm.
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1 Introduction and Preliminaries

In 2007 Huang and Zhang[1] introduced cone metric space and proved some fixed point

theorems of contractive mappings in such spaces. Since then, some authors proved lots

of fixed point theorems for contractive or expansive mappings in cone metric spaces that

expanded certain fixed point results in metric spaces (see [2-14]). However, recently, it is

not an attractive topic since some authors have appealed to the equivalence of some metric

and cone metric fixed point results (see [21-24]). Recently [13] introduced the concept of

cone metric space with Banach algebra and obtained some fixed point theorems in such

spaces. Moreover, the authors of [13] gave an example to illustrate that the non-equivalence

of fixed point theorems between cone metric spaces over Banach algebras and metric spaces

∗Corresponding author: E-mail: xushaoyuan@126.com
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(in usual sense). As a result, it is necessary to further investigate fixed point theorems in

cone metric spaces over Banach algebras. In this paper, we generalize the famous Banach

expansive mapping theorems as follows:

Let (X, d) be a complete cone metric space over Banach algebra A and K be a cone

in A. Suppose the mapping T : X → X is onto and satisfies the generalized expansive

condition:

d(Tx, Ty) º kd(x, y),

for all x, y ∈ X, where k, k−1 ∈ K are generalized constants with ρ(k−1) < 1. Then T has

an unique fixed point in X.

Further, we give some other fixed point theorems for expansive mappings with gener-

alized constants in cone metric spaces over Banach algebras. In addition, all cones are not

necessarily normal ones. In these cases, our main results are not equivalent to those in

metric spaces (see [7]).

For the sake of completeness, we introduce some basic concepts as follows:

Let A be a Banach algebras with a unit e, and θ the zero element of A. A nonempty

closed convex subset K of A is called a cone if and only if

(i) {θ, e} ⊂ K;

(ii) K2 = KK ⊂ K, K
⋂

(−K) = {θ};
(iii) λK + µK ⊂ K for all λ, µ ≥ 0.

On this basis, we define a partial ordering ¹ with respect to K by x ¹ y if and only

if y − x ∈ K, we shall write x ≺ y to indicate that x ¹ y but x 6= y, while x ¿ y will

indicate that y − x ∈ intK, where intK stands for the interior of K. If intK 6= ∅, then K

is called a solid cone. Write ‖ · ‖ as the norm on A. A cone K is called normal if there is

a number M > 0 such that for all x, y ∈ A,

θ ¹ x ¹ y ⇒ ‖x‖ ≤ M‖y‖.

The least positive number satisfying above is called the normal constant of K. An element

x ∈ A is said to be invertible if there is an element y ∈ A such that yx = xy = e. The

inverse of x is denoted by x−1. For more details, we refer to [10, 13].

In the following we always suppose that A is a real Banach algebra with a unit e, K is

a solid cone in A and ¹ is a partial ordering with respect to K.

Definition 1.1([13]) Let X be a nonempty set and A a Banach algebra. Suppose that

the mapping d : X ×X → A satisfies:

2
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(i) θ ≺ d(x, y) for all x, y ∈ X with x 6= y and d(x, y) = θ if and only if x = y;

(ii) d(x, y) = d(y, x) for all x, y ∈ X;

(iii) d(x, y) ¹ d(x, z) + d(z, y) for all x, y, z ∈ X.

Then d is called a cone metric on X, and (X, d) is called a cone metric space over Banach

algebra A.

Definition 1.2([2]) Let (X, d) be a cone metric space, x ∈ X and {xn} a sequence in

X. Then

(i) {xn} converges to x whenever for every c ∈ A with θ ¿ c there is a natural number

N such that d(xn, x) ¿ c for all n ≥ N, we denote this by lim
n→∞

xn = x or xn → x (as

n →∞).

(ii) {xn} is a Cauchy sequence whenever for every c ∈ A with θ ¿ c there is a natural

number N such that d(xn, xm) ¿ c for all n,m ≥ N .

(iii) (X, d) is a complete cone metric space if every Cauchy sequence is convergent.

Lemma 1.3 ([7]) Let u, v, w ∈ A. If u ¹ v and v ¿ w, then u ¿ w.

Lemma 1.4 ([7]) Let A be a Banach algebra and {an} a sequence in A. If an → θ

(n →∞), then for any c À θ, there exists N such that for all n > N , one has an ¿ c.

Lemma 1.5 ([10]) Let A be a Banach algebra with a unit e, x ∈ A, then lim
n→∞

‖xn‖ 1
n

exists and the spectral radius ρ(x) satisfies

ρ(x) = lim
n→∞

‖xn‖ 1
n = inf ‖xn‖ 1

n .

If ρ(x) < |λ|, then λe− x invertible in A, moreover,

(λe− x)−1 =
∞∑
i=0

xi

λi+1
,

where λ is a complex constant.

Lemma 1.6([10]) Let A be a Banach algebra with a unit e, a, b ∈ A. If a commutes with

b, then

ρ(a + b) ≤ ρ(a) + ρ(b), ρ(ab) ≤ ρ(a)ρ(b).

Lemma 1.7([20])) Let K be a cone in a Banach algebra A and k ∈ K be a given vector.

Let {un} be a sequence in K. If for each c1 À θ, there exists N1 such that un ¿ c1 for all

n > N1, then for each c2 À θ, there exists N2 such that kun ¿ c2 for all n > N2.

Lemma 1.8([20]) If A is a Banach algebra with a solid cone K and ‖xn‖ → 0(n →∞),

then for any θ ¿ c, there exists N such that for all n > N , we have xn ¿ c.

Remark 1.9 Let A be a Banach algebra and k ∈ A. If ρ(k) < 1, then lim
n→∞

‖kn‖ = 0.
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2 Main results

In this section, we shall prove some fixed point theorems for expansive mappings in the

setting of non-normal cone metric spaces over Banach algebras. Furthermore, we display

two examples to support our main conclusions.

Theorem 2.1 Let (X, d) be a complete cone metric space over Banach algebra A and

K be a solid cone in A. Suppose that the mapping T : X → X is onto and satisfies the

expansive expansive condition:

d(Tx, Ty) º kd(x, y) + ld(Tx, y), (2.1)

for all x, y ∈ X, where k, l, k−1 ∈ K are two generalized constants. If e − l ∈ K and

ρ(k−1) < 1, then T has a fixed point in X.

Proof Since T is an onto mapping, for each x0 ∈ X, there exists x1 ∈ X such that

Tx1 = x0. Continuing this process, we can define {xn} by xn = Txn+1(n = 0, 1, 2, . . .).

Without loss of generality, we assume xn−1 6= xn for all n ≥ 1. According to (2.1), we have

d(xn, xn−1) = d(Txn+1, Txn)

º kd(xn+1, xn) + ld(Txn+1, xn)

= kd(xn+1, xn) + ld(xn, xn)

= kd(xn+1, xn),

then

d(xn+1, xn) ¹ k−1d(xn, xn−1).

Letting k−1 = h we get

d(xn+1, xn) ¹ hd(xn, xn−1) ¹ · · · ¹ hnd(x1, x0).

4

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1106 Binghua Jiang et al 1103-1114



So by the triangle inequality and ρ(h) < 1, for all m > n, we see

d(xm, xn) ¹ d(xm, xm−1) + d(xm−1, xm−2) + · · ·+ d(xn+1, xn)

¹ (hm−1 + hm−2 + · · ·+ hn)d(x1, x0)

= (e + h + · · ·+ hm−n−1)hnd(x1, x0)

¹
( ∞∑

i=0

hi
)
hnd(x1, x0)

= (e− h)−1hnd(x1, x0).

By Lemma 1.8 and the fact that ‖(e−h)−1hnd(x1, x0)‖ → 0(n →∞) (Because of Remark

1.9, ‖hn‖ → 0 (n → ∞)), it follows that for any c ∈ A with θ ¿ c, there exists N such

that for all m > n > N , we have

d(xm, xn) ¹ (e− h)−1hnd(x1, x0) ¿ c,

which implies that {xn} is a Cauchy sequence.

By the completeness of X, there exists x∗ ∈ X such that xn → x∗(n → ∞). Conse-

quently, we can find an x∗∗ ∈ X such that Tx∗∗ = x∗. Now we show that x∗∗ = x∗. In

fact,

d(x∗, xn) = d(Tx∗∗, Txn+1)

º kd(x∗∗, xn+1) + ld(Tx∗∗, xn+1)

= kd(x∗∗, xn+1) + ld(x∗, xn+1).

Since

d(x∗, xn) ¹ d(x∗, xn+1) + d(xn+1, xn),

it follows that

kd(x∗∗, xn+1) ¹ (e− l)d(x∗, xn+1) + d(xn+1, xn).

Now, we have

d(x∗∗, xn+1) ¹ k−1((e− l)d(x∗, xn+1) + d(xn+1, xn)).

Note that xn → x∗(n →∞), by Lemma 1.7, it follows that for any c ∈ A with θ ¿ c,

there exists N such that for any n > N , we have

k−1((e− l)d(x∗, xn+1) + d(xn+1, xn)) ¿ c.
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Thus

d(x∗∗, xn+1) ¿ c.

Since the limit of a convergent sequence in cone metric space over Banach algebra is unique,

we get x∗∗ = x∗, i.e., x∗ is a fixed point of T .

Theorem 2.2 Let (X, d) be a complete cone metric space over Banach algebra A and

K be a solid cone in A. Suppose that the mapping T : X → X is onto and satisfies the

generalized expansive condition:

d(Tx, Ty) º kd(x, y) + ld(x, Tx) + pd(y, Ty), (2.2)

for all x, y ∈ X, where k, l, p, e− p ∈ K are generalized constants with (k + l)−1 ∈ K and

ρ
[
(k + l)−1(e− p)

]
< 1. Then T has a fixed point in X.

Proof Since T is an onto mapping, for each x0 ∈ X, there exists x1 ∈ X such that

Tx1 = x0. Continuing this process, we can define {xn} by xn = Txn+1(n = 0, 1, 2, . . .).

Without loss of generality, we suppose xn−1 6= xn for all n ≥ 1. According to (2.2), we

have

d(xn, xn−1) = d(Txn+1, Txn)

º kd(xn+1, xn) + ld(xn+1, Txn+1) + pd(xn, Txn)

= kd(xn+1, xn) + ld(xn+1, xn) + pd(xn, xn−1),

which implies that

(k + l)d(xn, xn+1) ¹ (e− p)d(xn, xn−1).

Put k + l = r, then

rd(xn, xn+1) ¹ (e− p)d(xn, xn−1). (2.3)

Since r is invertible, to multiply r−1 in both sides of (2.3), we have

d(xn, xn+1) ¹ hd(xn, xn−1),

6
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where h = (k + l)−1(e− p). Note that ρ(h) < 1 and for all m > n,

d(xm, xn) ¹ d(xm, xm−1) + d(xm−1, xm−2) + · · ·+ d(xn+1, xn)

¹ (hm−1 + hm−2 + · · ·+ hn)d(x1, x0)

= (e + h + · · ·+ hm−n−1)hnd(x1, x0)

¹
( ∞∑

i=0

hi
)
hnd(x1, x0)

= (e− h)−1hnd(x1, x0).

As is shown in the proof of Theorem 2.1, it follows that {xn} is a Cauchy sequence. Then

by the completeness of X, there exists x∗ ∈ X such that xn → x∗(n →∞). Consequently,

we can find a x∗∗ ∈ X such that Tx∗∗ = x∗. Now we show that x∗∗ = x∗. Indeed, Since

d(x∗, xn) = d(Tx∗∗, Txn+1)

º kd(x∗∗, xn+1) + ld(x∗∗, Tx∗∗) + pd(xn+1, Txn+1)

= kd(x∗∗, xn+1) + ld(x∗∗, x∗) + pd(xn+1, xn).

Then

d(x∗, xn) º kd(x∗∗, xn+1) + ld(x∗∗, xn+1)− ld(x∗, xn+1) + pd(xn+1, xn).

Note that

d(x∗, xn) ¹ d(x∗, xn+1) + d(xn+1, xn),

thus

d(x∗, xn+1) + d(xn+1, xn) º (k + l)d(x∗∗, xn+1)− ld(x∗, xn+1) + pd(xn+1, xn),

which implies that

(k + l)d(x∗∗, xn+1) ¹ (e + l)d(x∗, xn+1) + (e− p)d(xn+1, xn).

Since k + l = r is invertible, we have

d(x∗∗, xn+1) ¹ r−1
(
(e + l)d(x∗, xn+1) + (e− p)d(xn+1, xn)

)
.

Owing to xn → x∗(n →∞), it follows by Lemma 1.7 that for any c ∈ A with θ ¿ c there

exists N such that for any n > N ,

r−1
(
(e + l)d(x∗, xn+1) + (e− p)d(xn+1, xn)

) ¿ c,

7

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1109 Binghua Jiang et al 1103-1114



hence

d(x∗∗, xn+1) ¿ c.

Since the limit of a convergent sequence in cone metric space over Banach algebra is unique,

we have x∗∗ = x∗, i.e., x∗ is a fixed point of T .

Corollary 2.3 Let (X, d) be a complete cone metric space over Banach algebra A and

K be a cone in A. Suppose the mapping T : X → X is onto and satisfies the generalized

expansive condition:

d(Tx, Ty) º kd(x, y), (2.4)

for all x, y ∈ X, where k, k−1 ∈ K are generalized constants with ρ(k−1) < 1. Then T has

an unique fixed point in X.

Proof By using Theorem 2.1 and Theorem 2.2, letting l = p = θ, we need to only prove

the fixed point is unique. Indeed, if y∗ is another fixed point of T , then

d(x∗, y∗) = d(Tx∗, T y∗) º kd(x∗, y∗),

that is,

d(x∗, y∗) ¹ k−1d(x∗, y∗) = hd(x∗, y∗).

Thus

d(x∗, y∗) ¹ hd(x∗, y∗) ¹ h2d(x∗, y∗) ¹ · · · ¹ hnd(x∗, y∗).

In view of ‖hnd(x∗, y∗)‖ → 0(n →∞), it establishes that for any c ∈ A with θ ¿ c, there

exists N2 such that for all n > N2, we have

d(x∗, y∗) ¹ hnd(x∗, y∗) ¿ c,

so d(x∗, y∗) = θ, which implies that x∗ = y∗. Hence, the fixed point is unique.

Remark 2.4 Note that Corollary 2.3 only assumes that ρ(k−1) < 1, which implies

ρ(k) > 1, neither k Â e nor ‖k‖ > 1. This is a vital improvement.

Remark 2.5 Since we get the fixed point theorems in the setting of non-normal cone

metric spaces over Banach algebras, our results are never equivalent to the fixed point

8
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versions in metric spaces (see [7, 13]). The following examples illustrate our conclusions.

Example 2.6 Let A = C1
R[0,

1
4
] and define a norm on A by ‖x‖ = ‖x‖∞ + ‖x′‖∞ for

x ∈ A. Define multiplication in A as just pointwise multiplication. Then A is a Banach

algebra with a unit e = 1. The set K = {x ∈ A : x ≥ 0} is a non-normal cone in A (see

[7]). Let X = R. Define d : X×X → A by d(x, y)(t) = |x−y|et, for all t ∈ [0, 1
4
]. Further,

let T : X → X be a mapping defined by Tx = 2x and let k ∈ K define by k(t) = 4
2t+3

.

By careful calculations one sees that all the conditions of Corollary 2.3 are fulfilled. The

point x = 0 is the unique fixed point of the mapping T .

Example 2.7 Let A = {a = (aij)3×3 | aij ∈ R, 1 ≤ i, j ≤ 3} and ‖a‖ = 1
3

∑
1≤i,j≤3

| aij |.
Then the set K = {a ∈ A | aij ≥ 0, 1 ≤ i, j ≤ 3} is a normal cone in A. Let X = {1, 2, 3}.
Define d : X ×X → A by d(1, 1) = d(2, 2) = d(3, 3) = θ and

d(1, 2) = d(2, 1) =




1 2 3
0 0 0
4 5 6


 ,

d(1, 3) = d(3, 1) =




2 4 6
0 0 0
3 4 5


 ,

d(2, 3) = d(3, 2) =




2 4 6
0 0 0
3 4 5


 .

We find that (X, d) is a solid cone metric space over Banach algebra A. Let T : X → X

be a mapping defined by T1 = 2, T2 = 1, T3 = 3, and let k, l, p ∈ K be defined by

k =




4
5

0 0
0 4

5
0

0 0 4
5


 ,

p = l =




0 0 0
0 1

10
0

0 0 0


 .

Then d(Tx, Ty) º kd(x, y) + ld(x, Tx) + pd(y, Ty), where k, l, p, e− p ∈ K are generalized

constants. It is easy to prove that ‖e− k− l‖ < 1 and ‖(k + l)−1(e− p)‖ < 1, which imply

ρ(e − k − l) < 1 and ρ
[
(k + l)−1(e − p)

]
< 1. Clearly, all conditions of Theorem 2.2 are

9
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fulfilled. Hence T has a fixed point x = 3 in X.

Remark 2.8 It needs to emphasis that according to the expansive condition of [11,

Theorem 2.1], we are easy to see that the mapping discussed is an injection, and the

authors attempt to use [11, Example 2.7] to support this theorem. But unfortunately,

this is impossible, since the mapping appearing in this example is not an injection at all.

Therefore, it is unreasonable. Basing on the facts above, we may verify that Example 2.7

in this paper is reasonable. It is also interesting, since here we use matrixes as generalized

constants.
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ADDITIVE ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED

SPACES

JI-HYE KIM, GEORGE A. ANASTASSIOU AND CHOONKIL PARK∗

Abstract. In this paper, we solve the following additive ρ-functional inequalities

N(f(x+ y)− f(x)− f(y), t) ≤ N
(
ρ
(

2f
(
x+ y

2

)
− f(x)− f(y)

)
, t
)

(0.1)

and

N
(

2f
(
x+ y

2

)
− f(x)− f(y), t

)
≤ N(ρ (f(x+ y)− f(x)− f(y)) , t) (0.2)

in fuzzy normed spaces, where ρ is a fixed real number with |ρ| < 1.
Using the fixed point method, we prove the Hyers-Ulam stability of the additive ρ-functional

inequalities (0.1) and (0.2) in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [19] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [11, 23, 48]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [22]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 27, 28] to investigate the Hyers-Ulam
stability of additive ρ-functional inequalities in fuzzy Banach spaces.

Definition 1.1. [2, 27, 28, 29] Let X be a real vector space. A function N : X ×R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
The properties of fuzzy normed vector spaces and examples of fuzzy norms are given in

[26, 27].

Definition 1.2. [2, 27, 28, 29] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in
X is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn−x, t) = 1

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. fuzzy Banach space; additive ρ-functional inequality; fixed point method; Hyers-

Ulam stability.
∗Corresponding author.
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for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by N -
limn→∞ xn = x.

Definition 1.3. [2, 27, 28, 29] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is
continuous at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the
sequence {f(xn)} converges to f(x0). If f : X → Y is continuous at each x ∈ X, then
f : X → Y is said to be continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [47]
concerning the stability of group homomorphisms.

The functional equation f(x+ y) = f(x) + f(y) is called the Cauchy equation. In particular,
every solution of the Cauchy equation is said to be an additive mapping. Hyers [15] gave a
first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was
generalized by Aoki [1] for additive mappings and by Th.M. Rassias [39] for linear mappings by
considering an unbounded Cauchy difference. A generalization of the Th.M. Rassias theorem
was obtained by Găvruta [12] by replacing the unbounded Cauchy difference by a general
control function in the spirit of Th.M. Rassias’ approach.

The functional equation f
(
x+y
2

)
= 1

2f(x)+ 1
2f(y) is called the Jensen equation. The stability

problems of several functional equations have been extensively investigated by a number of
authors and there are many interesting results concerning this problem (see [7, 16, 18, 20, 21,
24, 35, 36, 37, 41, 42, 43, 44, 45, 46]).

Gilányi [13] showed that if f satisfies the functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖ (1.1)

then f satisfies the Jordan-von Neumann functional equation

2f(x) + 2f(y) = f(x+ y) + f(x− y).

See also [40]. Fechner [10] and Gilányi [14] proved the Hyers-Ulam stability of the functional
inequality (1.1). Park, Cho and Han [34] investigated the Cauchy additive functional inequality

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖ (1.2)

and the Cauchy-Jensen additive functional inequality

‖f(x) + f(y) + 2f(z)‖ ≤
∥∥∥∥2f (x+ y

2
+ z

)∥∥∥∥ (1.3)

and proved the Hyers-Ulam stability of the functional inequalities (1.2) and (1.3) in Banach
spaces.

Park [32, 33] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.

We recall a fundamental result in fixed point theory.
Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d

satisfies
(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
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(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [4, 9] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [17] were the first to provide applications of stability
theory of functional equations for the proof of new fixed point theorems with applications. By
using fixed point methods, the stability problems of several functional equations have been
extensively investigated by a number of authors (see [5, 6, 26, 30, 31, 37, 38]).

In Section 2, we solve the additive ρ-functional inequality (0.1) and prove the Hyers-Ulam
stability of the additive ρ-functional inequality (0.1) in fuzzy Banach spaces by using the fixed
point method.

In Section 3, we solve the additive ρ-functional inequality (0.2) and prove the Hyers-Ulam
stability of the additive ρ-functional inequality (0.2) in fuzzy Banach spaces by using the fixed
point method.

2. Additive ρ-functional inequality (0.1)

In this section, we prove the Hyers-Ulam stability of the additive ρ-functional inequality
(0.1) in fuzzy Banach spaces. Let ρ be a real number with |ρ| < 1. We need the following
lemma to prove the main results.

Lemma 2.1. Let (Y,N) be a fuzzy normed vector spaces. Let f : X → Y be a mapping such
that

N(f(x+ y)− f(x)− f(y), t) ≥ N
(
ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
, t

)
(2.1)

for all x, y ∈ X and all t > 0. Then f is Cauchy additive, i.e., f(x+ y) = f(x) + f(y) for all
x, y ∈ X.

Proof. Assume that f : X → Y satisfies (2.1).
Letting x = y = 0 in (2.1), we get N(f(0), t) = N (0, t) = 1. So f(0) = 0.
Letting y = x in (2.1), we get N(f(2x) − 2f(x), t) ≥ N (0, t) = 1 and so f(2x) = 2f(x) for

all x ∈ X. Thus

f

(
x

2

)
=

1

2
f(x) (2.2)

for all x ∈ X.
It follows from (2.1) and (2.2) that

N(f(x+ y)− f(x)− f(y), t) ≥ N

(
ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
, t

)
= N (ρ(f(x+ y)− f(x)− f(y)), t)

= N

(
f(x+ y)− f(x)− f(y),

t

|ρ|

)
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for all t > 0. By (N5) and (N6), N(f(x+ y)− f(x)− f(y), t) = 1 for all t > 0. It follows from
(N2) that

f(x+ y) = f(x) + f(y)

for all x, y ∈ X. �

Theorem 2.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

2
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying

N (f(x+ y)− f(x)− f(y), t) (2.3)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf

(
x
2n
)

exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ Lϕ(x, x)
(2.4)

for all x ∈ X and all t > 0.

Proof. Letting y = x in (2.3), we get

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x)
(2.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [25, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 2g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
2g

(
x

2

)
− 2h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

2
εt

)
≥

Lt
2

Lt
2 + ϕ

(
x
2 ,

x
2

) ≥ Lt
2

Lt
2 + L

2ϕ(x, x)

=
t

t+ ϕ(x, x)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 21, NO.6, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

1118 JI-HYE KIM et al 1115-1126



ADDITIVE ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (2.5) that

N

(
f(x)− 2f

(
x

2

)
,
L

2
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L
2 .

By Theorem 1.4, there exists a mapping A : X → Y satisfying the following:
(1) A is a fixed point of J , i.e.,

A

(
x

2

)
=

1

2
A(x) (2.6)

for all x ∈ X. Since f : X → Y is odd, A : X → Y is an odd mapping. The mapping A is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
This implies that A is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−A(x), µt) ≥ t

t+ ϕ(x, x)

for all x ∈ X;
(2) d(Jnf,A)→ 0 as n→∞. This implies the equality

N - lim
n→∞

2nf

(
x

2n

)
= A(x)

for all x ∈ X;
(3) d(f,A) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,A) ≤ L

2− 2L
.

This implies that the inequality (2.4) holds.
By (2.3),

N

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
, 2nt

)
≥ min

{
N

(
ρ

(
2n+1f

(
x+ y

2n+1

)
− 2nf

(
x

2n

)
− 2nf

(
y

2n

))
, 2nt

)
,

t

t+ ϕ
(
x
2n ,

y
2n
)}

for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
, t

)
≥ min

{
N

(
ρ

(
2n+1f

(
x+ y

2n+1

)
− 2nf

(
x

2n

)
− 2nf

(
y

2n

))
, t

)
,

t
2n

t
2n + Ln

2n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
2n

t
2n

+Ln

2n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N (A(x+ y)−A(x)−A(y), t) ≥ N
(
ρ

(
2A

(
x+ y

2

)
−A(x)−A(y)

)
, t

)
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for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping A : X → Y is Cauchy additive, as
desired. �

Corollary 2.3. Let θ ≥ 0 and let p be a real number with p > 1. Let X be a normed vector
space with the norm ‖ · ‖. Let f : X → Y be an odd mapping satisfying

N (f(x+ y)− f(x)− f(y), t)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf( x

2n ) exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2p − 2)t

(2p − 2)t+ 2θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 21−p, and we get the desired result. �

Theorem 2.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 2Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying (2.3). Then A(x) := N -
limn→∞

1
2n f (2nx) exists for each x ∈ X and defines an additive mapping A : X → Y such

that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ ϕ(x, x)
(2.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (2.5) that

N

(
f(x)− 1

2
f(2x),

1

2
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1
2 . Hence

d(f,A) ≤ 1

2− 2L
,

which implies that the inequality (2.7) holds.
The rest of the proof is similar to the proof of Theorem 2.2. �

Corollary 2.5. Let θ ≥ 0 and let p be a real number with 0 < p < 1. Let X be a normed
vector space with the norm ‖ · ‖. Let f : X → Y be an odd mapping satisfying

N (f(x+ y)− f(x)− f(y), t)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞

1
2n f(2nx) exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2p)t

(2− 2p)t+ 2θ‖x‖p
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for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−1, and we get the desired result. �

3. Additive ρ-functional inequality (0.2)

In this section, we prove the Hyers-Ulam stability of the additive ρ-functional inequality
(0.2) in fuzzy Banach spaces. Let ρ be a fuzzy number with |ρ| < 1.

Lemma 3.1. Let (Y,N) be a fuzzy normed vector spaces. A mapping f : X → Y satisfies
f(0) = 0 and

N

(
2f

(
x+ y

2

)
− f(x)− f(y), t

)
≥ N (ρ (f(x+ y)− f(x)− f(y)) , t) (3.1)

for all x, y ∈ X and all t > 0. Then f is Cauchy additive, i.e.,f(x + y) = f(x) + f(y) for all
x, y ∈ X.

Proof. Assume that f : X → Y satisfies (3.1).
Letting y = 0 in (3.1), we get N

(
2f
(
x
2

)
− f(x), t

)
≥ N (0, t) = 1 and so

f

(
x

2

)
=

1

2
f(x) (3.2)

for all x ∈ X.
It follows from (3.1) and (3.2) that

N(f(x+ y)− f(x)− f(y), t) = N

(
2f

(
x+ y

2
− f(x)− f(y)

)
, t

)
≥ N (ρ(f(x+ y)− f(x)− f(y)), t)

= N

(
f(x+ y)− f(x)− f(y),

t

|ρ|

)
for all t > 0. By (N5) and (N6), N(f(x+ y)− f(x)− f(y), t) = 1 for all t > 0. It follows from
(N2) that

f(x+ y) = f(x) + f(y)

for all x, y ∈ X. �

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

2
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying

N

(
2f

(
x+ y

2

)
− f(x)− f(y), t

)
(3.3)

≥ min

{
N (ρ (f(x+ y)− f(x)− f(y)) , t) ,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf

(
x
2n
)

exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (1− L)t

(1− L)t+ ϕ(x, 0)
(3.4)

for all x ∈ X and all t > 0.
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Proof. Since f is odd, f(0) = 0.
Letting y = 0 in (3.3), we get

N

(
f(x)− 2f

(
x

2

)
, t

)
= N

(
2f

(
x

2

)
− f(x), t

)
≥ t

t+ ϕ(x, 0)
(3.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, 0)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [25, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 2g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
2g

(
x

2

)
− 2h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

2
εt

)
≥

Lt
2

Lt
2 + ϕ

(
x
2 , 0

) ≥ Lt
2

Lt
2 + L

2ϕ(x, 0)

=
t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (3.5) that

N

(
f(x)− 2f

(
x

2

)
, t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1.
By Theorem 1.4, there exists a mapping A : X → Y satisfying the following:
(1) A is a fixed point of J , i.e.,

A

(
x

2

)
=

1

2
A(x) (3.6)

for all x ∈ X. Since f : X → Y is odd, A : X → Y is an odd mapping. The mapping A is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
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This implies that A is a unique mapping satisfying (3.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−A(x), µt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X;
(2) d(Jnf,A)→ 0 as n→∞. This implies the equality

N - lim
n→∞

2nf

(
x

2n

)
= A(x)

for all x ∈ X;
(3) d(f,A) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,A) ≤ 1

1− L
.

This implies that the inequality (3.4) holds.
By (3.3),

N

(
2n+1f

(
x+ y

2n+1

)
− 2nf

(
x

2n

)
− 2nf

(
y

2n

)
, 2nt

)
≥ min

{
N

(
ρ

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

)))
, 2nt

)
,

t

t+ ϕ
(
x
2n ,

y
2n
)}

for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
2n+1f

(
x+ y

2n+1

)
− 2nf

(
x

2n

)
− 2nf

(
y

2n

)
, t

)
≥ min

{
N

(
ρ

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

)))
, t

)
,

t
2n

t
2n + Ln

2n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
2n

t
2n

+Ln

2n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N

(
2A

(
x+ y

2

)
−A(x)−A(y), t

)
≥ N (ρ (A(x+ y)−A(x)−A(y)) , t)

for all x, y ∈ X and all t > 0. By Lemma 3.1, the mapping A : X → Y is Cauchy additive, as
desired. �

Corollary 3.3. Let θ ≥ 0 and let p be a real number with p > 1. Let X be a normed vector
space with the norm ‖ · ‖. Let f : X → Y be an odd mapping satisfying

N

(
2f

(
x+ y

2

)
− f(x)− f(y), t

)
≥ min

{
N (ρ (f(x+ y)− f(x)− f(y)) , t) ,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf( x

2n ) exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2p − 2)t

(2p − 2)t+ 2pθ‖x‖p

for all x ∈ X and all t > 0.
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Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 21−p, and we get the desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 2Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying (3.3). Then A(x) := N -
limn→∞

1
2n f (2nx) exists for each x ∈ X and defines an additive mapping A : X → Y such

that

N (f(x)−A(x), t) ≥ (1− L)t

(1− L)t+ Lϕ(x, 0)
(3.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.
It follows from (3.5) that

N

(
f(x)− 1

2
f(2x), Lt

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L. Hence

d(f,A) ≤ L

1− L
,

which implies that the inequality (3.7) holds.
The rest of the proof is similar to the proof of Theorem 3.2. �

Corollary 3.5. Let θ ≥ 0 and let p be a real number with 0 < p < 1. Let X be a normed
vector space with the norm ‖ · ‖. Let f : X → Y be an odd mapping satisfying

N

(
2f

(
x+ y

2

)
− f(x)− f(y), t

)
≥ min

{
N (ρ (f(x+ y)− f(x)− f(y)) , t) ,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞

1
2n f(2nx) exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2p)t

(2− 2p)t+ 2pθ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−1, and we get the desired result. �
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A NOTE ON BARNES-TYPE BOOLE POLYNOMIALS WITH

λ-PARAMETER

TAEKYUN KIM, DMITRY V. DOLGY, AND DAE SAN KIM

Abstract. In this paper, we consider Barnes-type Boole polynomials and give

some formulae related to these polynomials.

1. Introduction

Let p be a fixed odd prime number. Throughout this paper, Zp, Qp and Cp
will denote the ring of p-adic integers, the field of p-adic rational numbers and
the completion of the algebraic closure of Qp. The p-adic norm is normalized as
|p|p = 1

p . Let C (Zp) be the space of continuous functions on Zp. For f ∈ C (Zp),
the fermionic p-adic integral on Zp is defined by Kim as
(1.1)

I−1 (f) =

∫
Zp
f (x) dµ−1 (x) = lim

N→∞

pN−1∑
x=0

f (x) (−1)
x
, (see [1–19, 21, 22]) .

From (1.1), we have

(1.2) I−1 (fn) + (−1)
n−1

I−1 (f) = 2
n−1∑
l=0

(−1)
n−1−l

f (l) , (see [14]) .

As is well known, the Boole polynomials are given by the generating function

(1.3)
1

(1 + t)
λ

+ 1
(1 + t)

x
=
∞∑
n=0

Bln (x | λ)
tn

n!
, (see [10]) .

When x = 0, Bln (λ) = Bln (0 | λ) are called the Boole numbers.
For a1, a2, . . . , ar ∈ Cp, the Barnes-type Euler polynomials are given by the

generating function

(1.4)
2r

(ea1t + 1) (ea2t + 1) · · · (eart + 1)
ext =

∞∑
n=0

En (x | a1, . . . , ar)
tn

n!
.

When x = 0, En (a1, . . . , ar) = En (0 | a1, . . . , ar) are called the Barnes-type
Euler numbers (see [12, 20]).

From (1.1), we can derive the following equation:∫
Zp
f (x) dµ−1 (x)(1.5)

2010 Mathematics Subject Classification. 11B75, 11B83, 11S80.
Key words and phrases. Barnes-type Boole polynomial, Barnes-type Euler polynomial,

fermionic p-adic integral.
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= lim
N→∞

dpN−1∑
x=0

f (x) (−1)
x

= lim
N→∞

d−1∑
a=0

pN−1∑
x=0

f (a+ dx) (−1)
a+x

=
d−1∑
a=0

(−1)
a
∫
Zp
f (a+ dx)µ−1 (x) ,

where d ∈ N with d ≡ 1 (mod 2).
In [10], Kim-Kim derived the Witt-type formula for Boole polynomials which

are given by

1

2

∫
Zp

(1 + t)
x+λy

dµ0 (y)(1.6)

=
1

(1 + t)
λ

+ 1
(1 + t)

x

=
∞∑
n=0

Bln (x | λ)
tn

n!
.

In this paper, we consider Barnes-type Boole polynomials and give some formulae
related to these polynomials.

2. Barnes-type Boole polynomials with λ-parameter

Let a1, a2, . . . , ar ∈ Cp. Then, we consider the Barnes-type Boole polynomials
which are given by the multivariate fermionic p-adic integral on Zp as follows:

1

2r

∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+λa2y2+···+λaryr+x dµ−1 (y1) · · · dµ−1 (yr)(2.1)

=
r∏
l=1

(
1

1 + (1 + t)
λal

)
(1 + t)

x

=

∞∑
n=0

Bln,λ (x | a1, . . . , ar)
tn

n!
.

Note that Bl
(1)
n,λ (x | 1) = Bln (x | λ), (n ≥ 0). When x = 0, Bln,λ (a1, . . . , ar) =

Bln,λ (0 | a1, . . . , ar) are called the Barnes-type Boole numbers.
From (2.1), we have

1

2r

∫
Zp
· · ·
∫
Zp

(λa1y1 + · · ·+ λaryr + x)n dµ−1 (y1) · · · dµ−1 (yr)(2.2)

= Bln,λ (x | a1, . . . , ar) , (n ≥ 0) ,

where (x)n = x (x− 1) · · · (x− n+ 1).
We observe that

1

2r

∫
Zp
· · ·
∫
Zp

(λa1y1 + · · ·+ λaryr + x)n dµ−1 (y1) · · · dµ−1 (yr)

(2.3)
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=
1

2r

n∑
l=0

S1 (n, l)

∫
Zp
· · ·
∫
Zp

(λa1y1 + · · ·+ λaryr + x)
l
dµ−1 (y1) · · · dµ−1 (yr)

=
1

2r

n∑
l=0

S1 (n, l)λl
∫
Zp
· · ·
∫
Zp

(
a1y1 + · · ·+ aryr +

x

λ

)l
dµ−1 (y1) · · · dµ−1 (yr) ,

where S1 (n, l) is the Stirling number of the first kind.
From (1.2), we have∫

Zp
· · ·
∫
Zp
e(a1x1+···+arxr+x)tdµ−1 (x1) · · · dµ−1 (xr)(2.4)

=

(
2r

(ea1t + 1) · · · (eart + 1)

)
ext

=
∞∑
n=0

En (x | a1, . . . , ar)
tn

n!
.

Thus, by (2.4), we get∫
Zp
· · ·
∫
Zp

(a1x1 + · · ·+ arxr + x)
n
dµ−1 (x1) · · · dµ−1 (xr)(2.5)

= En (x | a1, . . . , ar) , (n ≥ 0) .

From (2.2) and (2.5), we obtain the following theorem.

Theorem 1. For n ≥ 0, we have

1

2r

n∑
l=0

S1 (n, l)λlEl

( x
λ

∣∣∣ a1, . . . , ar) = Bln,λ (x | a1, . . . , ar) .

By (2.1), we get

1

2r

r∏
l=1

(
2

ealt + 1

)
e
x
λ t(2.6)

=
∞∑
n=0

Bln,λ (x | a1, . . . , ar)

(
e

1
λ t − 1

)n
n!

=
∞∑
m=0

(
λ−m

m∑
n=0

Bln,λ (x | a1, . . . , ar)S2 (m,n)

)
tm

m!
,

where S2 (m,n) is the Stirling number of the second kind.
By (1.4), we get

(2.7)
r∏
l=1

(
2

ealt + 1

)
e
x
λ t =

∞∑
m=0

Em

( x
λ

∣∣∣ a1, . . . , ar) tm
m!
.

Therefore, by (2.6) and (2.7), we obtain the following theorem.

Theorem 2. For m ≥ 0, we have

λmEm

( x
λ

∣∣∣ a1, . . . , ar)
= 2r

m∑
n=0

Bln,λ (x | a1, . . . , ar)S2 (m,n) .
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From (1.5), we have

∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+···+λaryr+x dµ−1 (y1) · · · dµ−1 (yr)

(2.8)

=
d−1∑

k1,...,kr=0

(−1)
k1+···+kr

×
∫
Zp
· · ·
∫
Zp

(1 + t)
λa1(k1+dy1)+···+λar(kr+dyr)+x dµ−1 (y1) · · · dµ−1 (yr)

=
d−1∑

k1,...,kr=0

(−1)
k1+···+kr

∫
Zp
· · ·
∫
Zp

(1 + t)
λd

(
a1k1+···+arkr+ x

λ
d +a1y1+···+aryr

)

×dµ−1 (y1) · · · dµ−1 (yr)

= 2r
d−1∑

k1,...,kr=0

(−1)
k1+···+kr

∞∑
n=0

Bln,λd (λa1k1 + · · ·+ λarkr + x | a1, . . . , ar)
tn

n!

= 2r
∞∑
n=0

 d−1∑
k1,...,kr=0

(−1)
k1+···+kr Bln,λd (λa1k1 + · · ·+ λarkr + x | a1, . . . , ar)

 tn

n!
,

where d ∈ N with d ≡ 1 (mod 2).
From (2.8), we have

∞∑
n=0

 d−1∑
k1,...,kr=0

(−1)
k1+···+kr Bln,dλ (λa1k1 + · · ·+ λarkr + x | a1, . . . , ar)

 tn

n!

(2.9)

=
1

2r

∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+···+λaryr+x dµ−1 (y1) · · · dµ−1 (yr)

=
∞∑
n=0

Bln,λ (x | a1, . . . , ar)
tn

n!
.

By comparing the coefficients on the both sides of (2.9), we obtain the following
equation:

Theorem 3. For d ∈ N with d ≡ 1 (mod 2), n ≥ 0, we have

Bln,λ (x | a1, . . . , ar)

=
d−1∑

k1,...,kr=0

(−1)
k1+···+kr Bln,λd (λa1k1 + · · ·+ λarkr + x | a1, . . . , ar) .

Let d ∈ N with d ≡ 1 (mod 2). From (1.2), we have

(2.10)

∫
Zp
ea1(y1+d)tdµ−1 (y1) +

∫
Zp
ea1y1tdµ−1 (y) = 2

d−1∑
l=0

(−1)
l
ea1lt.
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Thus, by (2.10), we get

(2.11)

∫
Zp
ea1y1tdµ−1 (y) =

2

ea1dt + 1

d−1∑
l=0

(−1)
l
ea1lt.

From (2.11), we can derive∫
Zp
· · ·
∫
Zp
e(a1y1+a2y2+···+aryr+x)tdµ−1 (x1) · · · dµ−1 (xr)(2.12)

=
d−1∑

l1,...,lr=0

(−1)
l1+···+lr

r∏
l=1

(
2

ealdt + 1

)
e(a1l1+···+arlr+x)t

=
∞∑
n=0

dn
d−1∑

l1,...,lr=0

(−1)
l1+···+lr En

(
a1l1 + · · ·+ arlr + x

d

∣∣∣∣ a1, . . . , ar) tn

n!
.

From (2.12) and (2.4), we get

En (x | a1, . . . , ar)

= dn
d−1∑

l1,...,lr=0

(−1)
l1+···+lr En

(
a1l1 + · · ·+ arlr + x

d

∣∣∣∣ a1, . . . , ar) ,
where d ∈ N with d ≡ 1 (mod 2).

On the other hand,∫
Zp

(1 + t)
λa1(d+y1) dµ−1 (y) +

∫
Zp

(1 + t)
λa1y1 dµ−1 (y)(2.13)

= 2
d−1∑
l1=0

(−1)
l1 (1 + t)

λa1l1 ,

where d ∈ N such that d ≡ 1 (mod 2).
By (2.13), we get

∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+···+λaryr+x dµ−1 (y1) · · · dµ−1 (yr)

(2.14)

=

r∏
l=1

2

1 + (1 + t)
λald

d−1∑
l1,...,lr=0

(−1)
l1+···+lr (1 + t)

λa1l1+···+λarlr+x

= 2r
∞∑
m=0

Blm,λd (a1, . . . , ar)
tm

m!

×
∞∑
k=0

 d−1∑
l1,...,lr=0

(−1)
l1+···+lr (λa1l1 + · · ·+ λarlr + x)k

 tk

k!

= 2r
∞∑
n=0

 n∑
k=0

(
n

k

) d−1∑
l1,...,lr=0

(−1)
l1+···+lr (λa1l1 + · · ·+ λarlr + x)k Bln−k,λd (a1, . . . , ar)

 tn

n!
.
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From (2.9) and (2.14), we note that

Bln (x | a1, . . . , ar)(2.15)

=
n∑
k=0

(
n

k

) d−1∑
l1,...,lr=0

(−1)
l1+···+lr (x+ λa1l1 + · · ·+ λarlr)k

×Bln−k,λd (a1, . . . , ar) ,

where n ≥ 0 and d ∈ N with d ≡ 1 (mod 2).
Therefore, by (2.15), we obtain the following theorem.

Theorem 4. For n ≥ 0 and d ∈ N with d ≡ 1 (mod 2), we have

Bln (x | a1, . . . , ar)

=
n∑
k=0

(
n

k

) d−1∑
l1,...,lr=0

(−1)
l1+···+lr (x+ λa1l1 + · · ·+ λarlr)k

×Bln−k,λd (a1, . . . , ar) .

From (2.14), we have

1

2r

∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+···+λaryr dµ−1 (y1) · · · dµ−1 (yr)

(2.16)

=
d−1∑

l1,...,lr=0

(−1)
l1+···+lr

(
r∏
l=1

1

1 + (1 + t)
λald

)
(1 + t)

λa1l1+···+λarlr

=

∞∑
n=0

 d−1∑
l1,...,lr=0

(−1)
l1+···+lr Bln,λd (λa1l1 + · · ·+ λarlr | a1, . . . , ar)

 tn

n!
,

and ∫
Zp
· · ·
∫
Zp

(1 + t)
λa1y1+···+λaryr dµ−1 (y1) · · · dµ−1 (yr)(2.17)

= 2r
∞∑
n=0

Bln,λ (a1, . . . , ar)
tn

n!
.

Therefore, by (2.16) and (2.17), we obtain the following theorem.

Theorem 5. For n ≥ 0, d ∈ N with d ≡ 1 (mod 2), we have

Bln,λ (a1, . . . , ar) =
d−1∑

l1,...,lr=0

(−1)
l1+···+lr Bln,λd (λa1l1 + · · ·+ λarlr | a1, . . . , ar) .

By replacing t by e
1
λ t − 1 in (2.14), we get∫

Zp
· · ·
∫
Zp
e(a1y1+···+aryr+

x
λ )tdµ−1 (y1) · · · dµ−1 (yr)(2.18)

=
∞∑
n=0

 n∑
k=0

(
n

k

) d−1∑
l1,...,lr=0

(−1)
l1+···+lr (λa1l1 + · · ·+ λarlr + x)k
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× Bln−k,λd (a1, . . . , ar))
1

n!

(
e

1
λ t − 1

)n
=
∞∑
m=0

λ−m

 m∑
n=0

n∑
k=0

d−1∑
l1,...,lr=0

(
n

k

)
S2 (m,n) (−1)

l1+···+lr

× (λa1l1 + · · ·+ λarlr + x)k Bln−k,λd (a1, . . . , ar))
tm

m!

Thus, by (2.18), we get

λmEm

( x
λ

∣∣∣ a1, . . . , ar)(2.19)

=
m∑
n=0

n∑
k=0

d−1∑
l1,...,lr=0

(
n

k

)
S2 (m,n) (−1)

l1+···+lr

× (λa1l1 + · · ·+ λarlr + x)k Bln−k,λd (a1, . . . , ar) ,

where m ≥ 0 and d ∈ N with d ≡ 1 (mod 2).
Therefore, by (2.19), we obtain the following theorem.

Theorem 6. For m ≥ 0, d ∈ N with d ≡ 1 (mod 2), we have

λmEm

( x
λ

∣∣∣ a1, . . . , ar)
=

m∑
n=0

n∑
k=0

d−1∑
l1,...,lr=0

(
n

k

)
S2 (m,n) (−1)

l1+···+lr

× (λa1l1 + · · ·+ λarlr + x)k Bln−k,λd (a1, . . . , ar) .
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