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ON THE λ-DAEHEE POLYNOMIALS WITH q-PARAMETER

JIN-WOO PARK

Abstract. In this paper, we consider the generalization of Daehee polynomi-

als with q-parameter and investigate some properties of those polynomials.

1. Introduction

Let p be a fixed prime number. Throughout this paper, Zp, Qp, and Cp will
respectively denote the ring of p-adic rational integers, the field of p-adic rational
numbers and the completions of algebraic closure of Qp. The p-adic norm is defined
|p|p = 1

p .

When one talks of q-extension, q is variously considered as an indeterminate, a
complex q ∈ C, or p-adic number q ∈ Cp. If q ∈ C, one normally assumes that

|q| < 1. If q ∈ Cp, then we assume that |q − 1|p < p−
1
p−1 so that qx = exp(x log q)

for each x ∈ Zp. Throughout this paper, we use the notation :

[x]q =
1− qx

1− q
.

Note that limq→1[x]q = x for each x ∈ Zp.
Let UD(Zp) be the space of uniformly differentiable functions on Zp. For f ∈

UD(Zp), the p-adic invariant integral on Zp is defined by Kim as follows :

I (f) =

∫
Zp
f (x) dµ0 (x) = lim

n→∞

1

pn

pn−1∑
x=0

f (x) , (see [4, 5, 6]). (1.1)

Let f1 be the translation of f with f1 (x) = f (x+ 1) . Then, by (1.1), we get

I (f1) = I (f) + f ′ (0) , where f ′ (0) =
df (x)

dx

∣∣∣∣
x=0

. (1.2)

As it is well-known fact, the Stirling number of the first kind is defined by

(x)n = x (x− 1) · · · (x− n+ 1) =
n∑
l=0

S1 (n, l)xl, (1.3)

and the Stirling number of the second kind is given by the generating function to
be (

et − 1
)m

= m!
∞∑
l=m

S2 (l,m)
tl

l!
, (1.4)

(see [1, 10]).

1991 Mathematics Subject Classification. 05A19, 11B65, 11B83.
Key words and phrases. Bernoulli polynomials, Daehee polynomials with q-parameter, p-adic

invariant integral.

1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

11 JIN-WOO PARK 11-20



2 JIN-WOO PARK

Unsigned Stirling numbers of the first kind is given by

xn = x(x+ 1) · · · (x+ n− 1) =
n∑
l=0

|S1(n, l)|xl. (1.5)

Note that if we replace x to −x in (1.3), then

(−x)n =(−1)nxn =
n∑
l=0

S1(n, l)(−1)lxl

=(−1)n
n∑
l=0

|S1(n, l)|xl.
(1.6)

Hence S1(n, l) = |S1(n, l)|(−1)n−l.
For r ∈ N, the Bernoulli polynomials of order r are defined by the generating

function to be (
t

et − 1

)r
ext =

∞∑
n=0

B(r)
n (x)

tn

n!
, (see [7, 8, 11]). (1.7)

When x = 0, B
(r)
n = B

(r)
n (0) are called the Bernoulli numbers of order r, and in the

special case, r = 1, B
(1)
n (x) = Bn(x) are called the ordinary Bernoulli polynomials.

For n ∈ N, let Tp be the p-adic locally constant space defined by

Tp = ∪∪∪
n≥1

Cpn = lim
n→∞

Cpn ,

where Cpn =
{
ω|ωpn = 1

}
is the cyclic group of order pn.

We assume that q is an indeterminate in Cp with |1 − q|p < p−
1
p−1 . Then we

define the q-analogue of falling factorial sequence as follows :

(x)n,q = x(x− q)(x− 2q) · · · (x− (n− 1)q), (n ≥ 1), (x)0,q = 1.

Note that

lim
q→1

(x)n,q = (x)n =

n∑
l=0

S1(n, l)xl.

Recently, D. S. Kim and T. Kim introduced the Daehee polynomials as follows :

Dn(x) =

∫
Zp

(x+ y)ndµ0(y), (n ≥ 0), (see [2, 5, 9]). (1.8)

When x = 0, Dn = Dn(0) are called the n’s Daehee numbers. From (1.8), we can
derive the generating function to be(

log(1 + t)

t

)
(1 + t)x =

∞∑
n=0

Dn(x)
tn

n!
, (see [2]). (1.9)

In addition, D. S. Kim et. al. consider the Daehee polynomials with q-parameter
which is defined by the generating function to be

∞∑
n=0

Dn,q
tn

n!
= (1 + qt)

x
q

log(1 + qt)

q
(

(1 + qt)
1
q − 1

) , (see [3]). (1.10)

When x = 0, Dn,q = Dn,q(0) are called the Daehee numbers with q-parameter.
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ON THE λ-DAEHEE POLYNOMIALS WITH q-PARAMETER 3

In the viewpoint of generalization of the Daehee polynomials with q-parameter,
we consider the λ-Daehee polynomials with q-parameter are defined to be

∞∑
n=0

Dn,q(λ|x)
tn

n!
= (1 + qt)

x
q

λ log(1 + qt)

q
(

(1 + qt)
λ
q − 1

) . (1.11)

When x = 0, Dn,q(λ) = Dn,q(λ|0) are called the λ-Daehee numbers with q-
parameter. In particular, the case λ = 1 is the Daehee polynomials with q-
parameter.

In this paper, we give a p-adic integral representation of the λ- Daehee polyno-
mials with q-parameter, which are called the Witt-type formula for the λ-Daehee
polynomials with q-parameter. We can derive some interesting properties related
to the λ-Daehee polynomials with q-parameter.

2. Witt-type formula for the n-th λ-Daehee polynomials with
q-parameter

In this section, we assume that t, q ∈ Cp with |t|p < |q|pp−
1
p−1 and λ ∈ Zp. First,

we consider the following integral representation associated with falling factorial
sequences : ∫

Zp
(x+ λy)n,qdµ0(y), where n ∈ Z+ = N ∪ {0} . (2.1)

By (2.1),

∞∑
n=0

∫
Zp

(x+ λy)n,qdµ0(y)
tn

n!
=
∞∑
n=0

qn
∫
Zp

(
x+ λy

q

)
n

dµ0(y)
tn

n!

=
∞∑
n=0

qn
∫
Zp

(x+λy
q

n

)
dµ0(y)tn

=

∫
Zp

(1 + qt)
x+λy
q dµ0(y)

(2.2)

where t ∈ Cp with |t|p < |q|pp−
1
p−1 . For t ∈ Cp with |t|p < |q|pp−

1
p−1 , we get∫

Zp
(1 + qt)

x+λy
q dµ0(y) =(1 + qt)

x
q

λ log(1 + qt)

q
(

(1 + qt)
λ
q − 1

)
=
∞∑
n=0

Dn,q(λ|x)
tn

n!
.

(2.3)

By (2.2) and (2.3), we obtain the following theorem.

Theorem 2.1. For n ≥ 0, we have

Dn,q(λ|x) =

∫
Zp

(x+ λy)n,qdµ0(y).
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In (2.3), by replacing t by 1
q (et − 1), we have

∞∑
n=0

Dn,q(λ|x)

qn
(et − 1)

n

n!
= e

x
q t

λ
q t

e
λ
q t − 1

=
∞∑
n=0

Bn

(x
λ

) λn
qn

tn

n!
,

(2.4)

and
∞∑
n=0

Dn,q(λ|x)

qn
1

n!

(
et − 1

)n
=
∞∑
n=0

Dn,q(λ|x)

qn

∞∑
m=n

S2(m,n)
tm

m!

=
∞∑
n=0

(
m∑
m=0

Dm,q(λ|x)

qm
S2(n,m)

)
tn

n!
.

(2.5)

By (2.4) and (2.5), we obtain the following corollary.

Corollary 2.2. For n ≥ 0, we have

Bn

(x
λ

)
=

n∑
m=0

Dm,q(λ|x)qn−mλ−nS2(n,m).

By the Theorem 2.1,

Dn,q(λ|x) =

∫
Zp

(x+ λy)n,qdµ0(y)

=qn
∫
Zp

(
x+ λy

q

)
n

dµ0(y)

=qn
n∑
l=0

1

ql
S1(n, l)

∫
Zp

(x+ λy)ldµ0(y).

(2.6)

By (1.2), we can derive easily that∫
Zp
e(x+λy)tdµ0(y) =

λt

eλt − 1
ext =

∞∑
n=0

Bn

(x
λ

) (λt)n

n!

=
∞∑
l=0

∫
Zp

(x+ λy)ldµ0(y)
tl

l!
,

(2.7)

and so

Bn

(x
λ

)
=

∫
Zp

(x
λ

+ y
)n

dµ0(y), (n ≥ 0). (2.8)

By (1.6), (2.7) and (2.8), we obtain the following corollary.

Corollary 2.3. For n ≥ 0, we have

Dn,q(λ|x) =
n∑
l=0

qn−lS1(n, l)λlBl

(x
λ

)
=

n∑
l=0

|S1(l, n)|(−q)n−lλlBl
(x
λ

)
.
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ON THE λ-DAEHEE POLYNOMIALS WITH q-PARAMETER 5

From now on, we consider λ-Daehee polynomials of order k(∈ N) with q-parameter.
λ-Daehee polynomials of order k with q-parameter are defined by the multivariant
p-adic invariant integral on Zp :

D(k)
n,q(λ|x) =

∫
Zp
· · ·
∫
Zp

(λ(x1 + · · ·+ xk) + x)n,q dµ0(x1) · · · dµ0(xk) (2.9)

where n is an nonnegative integer and k ∈ N. In the special case, x = 0, D
(k)
nq (λ) =

D
(k)
n,q(λ|0) are called the λ-Daehee numbers of order k with q-parameter.

From (2.9), we can derive the generating function of D
(k)
n,q(x) as follows:

∞∑
n=0

D(k)
n,q(λ|x)

tn

n!

=
∞∑
n=0

qn
∫
Zp
· · ·
∫
Zp

(λ(x1+···+xk)+x
q

n

)
dµ0(x1) · · · dµ0(xk)tn

=

∫
Zp
· · ·
∫
Zp

(1 + qt)
λ(x1+···+xk)+x

q dµ0(x1) · · · dµ0(xk)

= (1 + qt)
x
q

∫
Zp
· · ·
∫
Zp

(1 + qt)
λ(x1+···+xk)

q dµ0(x1) · · · dµ0(xk)

= (1 + qt)
x
q

 λ log(1 + qt)

q
(

(1 + qt)
λ
q − 1

)
k

.

(2.10)

Note that, by (2.9),

D(k)
n,q(λ|x)

=qn
n∑

m=0

S1(n,m)

qm

∫
Zp
· · ·
∫
Zp

(λ(x1 + · · ·+ xk) + x)mdµ0(x1) · · · dµ0(xk).
(2.11)

Since ∫
Zp
· · ·
∫
Zp
e(x1+···+xk+x)tdµ0(x1) · · · dµ0(xk)

=

(
t

et − 1

)k
ext =

∞∑
n=0

B(k)
n (x)

tn

n!
,

we can derive easily

B(k)
n (x) =

∫
Zp
· · ·
∫
Zp

(x1 + · · ·+ xk + x)ndµ0(x1) · · · dµ0(xk). (2.12)

Thus, by (2.11) and (2.12), we have

D(k)
n,q(λ|x) =qn

n∑
m=0

S1(n,m)

qm
λmB(k)

m

(x
λ

)
=

n∑
m=0

qn−mS1(n,m)B(k)
m

(x
λ

)
=

n∑
m=0

|S1(n,m)|(−q)n−mB(k)
m

(x
λ

)
.

(2.13)
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In (2.10), by replacing t by 1
q (et − 1), we get

∞∑
n=0

D(k)
n,q(λ|x)

(et − 1)n

qnn!
=e

x
q t

(
λt
q

e
λ
q t − 1

)k

=
∞∑
n=0

λn
B

(k)
n

(
x
λ

)
qn

tn

n!
,

(2.14)

and
∞∑
n=0

D
(k)
n,q(λ|x)

qn
1

n!
(et − 1)n =

∞∑
n=0

D
(k)
n,q(λ|x)

qn

∞∑
l=n

S2(l, n)
tl

l!

=
∞∑
m=0

(
m∑
n=0

D
(k)
n,q(λ|x)

qn
S2(m,n)

)
tm

m!
.

(2.15)

By (2.13), (2.14) and (2.15), we obtain the following theorem.

Theorem 2.4. For n ≥ 0 and k ∈ N, we have

D(k)
n,q(λ|x) =

n∑
m=0

qn−mS1(n,m)B(k)
m

(x
λ

)
=

n∑
m=0

|S1(n,m)|(−q)n−mB(k)
m

(x
λ

)
,

and

B(k)
n

(x
λ

)
= λ−n

n∑
m=0

D(k)
m,q(λ|x)qn−mS2(n,m).

Now, we consider the λ-Daehee polynomials of the second kind with q-parameter
as follows :

D̂n,ξ,q(λ|x) =

∫
Zp

(−λy + x)n,qdµ0(y), (n ≥ 0). (2.16)

In the special case, x = 0, D̂n,q(λ) = D̂n,q(λ|0) are called the λ-Daehee numbers of
the second kind with q-parameter.

By (2.16), we have

D̂n,q(λ|x) = qn
∫
Zp

(
−λy + x

q

)
n

dµ0(y), (2.17)

and so we can derive the generating function of D̂n,q(x) by (1.1) as follows :
∞∑
n=0

D̂n,q(λ|x)
tn

n!
=
∞∑
n=0

qn
∫
Zp

(
−λy + x

q

)
n

dµ0(y)
tn

n!

=
∞∑
n=0

qn
∫
Zp

(−λy+x
q

n

)
dµ0(y)tn

=

∫
Zp

(1 + qt)
−λy+x

q dµ0(y)

= (1 + qt)
x+λ
q

λ log(1 + qt)

q
(

(1 + qt)
λ
q − 1

) .
(2.18)
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ON THE λ-DAEHEE POLYNOMIALS WITH q-PARAMETER 7

From (1.3), (1.6) and (2.17), we get

D̂n,q(λ|x) =qn
∫
Zp

(
−λy + x

q

)
n

dµ0(y)

=qn
∫
Zp

n∑
l=0

S1(n, l)

ql
(−λy + x)ldµ0(y)

=
n∑
l=0

S1(n, l)(−λ)l
∫
Zp

(
y − x

λ

)l
dµ0(y)qn−l

=
n∑
l=0

S1(n, l)(−λ)lBl

(
−x
λ

)
qn−l

=(−1)n
n∑
l=0

|S1(n, l)|λlBl
(
−x
λ

)
qn−l.

(2.19)

By replacing qt to et − 1 in the equation (2.18), we have

∞∑
n=0

D̂n,q(λ|x)
1

n!

(
et − 1

)n
=

λ
q t

q
(
e
λ
q t − 1

)e (x+λ)t
q

=

∞∑
n=0

Bn

(
1 +

x

λ

)
λnq−n

tn

n!
,

(2.20)

and, by (1.4),

∞∑
n=0

D̂n,q(λ|x)
1

n!

(
et − 1

)n
=

∞∑
n=0

(
n∑

m=0

D̂m,q(λ|x)S2(n,m)

)
tm

m!
. (2.21)

Note that , by (1.10), it is easy to show that Bn(−x) = (−1)nBn(x+ 1). Thus,
from (2.19), (2.20) and (2.21), we have the following theorem.

Theorem 2.5. For n ≥ 0, we have

D̂n,q(λ|x) =
n∑
l=0

S1(n, l)(−λ)lBl

(
−x
λ

)
qn−l

=(−1)n
n∑
l=0

|S1(n, l)|λlqn−lBl
(
−x
λ

)
.

and

λnBn

(
1 +

x

λ

)
= qn

n∑
m=0

D̂m,q(λ|x)S2(n,m).

By Theorem 2.5, we obtain the following corollary.

Corollary 2.6. For n ≥ 0,

D̂n,q(λ|x) = qn
n∑
l=0

l∑
m=0

D̂m,q(λ|x)S1(n, l)S2(l,m). (2.22)
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Now, we observe that

q−n(−1)n
Dn,q(λ|x)

n!
=(−1)n

∫
Zp

(x+λy
q

n

)
dµ0(y)

=

∫
Zp

(
−x+λyq + n− 1

n

)
dµ0(y)

=
n∑

m=1

(
n− 1

n−m

)∫
Zp

(−x−λy
q

m

)
dµ0(y)

=
n∑

m=1

(
n− 1

n−m

)
q−nD̂m,q(λ| − x)

m!
,

(2.23)

and, by the similar method to (2.23), we have

q−n(−1)n
D̂n,q(λ|x)

n!
=

n∑
m=1

(
n− 1

n−m

)
Dn,q(λ| − x)

m!
q−n. (2.24)

Hence, by (2.23) and (2.24), we obtain the following theorem.

Theorem 2.7. For n ≥ 1, we have

q−n(−1)n
Dn,q(λ|x)

n!
=

n∑
m=1

(
n− 1

n−m

)
D̂m,q(λ| − x)

m!
q−n

and

q−n(−1)n
D̂n,q(λ|x)

n!
=

n∑
m=1

(
n− 1

n−m

)
Dn,q(λ| − x)

m!
q−n.

Now, we consider higher-order λ-Daehee polynomials of second kind with q-
parameter. Higher-order λ-Daehee polynomials of second kind with q-parameter
are defined by the multivariant p-adic invariant integral on Zp :

D̂
(k)
n,ξ,q(λ|x) =

∫
Zp
· · ·
∫
Zp

(−λ(x1 + · · ·+ xk) + x)n,qdµ0(x1) · · · dµ0(xk) (2.25)

where n is an nonnegative integer and k ∈ N. In the special case, x = 0, D̂
(k)
n,q(λ) =

D̂
(k)
n,q(λ|0) are called the higher-order λ-Daehee numbers of second kind with q-

parameter.

From (2.25), we can derive the generating function of D̂
(k)
n,q(λ|x) as follows:

∞∑
n=0

D̂(k)
n,q(λ|x)

tn

n!

=
∞∑
n=0

qn
∫
Zp
· · ·
∫
Zp

(−λ(x1+···+xk)+x
q

n

)
dµ0(x1) · · · dµ0(xk)tn

=

∫
Zp
· · ·
∫
Zp

(1 + qt)
−λ(x1+···+xk)+x

q dµ0(x1) · · · dµ0(xk)

= (1 + qt)
x+λk
q

 λ log(1 + qt)

q
(

(1 + qt)
λ
q − 1

)
k

.

(2.26)
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By (2.25),

D̂(k)
n,q(λ|x)

=qn
n∑

m=0

S1(n,m)

qm

∫
Zp
· · ·
∫
Zp

(−λ(x1 + · · ·+ xk) + x)mdµ0(x1) · · · dµ0(xk)

=qn
n∑

m=0

S1(n,m)

qm
(−λ)m

∫
Zp
· · ·
∫
Zp

(
x1 + · · ·+ xk −

x

λ

)m
dµ0(x1) · · · dµ0(xk)

=qn
n∑

m=0

S1(n,m)

qm
(−λ)mB(k)

m

(
−x
λ

)
=(−1)n

n∑
m=0

qn−mλm|S1(n,m)|B(k)
m

(
−x
λ

)
.

(2.27)

From (1.10), we know that B
(k)
n (−x) = (−1)nB

(k)
n (k + x). Hence, by (2.27), we

obtain the following theorem.

Theorem 2.8. For n ≥ 0, we have

D̂(k)
n,q(λ|x) =

n∑
m=0

S1(n,m)qn−m(−λ)mB(k)
m

(
−x
λ

)
=(−1)n

n∑
m=0

(−λ)mqn−m|S1(n,m)|B(k)
m

(
k +

x

λ

)
.

In (2.26), by replacing t by 1
q (et − 1), we get

∞∑
n=0

D̂(k)
n,q(λ|x)

(et − 1)n

qnn!
=e

t
q (x+λk)

(
λt
q

e
λt
q − 1

)k

=
∞∑
n=0

λnB
(k)
n

(
x
λ + k

)
qn

tn

n!
,

(2.28)

and

∞∑
n=0

D̂
(k)
n,q(λ|x)

qn
1

n!

(
et − 1

)n
=
∞∑
n=0

D̂
(k)
n,q(λ|x)

qn

∞∑
l=n

S2(l, n)
tl

l!

=
∞∑
m=0

(
m∑
n=0

D̂
(k)
n,q(λ|x)

qn
S2(m,n)

)
tm

m!
.

(2.29)

By (2.28) and (2.29), we obtain the following theorem.

Theorem 2.9. For n ≥ 0 and k ∈ N, we have

B(k)
n

(x
λ

+ k
)

= λ−n
n∑

m=0

D̂(k)
m,q(λ|x)qn−mS2(n,m).

By Theorem 2.8 and Theorem 2.9, we obtain the following corollary.
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Corollary 2.10. For n ≥ 0, we have

D̂(k)
n,q(λ|x) =

n∑
m=0

m∑
l=0

D̂
(k)
l,q (λ|x)qn−lS1(n,m)S2(m, l).
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Stability of ternary quadratic derivation on ternary Banach algebras: revisited

Choonkil Park

Research Institute for Natural Sciences, Hanyang University, Seoul 133-791, Korea

Abstract. In [6], Shagholi et al. defined ternary quadratic derivations on ternary Banach algebras and proved the Hyers-

Ulam stability of ternary quadratic derivations on ternary Banach algebras. But the definition is not well-defined and so

the proofs of the main results are wrong.

In this paper, we correct the definition of ternary quadratic derivation and the proofs of the main results.

1. Introduction

The study of stability problems for functional equations is related to a question of Ulam [7] concerning the stability of

group homomorphisms and affirmatively answered for Banach spaces by Hyers [3]. Subsequently, the result of Hyers was

generalized by Aoki [1] for additive mappings and by Th. M. Rassias [4] for linear mappings by considering an unbounded

Cauchy difference.

The functional equation

f(x+ y) + f(x− y) = 2f(x) + 2f(y) (1.1)

is called a quadratic functional equation. In particular, every solution of the quadratic equation (1.1) is said to be a

quadratic mapping. The Hyers-Ulam stability problem for the quadratic functional equation (1.1) was proved by Skof for

mappings f : A→ B, where A is a normed space and B is a Banach space (see [5]).

In [6], Shagholi et al. defined a ternary quadratic derivation D from a ternary Banach algebra A into a ternary Banach

algebra B such that

D[x, y, z] = [D(x), y2, z2] + [x2, D(y), z2] + [x2, y2, D(z)]

for all x, y, z ∈ A. But x2, y2, z2 are not defined and the brackets of the right side are not defined, since A is not an algebra

and D(x) ∈ B and y2, z2 ∈ A. So we correct them as follows.

Definition 1.1. Let A be an algebra and ternary Banach algebra with norm ‖ · ‖. A mapping D : A → A is called a

ternary quadratic derivation if

(1) D is a quadratic mapping,

(2) D[x, y, z] = [D(x), y2, z2] + [x2, D(y), z2] + [x2, y2, D(z)] for all x, y, z ∈ A.

In this paper, the proofs of the main results given in [6] are corrected.

2. Stability of ternary quadratic derivations

Let A be an algebra and ternary Banach algebra with norm ‖ · ‖.

Theorem 2.1. Let f : A→ A be a mapping for which there exists a function φ : A×A×A→ [0,∞) such that

φ̃(x, y, z) :=

∞∑
j=0

1

4j
φ(2jx, 2jy, 2jz) <∞ (2.1)

‖f(x+ y) + f(x− y)− 2f(x)− 2f(y)‖ ≤ φ(x, y, 0), (2.2)

‖f([x, y, z])− [f(x), y2, z2]− [x2, f(y), z2]− [x2, y2, f(z)])‖ ≤ φ(x, y, z) (2.3)

for all x, y, z ∈ A. Then there exists a unique ternary quadratic derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ 1

4
φ̃(x, x, 0), (2.4)

for all x ∈ A.

02010 Mathematics Subject Classification: 39B52, 13N15, 47B47.
0Keywords: Hyers-Ulam stability; quadratic functional equation; ternary Banach algebra; ternary quadratic derivation.
0E-mail: baak@hanyang.ac.kr
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Proof. Putting x = y = 0 in (2.2), we get f(0) = 0. If we replace y in (2.2) by x and multiply both sides of (2.2) by 1
4
, we

get

‖f(2x)

4
− f(x)‖ ≤ φ(x, x, 0)

4
(2.5)

for all x ∈ A. Now we use the Rassias’ method on inequality (2.5) (see [2]). One can use induction on n to show that

‖f(2nx)

22n
− f(x)‖ ≤ 1

4

n−1∑
j=0

φ(2jx, 2jx, 0)

4j
(2.6)

for all x ∈ A and all nonnegative integers n. Hence

‖f(2n+mx)

22(n+m)
− f(2mx)

22m
‖ ≤ 1

4

n+m−1∑
j=m

φ(2jx, 2jx, 0)

4j

for all nonnegative integers n and m with n ≥ m and all x ∈ A. It follows from (2.1) that the sequence { f(2
nx)

22n
} is Cauchy.

Due to the completeness of A, this sequence is convergent. So one can define the mapping D : A→ A by

D(x) := lim
n→∞

f(2nx)

22n
(2.7)

for all x ∈ A. Replacing x, y by 2nx, 2ny, respectively, in (2.2) and multiplying both sides of (2.2) by 1
22n

, we get

‖D(x+ y) +D(x− y)− 2D(x)− 2D(y)‖

= lim
n→∞

1

22n
‖f(2n(x+ y)) + f(2n(x− y))− 2f(2nx)− 2f(2ny)‖

≤ lim
n→∞

φ(2nx, 2ny, 0)

22n
= 0

for all x, y ∈ A and all nonnegative integers n. So

D(x+ y) +D(x− y) = 2D(x) + 2D(y)

for all x, y ∈ A. Moreover, it follows from (2.6) and (2.7) that

‖f(x)−D(x)‖ ≤ 1

4
φ̃(x, x, 0)

for all x ∈ A. It follows from (2.3) we get

‖D([x, y, z])− [D(x), y2, z2]− [x2, D(y), z2]− [x2, y2, D(z)]‖

≤ lim
n→∞

1

43n
‖f([2nx, 2ny, 2nz])− [f(2nx), (2ny)2, (2nz)2]− [(2nx)2, f(2ny), (2nz)2]− [(2nx)2, (2ny)2, f(2nz)]‖

≤ lim
n→∞

φ(2nx, 2ny, 2nz)

43n
≤ lim

n→∞

φ(2nx, 2ny, 2nz)

4n
= 0

for all x, y, z ∈ A. So

D[x, y, z] = [D(x), y2, z2] + [x2, D(y), z2] + [x2, y2, D(z)]

for all x, y, z ∈ A.
Now, let D′ : A→ A be another ternary quadratic derivation satisfying (2.4). Then we have

‖D(x)−D′(x)‖ =
1

22n
‖D(2nx)−D′(2nx)‖

≤ 1

22n
(‖D(2nx)− f(2nx)‖B + ‖f(2nx)−D′(2nx)‖)

≤ 2

22n
φ(2nx, 2nx, 0)

which tends to zero as n→∞ for all x ∈ A. So we can conclude that D(x) = D′(x) for all x ∈ A. This proves the uniqueness

of D. Thus, the mapping D : A→ A is a unique ternary quadratic derivation satisfying (2.4). �

Theorem 2.2. Let f : A→ A be a mapping for which there exists a function φ : A×A×A→ [0,∞) satisfying (2.2), (2.3)

and
∞∑
j=0

43jφ(
x

2j
,
y

2j
,
z

2j
) <∞ (2.8)
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for all x, y, z ∈ A. Then there exists a unique ternary quadratic derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ φ̃(
x

2
,
x

2
, 0), (2.9)

for all x ∈ A. Here,

φ̃(x, y, z) :=

∞∑
j=0

4jφ(
x

2j
,
y

2j
,
z

2j
)9

for all x, y, z ∈ A.

Proof. It follows from (2.5) that

‖f(x)− 4f(
x

2
)‖ ≤ φ(

x

2
,
x

2
, 0)

for all x ∈ A.
By the same reasoning as in the proof od Theorem 2.1, one can define a quadartic unique mapping D : A→ A by

D(x) := lim
n→∞

22nf(
x

2n
) (2.10)

for all x ∈ A. It follows from (2.8) and (2.10) that

‖D([x, y, z])− [D(x), y2, z2]− [x2, D(y), z2]− [x2, y2, D(z)]‖

≤ lim
n→∞

43n‖f([
x

2n
,
y

2n
,
z

2n
])− [f(

x

2n
), (

y

2n
)2, (

z

2n
)2]− [(

x

2n
)2, f(

y

2n
), (

z

2n
)2]− [(

x

2n
)2, (

y

2n
)2, f(

z

2n
)]‖

≤ lim
n→∞

43nφ(
x

2n
,
y

2n
,
z

2n
) = 0

for all x, y, z ∈ A. So

D[x, y, z] = [D(x), y2, z2] + [x2, D(y), z2] + [x2, y2, D(z)]

for all x, y, z ∈ A. Thus the mapping D : A→ A is a unique ternary quadratic derivation satisfying (2.9). �

From Theorems 2.1 and 2.2, we obtain the following corollary concerning the Hyers-Ulam stability of the functional

equation (1.1).

Corollary 2.3. Let p and θ be nonnegative real numbers with p 6= 2, and let f : A→ A be a mapping such that

‖f(x+ y) + f(x− y)− 2f(x)− 2f(y)‖ ≤ θ(‖x‖p + ‖y‖p),

‖f([x, y, z])− [f(x), y2, z2]− [x2, f(y), z2]− [x2, y2, f(z)])‖ ≤ θ(‖x‖p + ‖y‖p + ‖z‖p),

for all x, y, z ∈ A. Then there exists a unique ternary quadratic derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ 2θ

4− 2p
‖x‖p

holds for all x ∈ X, where p < 2, and the inequality

‖f(x)−D(x)‖ ≤ 2θ

2p − 4
‖x‖p

holds for all x ∈ X, where p > 6.
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SOME PROPERTIES OF MODULAR S-METRIC SPACES AND ITS FIXED

POINT RESULTS

MELTEM ERDEN EGE AND CIHANGIR ALACA†

Abstract. In this paper, we introduce modular S-metric spaces and deal with their some properties.
We also prove some �xed point theorems on complete modular S-metric spaces.

1. Introduction

Fixed point theory in metric spaces begins with the Banach Contraction Principle which is published
in 1922 [6]. Since it is simple and useful, it has become a very popular tool to solve existence problems
in mathematical analysis. There are some authors introduced the generalization of metric spaces such
as Gahler [16], which is called 2-metric space, and Dhage [14], which is called D-metric space. In
2013, Mustafa and Sims [24] found that the fundamental topology properties of the metric spaces are
incorrect. They [25] introduced a generalization of metric spaces which is called G-metric spaces.

The concept of S-metric spaces was �rstly introduced by Sedghi et al. [28] in 2012. Sedghi and
Dung [29] proved a general �xed point theorem in S-metric spaces which is a generalization [[28],
Theorem 3.1]. Gupta [17] introduced the concepts of cyclic contraction on S-metric space and proved
some �xed point theorems on S-metric spaces. Chouhan [12] proved a common unique �xed point
theorem for expansive mappings in S-metric space. Hieu et al. [18] gave a �xed point theorem for a
class of maps depending on another map on S-metric spaces.

The notion of modular space was �rstly introduced by Nakano [26] and developed by Koshi, Shi-
mogaki, Yamamuro (see [22, 30]) and others. Recently, many researchers have been interested in �xed
point of modular space. In 2008, Chistyakov [7] introduced the notion of modular metric space gener-
ated by F -modular and developed the theory of this space. He also de�ned the notion of a modular
on an arbitrary set and the modular metric spaces in 2010 [8]. Abdou [1] studied and proved some
new �xed points theorems for pointwise and asymptotic pointwise contraction mappings in modular
metric spaces. Azadifer et. al. [3] introduced the notion of modular G-metric spaces and proved some
�xed point theorems of contractive in this space. Many authors studied on modular metric spaces
[4],[5],[10],[11],[19],[20],[21].

In this paper we introduce the concept of modular S-metric spaces and their properties. Then we
give �xed point theorems for self mappings on complete modular S-metric spaces.

2. Preliminaries

De�nition 2.1. [27]. A modular on a real linear space X is a functional ρ : X −→ [0,∞] satisfying
the followings:

(A1) ρ(0) = 0;
(A2) If x ∈ X and ρ(αx) = 0 for all numbers α > 0, then x = 0;
(A3) ρ(−x) = ρ(x) for all x ∈ X;
(A4) ρ(αx+ βy) ≤ ρ(x) + ρ(y) for all α, β ≥ 0 with α+ β = 1 and x, y ∈ X.

LetX be a non-empty set and λ ∈ (0,∞). We remark that the function ω : (0,∞)×X×X −→ [0,∞]
is denoted by ωλ(x, y) = ω(λ, x, y) for all λ > 0 and x, y ∈ X.

2010 Mathematics Subject Classi�cation. 46A80, 47H10, 54E35.
Key words and phrases. modular S-metric space, s-contraction, �xed point.
†:Corresponding Author.
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De�nition 2.2. [8]. Let X be a non-empty set, a function ω : (0,∞) ×X ×X −→ [0,∞] is said to
be a metric modular on X if satisfying, for all x, y, z ∈ X the following conditions hold:

(i) ωλ(x, y) = 0 for all λ > 0 ⇔ x = y;
(ii) ωλ(x, y) = ωλ(y, x) for all λ > 0;
(iii) ωλ+µ(x, y) ≤ ωλ(x, z) + ωµ(z, y) for all λ, µ > 0.

De�nition 2.3. [28] Let X be a non-empty set. An S-metric on X is a function S : X3 → [0,∞)
that satis�es the following conditions, for each x, y, z, a ∈ X,

(i) S(x, y, z) ≥ 0;
(ii) S(x, y, z) = 0 if and only if x = y = z;
(iii) S(x, y, z) ≤ S(x, x, a) + S(y, y, a) + S(z, z, a).

The pair (X,S) is called an S-metric space.

3. Modular S-metric spaces

We de�ne a new concept combining with S-metric and modular metric space.

De�nition 3.1. Let X be a non-empty set. An modular S-metric on X is a function

sλ : (0,∞)×X ×X ×X → [0,∞]

that satis�es the following conditions for all x, y, z ∈ X and λ > 0 :

(S1) sλ(x, y, z) ≥ 0;
(S2) sλ(x, y, z) = 0 if and only if x = y = z;
(S3) sλ+µ+ν(x, y, z) ≤ sλ(x, x, a) + sµ(y, y, a) + sν(z, z, a) for all λ, µ, ν > 0 and a ∈ X.

Example 3.2. (1) sλ(x, y, z) = 0 if x = y = z and sλ(x, y, z) =∞ if x 6= y 6= z.
(2) If S is an modular S-metric on X, we can get:

(a) sλ(x, y, z) = 0 if λ > S(x, y, z) and sλ(x, y, z) =∞ if λ ≤ S(x, y, z).
(b) sλ(x, y, z) = 0 if λ ≥ S(x, y, z) and sλ(x, y, z) =∞ if λ < S(x, y, z).

(c) sλ(x, y, z) =
S(x, y, z)

ϕ(λ)
; where ϕ : (0,∞)→ (0,∞) is non-decreasing function.

Lemma 3.3. If the function 0 < λ → sλ(x, y, z) is continuous on (0,∞) where x, y, z ∈ X, then we

have sλ(x, x, y) = sλ(y, y, x).

Proof. There exists ε > 0 such that

sλ(x, x, y) ≤ sε(x, x, x) + sε(x, x, x) + sλ−2ε(y, y, x).

If we take limit as ε→ 0, we get sλ(x, x, y) ≤ sλ(y, y, x). Similarly sλ(y, y, x) ≤ sλ(x, x, y). So we get

sλ(x, x, y) ≤ sλ(y, y, x) ≤ sλ(x, x, y)
and

sλ(x, x, y) = sλ(y, y, x).

�

Remark 3.4. The function sλ(x, y, z) for λ > 0 is non-increasing on (0,∞) where x, y, z ∈ X, if it is
continuous on (0,∞). In fact if 0 < ν < µ < λ, (S3) implies

sλ(x, x, y) ≤ sλ−µ(x, x, x) + sµ−ν(x, x, x) + sν(y, y, x)

and we have
sλ(x, x, y) ≤ sν(y, y, x)

from (S2).
From Lemma 3.3, we conclude that sλ(x, x, y) ≤ sν(x, x, y). From that inequality the function

sλ(x, y, z) is non-increasing on (0,∞). It follows that at each point λ > 0 the right limit

sλ+0(x, y, z) = lim
µ→λ+0

sµ(x, y, z)
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and the left limit

sλ−0(x, y, z) = lim
ε→0

sλ−ε(x, y, z)

exist in [0,∞] and the following two inequalities hold:

sλ+0(x, y, z) ≤ sλ(x, y, z) ≤ sλ−0(x, y, z).

De�nition 3.5. Let sλ be a modular S-metric on X. The binary relation
s∼ on X de�ned for x, y ∈ X

by

(3.1) x
s∼ y ⇔ lim

λ→∞
sλ(x, x, y) = 0

is an equivalence relation. Indeed x
s∼ x is clear by virtue of (S2). From Lemma 3.3, we have

x
s∼ y ⇔ lim

λ→∞
sλ(x, x, y) = 0 = lim

λ→∞
sλ(y, y, x)⇔ y

s∼ x.

If x
s∼ y and y

s∼ z, we get lim
λ→∞

sλ(x, x, y) = 0 and lim
λ→∞

sλ(y, y, z) = 0. By (S3) and Lemma 3.3,

we conclude that

lim
λ→∞

s3λ(x, x, z) ≤ lim
λ→∞

sλ(x, x, y) + lim
λ→∞

sλ(x, x, y) + lim
λ→∞

sλ(y, y, z)

=0 + 0 + 0.

It is clear that

lim
λ→∞

s3λ(x, x, z) = 0⇔ x
s∼ z

by (S1). The equivalence class of the element x ∈ X in the quotient set X� s∼ is de�ned by

Xs ≡ Xs(x) = {y ∈ X : y
s∼ x}.

For x0 ∈ X, the set X∗s is de�ned as follows:

X∗s ≡ X∗s (x0) = {x ∈ X : ∃λ = λ(x) > 0 such that sλ(x, x, x0) <∞}.
From Remark 3.4, the function

∼
S : (X� s∼)× (X� s∼)× (X� s∼)→ [0,∞]

given by
∼
S(Xs(x), Xs(x), Xs(y)) = sλ(x, x, y)

is well-de�ned and satis�es the axioms of S-metric.

Theorem 3.6. If sλ is a modular S-metric on X, then the modular set Xs is an modular S-metric

space with S-metric given by

S◦(x, x, y) = inf{λ > 0 : sλ(x, x, y) ≤ λ},
for all x, y ∈ Xs.

Proof. Since x
s∼ y, there exists λ0 > 0 such that

sλ(x, x, y) ≤ 1

for all λ ≥ λ0 by (3.1). Taking λ1 = max{1, λ0}, we get
sλ1(x, x, y) ≤ 1 ≤ λ1

which together with the de�nition of S◦(x, x, y) gives

S◦(x, x, y) ≤ λ1 <∞.
Given x ∈ Xs, (S2) implies that sλ(x, x, x) = 0 for all λ > 0, and so, S◦(x, x, x) = 0. Let sλ satisfy
(S2), x, y ∈ Xs and S

◦(x, x, y) = 0. Then sµ(x, x, y) does not exceed µ for all µ > 0. Hence for any
λ > 0 and 0 < µ < λ, from Remark 3.4 we have sλ(x, x, y) ≤ sµ(x, x, y) ≤ µ→ 0 as µ→ +0. It follows
that sλ(x, x, y) = 0 for all λ > 0. Thus axiom (S2) implies x = y.
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It is clear from (S1) that S◦(x, x, y) ≥ 0. Now we show the triangle inequality:

S◦(x, x, y) ≤ 2S◦(x, x, z) + S◦(y, y, z)

for some z ∈ Xs. In fact by the de�nition of S◦ for any λ > S◦(x, x, z) and µ > S◦(y, y, z), we �nd
sλ(x, x, z) ≤ λ and sµ(y, y, z) ≤ µ. As a result, we get

s2λ+µ(x, x, y) ≤ 2sλ(x, x, z) + sµ(y, y, z) ≤ 2λ+ µ

by the axiom (S3). It follows from the de�nition of S◦ that S◦(x, x, y) ≤ 2λ + µ and it remains to
pass limit as λ→ S◦(x, x, z) and µ→ S◦(y, y, z). �

Theorem 3.7. Let sλ be a modular S-metric on a set X and

S1(x, x, y) = inf{λ+ sλ(x, x, y) : λ > 0}
be de�ned for all x, y ∈ Xs. Then S1 is an S-metric on Xs such that S◦ ≤ S1 ≤ 2S◦.

Proof. Since, for x, y ∈ Xs, the value sλ(x, x, y) is �nite due to (3.1) for λ > 0 large enough, then the
set {λ+ sλ(x, x, y) : λ > 0} ⊂ R+ is non-empty and bounded from below, therefore S1(x, x, y) ∈ R+.

Since sλ(x, x, x) = 0, then from the de�nition of S1, S1(x, x, x) = inf{λ + sλ(x, x, x)︸ ︷︷ ︸
0

: λ > 0} = 0.

Let sλ satisfy (S2), x, y ∈ Xs and S
1(x, x, y) = 0. The equality x = y will follow from (S2) if we show

that sλ(x, x, y) = 0 for all λ > 0. On the contrary, suppose that sλ0
(x, x, y) > 0 for some λ0 > 0.

Then for λ ≥ λ0 we �nd λ+ sλ(x, x, y) ≥ λ0, and if 0 < λ < λ0, then

0 < sλ0
(x, x, y) ≤ sλ(x, x, y) ≤ λ+ sλ(x, x, y)

from Remark 3.4. Thus, λ+ sλ(x, x, y) ≥ λ1 = min{λ0, sλ0
(x, x, y)} for all λ > 0. By the de�nition of

S1, S1(x, x, y) ≥ λ1 > 0, which contradicts the assumption.
Now let us show that triangle inequality: S1(x, x, y) ≤ 2S1(x, x, z) + S1(y, y, z). For any ε > 0 we

�nd λ = λ(ε) > 0 and µ = µ(ε) > 0 such that

λ+ sλ(x, x, z) ≤ S1(x, x, z) + ε and µ+ sµ(y, y, z) ≤ S1(y, y, z) + ε

from the de�nition of S1. Applying axiom (S3),

S1(x, x, y) ≤(2λ+ µ) + s2λ+µ(x, x, y) ≤ 2λ+ µ+ 2sλ(x, x, z) + sµ(y, y, z)

≤2S1(x, x, z) + 2ε+ S1(y, y, z)

and it remains to take into account the arbitrariness of ε > 0.
Let us prove that metrics S◦ and S1 are equivalent on Xs. In order to obtain the left-hand side

inequality, suppose that λ > 0 is arbitrary. If sλ(x, x, y) ≤ λ, then the de�nition of S◦ implies
S◦(x, x, y) ≤ λ. If sλ(x, x, y) > λ, then S◦(x, x, y) ≤ sλ(x, x, y). Setting µ = sλ(x, x, y) we �nd µ > λ.
Thus it follows from Remark 3.4 that

sµ(x, x, y) ≤ sλ(x, x, y) = µ.

Hence
S◦(x, x, y) ≤ µ = sλ(x, x, y).

Therefore for any λ > 0 we have

S◦(x, x, y) ≤ max{λ, sλ(x, x, y)} ≤ λ+ sλ(x, x, y).

Taking the in�mum over all λ > 0, we get the inequality

S◦(x, x, y) ≤ S1(x, x, y)

To obtain the right-hand side inequality, we note that given λ > 0 such that S◦(x, x, y) < λ by the
de�nition of S◦. We get sλ(x, x, y) ≤ λ. So S1(x, x, y) ≤ λ+ sλ(x, x, y) ≤ 2λ. Passing to the limit as
λ→ S◦(x, x, y), we get

S1(x, x, y) ≤ 2S◦(x, x, y).

�
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Theorem 3.8. Let sλ be a modular S-metric on a set X, x, y ∈ Xs and λ > 0. We have

(a) If S◦(x, x, y) < λ, then sλ(x, x, y) ≤ S◦(x, x, y) < λ.
(b) If sλ(x, x, y) = λ, then S◦(x, x, y) = λ.
(c) If λ = S◦(x, x, y) > 0, then sλ+0(x, x, y) ≤ λ ≤ sλ−0(x, x, y).
(d) If the function µ→ sµ(x, x, y) is continuous from the right on (0,∞), then along with (a)− (c)

we have:

S◦(x, x, y) ≤ λ⇔ sλ(x, x, y) ≤ λ.
(e) If the function µ→ sµ(x, x, y) is continuous from the left on (0,∞), then along with (a)− (c)

we have:

S◦(x, x, y) < λ⇔ sλ(x, x, y) < λ.

(f) If the function µ→ sµ(x, x, y) is continuous on (0,∞), then along with (a)− (e) we have:

S◦(x, x, y) = λ⇔ sλ(x, x, y) = λ.

Proof. (a) For any µ > 0 such that S◦(x, x, y) < µ < λ by the de�nition of S◦ and Remark 3.4, we
have sµ(x, x, y) ≤ µ and sλ(x, x, y) ≤ sµ(x, x, y). Hence sλ(x, x, y) ≤ µ and it remains to pass to the
limit as µ→ S◦(x, x, y).

(b) By the de�nition, S◦(x, x, y) ≤ λ and item (a) implies S◦(x, x, y) = λ.
(c) For any µ > λ = S◦(x, x, y), the de�nition of S◦ implies sµ(x, x, y) ≤ µ and so

sλ+0(x, x, y) = lim
µ→λ+0

sµ(x, x, y) ≤ lim
µ→λ+0

µ = λ.

For any 0 < µ < λ we �nd sµ(x, x, y) > µ and so

sλ−0(x, x, y) = lim
µ→λ−0

sµ(x, x, y) ≥ lim
µ→λ−0

µ = λ.

(d) The su�cient condition follows from the de�nition of S◦. Let us prove the reverse implication.
If S◦(x, x, y) < λ, then by virtue of item (a), sλ(x, x, y) < λ and if S◦(x, x, y) = λ, then

sλ(x, x, y) = sλ+0(x, x, y) ≤ λ

which is a consequence of the continuity from the right of the function µ→ sµ(x, x, y) and item (c).
(e) By item (a), it su�ces to prove the su�cient condition. The de�nition of S◦ gives S◦(x, x, y) ≤ λ

but if S◦(x, x, y) = λ, then by item (c) we would have

sλ(x, x, y) = sλ−0(x, x, y) ≥ λ

which contradicts the assumption.
(f) Su�cient condition follows from (b). For the reverse asertion the two inequalities

sλ(x, x, y) ≤ λ ≤ sλ(x, x, y)

follows from (c). �

De�nition 3.9. Let sλ be a modular S-metric on a set X.

(1) A sequence (xn) ⊂ X∗s converges to x ∈ X∗s if sλ(xn, xn, x) → 0 as n → ∞. That is, for
each ε > 0, there exists n0 ∈ N such that for all n ≥ n0 we have sλ(xn, xn, x) < ε. We write
xn → x.

(2) A sequence (xn) ⊂ X∗s is a s-Cauchy if sλ(xn, xn, xm) → 0 as m,n → ∞. That is, for each
ε > 0, there exists n0 ∈ N such that for all n ≥ n0 we have sλ(xn, xn, xm) < ε.

(3) The modular S-metric space X∗s is s-complete if every s-Cauchy is a s-convergent in X∗s .

Lemma 3.10. Let sλ be a modular S-metric on a set X. If xn → x and yn → y, then

sλ(xn, xn, yn)→ sλ(x, x, y).
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Proof. Since xn → x and yn → y, then for each ε > 0 there exist n1, n2 ∈ N such that

∀n ≥n1, sλ(xn, xn, x) < ε

∀n ≥n2, sλ(yn, yn, y) < ε.

Without loss of generality we can assume

∀n ≥n1, sδ(xn, xn, x) < ε(δ) =
ε

4

∀n ≥n2, sδ(yn, yn, y) < ε(δ) =
ε

4
.

If we set n0 = max{n1, n2}, therefore for every n ≥ n0 we get

sλ(xn, xn, yn) ≤2sδ(xn, xn, x) + sλ−2δ(yn, yn, x)

≤2sδ(xn, xn, x) + 2sδ(yn, yn, y) + sλ−4δ(x, x, y)

for λ > δ > 0 by triangle inequality. If we take δ → 0, we have

sλ(xn, xn, yn) ≤
ε

2
+
ε

2
+ sλ(x, x, y)

sλ(xn, xn, yn) ≤ε+ sλ(x, x, y)

sλ(xn, xn, yn)− sλ(x, x, y) ≤ ε.
On the other hand we get

sλ(x, x, y) ≤2sδ(x, x, xn) + sλ−2δ(y, y, xn)

≤2sδ(x, x, xn) + 2sδ(y, y, yn) + sλ−4δ(xn, xn, yn).

From Lemma 3.3 and taking the limit as δ → 0 we have:

sλ(x, x, y) ≤
ε

2
+
ε

2
+ sλ(xn, xn, yn)

≤ε+ sλ(xn, xn, yn)

sλ(x, x, y)− sλ(xn, xn, yn) ≤ ε.
So we get from that inequalities |sλ(xn, xn, yn)− sλ(x, x, y)| < ε, that is, sλ(xn, xn, yn)→ sλ(x, x, y).

�

4. Fixed Point Theorems

In this section we introduce some �xed point theorems on modular S-metric space.

De�nition 4.1. Let sλ be a modular S-metric on a set X. A map T : X∗s → X∗s is said to be a
s-contraction if there exists a constant 0 ≤ k < 1 such that

sλ(Tx, Tx, Ty) ≤ ksλ(x, x, y)

for all x, y ∈ X.

Corollary 4.2. Let X∗s , Y
∗
s modular S-metric spaces and f : X∗s → Y ∗s be a map. Then f is continuous

at x ∈ X∗s if and only if f(xn)→ f(x) where xn → x.

Theorem 4.3. Let X∗s be a s-complete and T : X∗s → X∗s be s-contraction. Then T has a unique �xed

point u ∈ X∗s .

Proof. First, we show uniqueness. Suppose that there exist x, y ∈ X∗s with x = Tx and y = Ty. Then

sλ (x, x, y) = sλ (Tx, Tx, Ty) ≤ ksλ (x, x, y) .

Therefore sλ(x, x, y) = 0.
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To show the existence, we select x ∈ X∗s and show that (Tnx) is a Cauchy sequence. For n =
0, 1, 2, · · · , we get by induction

sλ(T
nx, Tnx, Tn+1x) ≤ksλ(Tn−1x, Tn−1x, Tnx)

...

≤knsλ(x, x, Tx).

Taking the limit as n→∞, we get

lim
n→∞

sλ(T
nx, Tnx, Tn+1x) = 0.

Thus there exists ε > 0 such that

sλ(T
nx, Tnx, Tn+1x) ≤ ε.

Without loss of generality, we can assume that there exists ε
m−n for λ

m−n such that

sλ(T
nx, Tnx, Tmx) ≤2

m−2∑
i=n

s λ
m−n

(T ix, T ix, T i+1x) + s λ
m−n

(Tm−1x, Tm−1x, Tmx)

≤2
m−2∑

ki

i=n

s λ
m−n

(x, x, Tx) + km−1s λ
m−n

(x, x, Tx)

≤2( ε

m− n
+ · · ·+ ε

m− n
)

≤2ε.

That is for m > n,

sλ(T
nx, Tnx, Tmx) ≤ 2ε.

This shows that (Tnx) is a Cauchy sequence and since X∗s is s-complete, there exists u ∈ X∗s with
lim
n→∞

Tnx = u.

From the continuity of T , we get

u = lim
n→∞

Tn+1x = lim
n→∞

T (Tnx) = Tu.

Therefore u is a �xed point of T . �

LetM be the family of all continuous functions of �ve variablesM : R5
+ → R+. For some k ∈ [0, 1),

we consider the following conditions:

(C1) For all x, y, z ∈ R+, if y ≤M(x, x, 0, z, y) with z ≤ 2x+ y, then y ≤ kx.
(C2) If y ≤M(y, 0, y, y, 0) for all y ∈ R+, then y = 0.

Theorem 4.4. Let T be a self-map on s-complete X∗s and

(4.1) sλ(Tx, Tx, Ty) ≤M(sλ(x, x, y), sλ(Tx, Tx, x), sλ(Tx, Tx, y), s3λ(Ty, Ty, x), sλ(Ty, Ty, y))

for all x, y, z ∈ X∗s and some M ∈M. Then we have

(1) If M satis�es the condition (C1), then T has a �xed point.

(2) If M satis�es the condition (C2) and T has a �xed point x, then the �xed point is unique.

Proof. (1) For each x0 ∈ X∗s and n ∈ N, we take xn+1 = Txn. It follows from (4.1) and Lemma 3.3
that

sλ(xn+1, xn+1, xn+2) =sλ(Txn, Txn, Txn+1)

≤M(sλ(xn, xn, xn+1), sλ(xn+1, xn+1, xn), sλ(xn+1, xn+1, xn+1),

s3λ(xn+2, xn+2, xn), sλ(xn+2, xn+2, xn+1))

=M(sλ(xn, xn, xn+1), sλ(xn, xn, xn+1), 0, s3λ(xn, xn, xn+2), sλ(xn+1, xn+1, xn+2)).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

30 MELTEM ERDEN EGE et al 24-33



8 MELTEM ERDEN EGE AND CIHANGIR ALACA
†

By triangle inequality and Lemma 3.3, we have

(4.2) s3λ(xn, xn, xn+2) ≤ 2sλ(xn, xn, xn+1) + sλ(xn+1, xn+1, xn+2)

From (4.2), we see that z ≤ 2x + y. Since M satis�es the condition (C1), there exists k ∈ [0, 1) such
that

(4.3) sλ(xn+1, xn+1, xn+2) ≤ ksλ(xn, xn, xn+1) ≤ · · · ≤ kn+1sλ(x0, x0, x1).

Taking the limit as n→∞, we get

lim
n→∞

sλ(xn, xn, xn+1) = 0.

Hence there exists ε > 0 for λ > 0 such that

sλ(xn, xn, xn+1) ≤ ε.

Without loss of generality, we can assume that there exists ε
m−n for λ

m−n > 0 such that

s λ
m−n

(xn, xn, xn+1) ≤
ε

m− n
.

Thus for all n < m by using (S3), Remark 3.4 and (4.3) we have

sλ(xn, xn, xm) ≤2sλ
3
(xn, xn, xn+1) + sλ

3
(xm, xm, xn+1)

≤2sλ
3
(xn, xn, xn+1) + sλ

3
(xn+1,xn+1, xm)

...

≤2( ε

m− n
+

ε

m− n
+ · · ·+ ε

m− n
)

≤2ε.

This proves that (xn) is s-Cauchy in the s-complete X∗s . Then (xn) converges an x ∈ X∗s .
Now we prove that x is a �xed point of T . By using (4.1), we get

sλ(xn+1, xn+1, Tx) =sλ(Txn, Txn, Tx)

≤M(sλ(xn, xn, x), sλ(Txn, Txn, xn), sλ(Txn, Txn, x), s3λ(Tx, Tx, xn), sλ(Tx, Tx, x)).

Since M ∈M, then using Lemma 3.10 and taking the limit as n→∞, we obtain

sλ(x, x, Tx) ≤M(0, 0, 0, s3λ(Tx, Tx, x), sλ(Tx, Tx, x)).

From Remark 3.4, we can rewrite

s3λ(Tx, Tx, x) ≤ sλ(Tx, Tx, x).
Then the inequality can be written as follows:

sλ(x, x, Tx) ≤M(0, 0, 0, sλ(Tx, Tx, x), sλ(Tx, Tx, x)).

Since M satis�es the condition (C1), then sλ(x, x, Tx) ≤ k.0 = 0. This proves that x = Tx.
(2) Let x, y be �xed points of T . We prove that x = y. It follows from (4.1) that

sλ(x, x, y) =sλ(Tx, Tx, Ty)

≤M(sλ(x, x, y), sλ(Tx, Tx, x), sλ(Tx, Tx, y), s3λ(Ty, Ty, x), sλ(Ty, Ty, y))

≤M(sλ(x, x, y), 0, sλ(x, x, y), s3λ(y, y, x), 0).

From Remark 3.4 and Lemma 3.3, we get

sλ(x, x, y) ≤M(sλ(x, x, y), 0, sλ(x, x, y), sλ(x, x, y), 0).

Since M satis�es the condition (C2),

sλ(x, x, y) = 0⇐⇒ x = y.

�
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Remark 4.5. Theorem 4.3 is a corollary of Theorem 4.4 when we take M(x, y, z, s, t) = k.x for
k ∈ [0, 1) and x, y, z, s, t ∈ R+.

Now we will give a new corollary of Theorem 4.4.

Corollary 4.6. Let T be a self map on s-complete X∗s and

sλ(Tx, Tx, Ty) ≤ a(sλ(Tx, Tx, x) + sλ(Ty, Ty, y))

for some a ∈ [0, 12 ) and all x, y ∈ X∗s . Then T has a unique �xed point in X∗s .

Proof. We must show that M(x, y, z, s, t) = a(y+ t) satis�es conditions (C1) and (C2). First, we have

M(x, x, 0, z, y) = a(x+ y).

So, if y ≤M(x, x, 0, z, y) with z ≤ 2x+ y, then

y ≤M(x, x, 0, z, y) = a(x+ y)

y ≤ax+ ay

y ≤ a

1− a
x

with
a

1− a
∈ [0, 1). Therefore, M satis�es condition (C1).

If y ≤M(y, 0, y, y, 0) = 0, then y = 0. Therefore, M satis�es the condition (C2).
Since

sλ(Tx, Tx, Ty) ≤M(sλ(x, x, y), sλ(Tx, Tx, x), sλ(Tx, Tx, y), sλ(Ty, Ty, x), sλ(Ty, Ty, y))

=a(sλ(Tx, Tx, x) + sλ(Ty, Ty, y)),

T has a unique �xed point in X∗s by Theorem 4.4. �

Open problems How can obtain some similar results for the papers (see [2, 15]) in fuzzy metric
spaces with the help of this technique?
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Abstract

This paper discusses the approximation by de la Vallée Poussin means Vnf on the unit
sphere. Especially, the lower bound of approximation is studied. As a main result, the strong
converse inequality for the means is established. Namely, it is proved that there are constants

C1 and C2 such that C1ω
(
f, 1√

n

)
p
≤ ∥Vnf − f∥p ≤ C2ω

(
f, 1√

n

)
p
for any p-th Lebesgue

integrable or continuous function f defined on the sphere, where ω(f, t)p is the modulus of
smoothness of f .
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1 Introduction

Motivated by geoscience, meteorology, and oceanography, sphere-oriented mathematics has gained
increasing attention in recent decades. As main tools, spherical positive polynomial operators play
prominent roles in the approximation and the interpolation on the sphere by means of orthonormal
spherical harmonics. Several authors such as Ditzian [5], Dai and Ditzian [4], Bernes and Li [3],
Wang and Li [16], Nikol’skǐı and Lizorkin [10, 8] introduced and studied some spherical versions
of some known one-dimensional polynomial operators, for example, spherical Jackson operators
[8], spherical de la Vallée Poussin operators [3, 16], spherical delay mean operators [13] and best
approximation operators [5, 4, 16] etc..

The main aim of the present paper is to study the approximation by the de la Vallée Poussin
means on the unit sphere.

For to formulate our results, we first give some notations. Let Rd, d ≥ 3, be the Euclidean space
of the points x := (x1, x2, . . . , xd) endowed with the scalar product x · x′ =

∑d
j=1 xjx

′
j(x, x

′ ∈ Rd)
and let σ := σd−1 be the unit sphere in Rd consisting of the points x satisfying x2 = x · x = 1.

We shall denote the points of σ by µ, and the elementary surface piece on σ by dσ. If it is
necessary, we shall write dσ :≡ dσ(µ) referring to the variable of integration. The surface area of

σd−1 is denoted by |σd−1|, and it is easy to deduce that |σd−1| =
∫
σ
dσ = 2π

d
2

Γ( d
2 )
.

By C(σ) and Lp(σ), 1 ≤ p < +∞, we denote the space of continuous, real valued functions
and the space of (the equivalence classes of ) p-integrable functions defined on σ endowed with

the respective norms ∥f∥∞ := maxµ∈σ |f(µ)|, ∥f∥p :=
(∫
σ
|f(µ)|pdσ(µ)

)1/p
(1 ≤ p < ∞). In the

following, Lp(σ) will always be one of the spaces Lp(σ) for 1 ≤ p <∞, or C(σ) for p = ∞.
Now we state some properties of spherical harmonics (see [16], [7], [9]). For integer k ≥ 0,

the restriction of a homogeneous harmonic polynomial of degree k on the unit sphere is called a
spherical harmonic of degree k. The class of all spherical harmonics of degree k will be denoted
by Hk, and the class of all spherical harmonics of degree k ≤ n will be denoted by Πdn. Of course,
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Πdn =
⊕n

k=0 Hk, and it comprises the restriction to σ of all algebraic polynomials in d variables of
total degree not exceeding n. The dimension of Hk is given by

ddk := dim Hd
k :=

{
2k+d−2
k+d−2

(
k+d−2
k

)
, k ≥ 1;

1, k = 0,

and that of Πdn is
∑n
k=0 d

d
k.

The spherical harmonics have an intrinsic characterization. To describe this, we first introduce
the Laplace-Beltrami operators (see [9]) to sufficiently smooth functions f defined on σ, which

is the restriction of Laplace operator ∆ :=
∑d
i=1

∂2

∂x2
i
on the sphere σ, and can be expressed as

Df(µ) := ∆f
(
µ
|µ|

) ∣∣∣
µ∈σ

. Clearly, the operator D is an elliptic, (unbounded) selfadjoint operator

on L2(σ), is invariant under arbitrary coordinate changes, and its spectrum comprises distinct
eigenvalues λk := −k(k + d − 2), k = 0, 1, . . . , each having finite multiplicity. The space Hk can
be characterized intrinsically as the eigenspace corresponding to λk, i.e.

Hk = {Ψ ∈ C∞(σ) : DΨ = −k(k + d− 2)Ψ}.

Since the λk’s are distinct, and the operator is selfadjoint, the spaces Hk are mutually orthogonal;
also, L2(σ) = closure {

⊕
kHk}. Hence, if we choose an orthogonal basis {Yk,l : l = 1, . . . , ddk} for

each Hk, then the set {Yk,l : k = 0, 1, . . . , l = 1, . . . , ddk} is an orthogonal basis for L2(σ).
The orthogonal projection Yk : L1(σ) → Hk is given by

Yk(f ;µ) :=
Γ(λ)(k + λ)

2πλ+1

∫
σ

Pλk (µ · ν)f(ν)dσ(ν),

where 2λ = d − 2, and Pλk are the ultraspherical (or Gegenbauer) polynomials defined by the
generating equation (1− 2r cos θ + r2)−λ =

∑∞
k=0 r

kPλk (cos θ)(0 ≤ θ ≤ π). The further details for
the ultraspherical polynomials can be found in [15].

For an arbitrary number θ, 0 < θ < π, we define the spherical translation operator of the
function f ∈ Lp(σ) with a step θ by the aid of the following equation (see [12], [2]):

Sθ(f) := Sθ(f ;µ) :=
1

|σd−2| sind−2 θ

∫
µ·ν=cos θ

f(ν)dσ(ν), (1.1)

where |σd−2| means the (d − 2)-dimensional surface area of the unit sphere of Rd−1. Here we
integrate over the family of points ν ∈ σ whose spherical distance from the given point µ ∈ σ
(i.e. the length of minor arc between µ and ν on the great circle passing through them) is equal
to θ. Thus Sθ(f ;µ) can be interpreted as the mean value of the function f on the surface of
(d− 2)-dimensional sphere with radius sin θ.

The properties of spherical translation operator (1.1) are well known; see e.g., [2]. In particular,
it can be expressed as the following series

Sθ(f ;µ) =

∞∑
k=0

Pλk (cos θ)

Pλk (1)
Yk(f ;µ) :=

∞∑
k=0

Qλk(cos θ)Yk(f ;µ)

where Qλk(cos θ) :=
Pλ

k (cos θ)

Pλ
k (1)

, and for any f ∈ Lp(σ), ∥Sθ(f)∥p ≤ ∥f∥p, limθ→0 ∥Sθf − f∥p = 0.

We usually apply the translation operator to define spherical modulus of smoothness of a function
f ∈ Lp(σ), i.e. (see [16]) ω(f, t)p := sup0<θ≤t ∥f − Sθf∥p. Clearly, the modulus is meaningful to
describe the approximation degree and the smoothness of functions on σ, which has been widely
used in the study of approximation on sphere.

We also need a K-functional on sphere σ defined by (see [5], [16])

K(f ; t)p := inf
{
∥f − g∥p + t2∥Dg∥p : g,Dg ∈ Lp(σ)

}
. 0 < t < t0. (1.2)

For the modulus of smoothness and K-functional, the following equivalent relationship has been
proved (see [5])

ω(f, t)p ≈ K(f, t)p. (1.3)
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Here and in the following, a ≈ b means that there are positive constants C1 and C2 such that
C1 ≤ a ≤ C2b. We denote by Ci(i = 1, 2, . . .) the positive constants independent of f and n,
and by C(a) the positive constants depending only on a. Their value will be different at different
occurrences, even within the same formula.

Define the kernel of de la Vallée Poussin as

vn(t) =
1

In,d

(
cos

t

2

)2n
, n ∈ N, (1.4)

where the constant In,d satisfies
∫
σ
vn(

⌣
µν)dσ(ν) = |σd−2|, and ⌣

µν is the spherical distance between
the points µ and ν, i.e. the length of minor arc of great circle crossing µ and ν. Then the
convolution resulted by the kernel is

Vn(f ;µ) = (f ∗ vn)(µ) =
1∣∣σd−2
∣∣ ∫

σ

f(ν)vn(
⌣
µν)dσ(ν), f ∈ L1(σ), (1.5)

which is called de la Vallée Poussin means on the sphere.
The means were introduced by de la Vallée Poussin in 1908 for one dimensional Fourier series

and were generalized to ultraspherical and Jacobi series by Kogbeliantz and Bavinck in 1925 and
1972, respectively (see also [16]). In 1993, Berens and Li [3] established the relation between
the means and the best spherical polynomial approximation on the sphere, and discussed their
approximation behavior by various of smoothness. Especially, they proved (see also [16]) the
relation:

max
k≥n

∥Vkf − f∥p ≈ ω
(
f,

1√
n

)
p
, f ∈ Lp(σ). (1.6)

Motivated by [1] and [6], we will improve the above result. Indeed, we will prove

∥Vnf − f∥p ≈ ω
(
f,

1√
n

)
p

for any f ∈ Lp(σ), 1 ≤ p ≤ +∞.

2 The kernel of de la Vallée Poussin

In the definition of de la Vallée-Poussin kernel vn given by (1.4), the constants In,d is requested to

satisfy
∫
σ
vn(

⌣
µν)dσ(ν) = |σd−2|, which implies that

∫ π
0
vn(θ) sin

2λ θdθ = 1(2λ = d− 2).

By computation, we have In,d = 22λ Γ(λ+1/2)Γ(n+λ+1/2)
Γ(n+2λ+1) , where Γ(λ) is Gamma function. So,

vn(t) =
Γ(n+ 2λ+ 1)

22λΓ(λ+ 1/2)Γ(n+ λ+ 1/2)

(
cos

t

2

)2n

.

Since vn(t) are even trigonometric polynomials with degree n, Vn(f, µ) are spherical polynomials
with degree n. So we also call (1.5) spherical de la Vallée Poussin polynomial operators.

We can translate de la Vallée Poussin means given by (1.5) into the multiplier form:

Vn(f ;µ) =

∞∑
k=0

ω
(λ)
n,kYk(f ;µ) (2.1)

where

ω
(λ)
n,k :=

{
n!(n+2λ)!

(n−k)!(n+k+2λ)! , 0 ≤ k ≤ n;

0, k > n.

Since the means can be rewritten as

Vn(f ;µ) =

∫ π

0

vn(θ)Sθ(f ;µ) sin
2λ θdθ =

∫ π

0

vn(θ)

( ∞∑
k=0

Pλk (cos θ)

Pλk (1)
Yk(f ;µ)

)
sin2λ θdθ

=
∞∑
k=0

(∫ π

0

vn(θ)
Pλk (cos θ)

Pλk (1)
sin2λ θdθ

)
Yk(f ;µ),
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it is sufficient to prove
∫ π
0
vn(θ)

Pλ
k (cos θ)

Pλ
k (1)

sin2λ θ dθ = ω
(λ)
n,k(k ≥ 0). Indeed, when k = 1, one has∫ π

0

vn(θ)
Pλ1 (cos θ)

Pλ1 (1)
sin2λ θdθ =

∫ π

0

vn(θ)

(
1− 2 sin2

θ

2

)
sin2λ θdθ

=
22λ

In,d

(∫ π

0

(
cos

θ

2

)2(n+λ)

sin2λ
θ

2
dθ − 2

∫ π

0

(
cos

θ

2

)2(n+λ)

sin2(λ+1) θ

2
dθ

)

=
22λ+1

In,d

(
1

2
B

(
λ+

1

2
, n+ λ+

1

2

)
−B

(
λ+ 1 +

1

2
, n+ λ+

1

2

))
=

n

n+ 2λ+ 1
=

n!(n+ 2λ)!

(n− 1)!(n+ 1 + 2λ)!
= ω

(λ)
n,1,

where B(a, b) is Beta function.

Now, we suppose for k ≤ n that
∫ π
0
vn(θ)

Pλ
k (cos θ)

Pλ
k (1)

sin2λ θdθ = ω
(λ)
n,k. Then for k+1 we first recall

the relation (see page 81 of [15])

(k + 1)Pλk+1(x)− 2(λ+ k)xPλk (x) + (2λ+ k − 1)Pλk−1(x) = 0 (k ≥ 1),

i.e.,

Pλk+1(cos θ) =
1

k + 1

(
2(λ+ k) cos θPλk (cos θ)− (2λ+ k − 1)Pλk−1(cos θ)

)
.

Then,∫ π

0

vn(θ)
Pλk+1(cos θ)

Pλk+1(1)
sin2λ θdθ =

1

Pλk+1(1)(k + 1)

(
2(λ+ k)

∫ π

0

vn(θ) cos θP
λ
k (cos θ) sin

2λ θdθ

−(2λ+ k − 1)

∫ π

0

vn(θ)P
λ
k−1(cos θ) sin

2λ θdθ

)
:=

1

Pλk+1(1)(k + 1)
(2(λ+ k)J2 − J1) .

By the assumption, we obtain

J1 = (2λ+ k − 1)Pλk−1(1)

∫ π

0

vn(θ)
Pλk−1(cos θ)

Pλk−1(1)
sin2λ θdθ =

(2λ+ k − 1)!n!(n+ 2λ)!

Γ(2λ)(k − 1)!(n− k + 1)!(n+ k − 1 + 2λ)!
.

For J2 we have

J2 =
1

In,d

∫ π

0

(
cos

θ

2

)2n(
2 cos2

θ

2
− 1

)
Pλk (cos θ) sin

2λ θdθ

=
2In+1,d

In,d
Pλk (1)

∫ π

0

vn+1(θ)
Pλk (cos θ)

Pλk (1)
sin2λ θdθ − Pλk (1)

∫ π

0

vn(θ)
Pλk (cos θ)

Pλk (1)
sin2λ θdθ

:= J21 − J22,

which implies from the assumption that J22 = Γ(k+2λ)
k!Γ(2λ)

n!(n+2λ)!
(n−k)!(n+k+2λ)! , and

J21 =
2Γ(n+ 1 + λ+ 1/2)Γ(n+ 2λ+ 1)

Γ(n+ λ+ 1/2)Γ(n+ 1 + 2λ+ 1)

Γ(k + 2λ)

k!Γ(2λ)

(n+ 1)!(n+ 1 + 2λ)!

(n+ 1− k)!(n+ 1 + k + 2λ)!
.

Therefore,

J2 =
Γ(k + 2λ)

k!Γ(2λ)

n!(n+ 2λ)!

(n+ 1− k)!(n+ 1 + k + 2λ)!
(n(n+ 1) + k(2λ+ k)) .

So, ∫ π

0

vn(θ)
Pλk+1(cos θ)

Pλk+1(1)
sin2λ θdθ =

n!(n+ 2λ)!

(n− k − 1)!(n+ k + 1 + 2λ)!
= ω

(λ)
n,k+1.
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On the other hand, it is clear that for k > n, ω
(λ)
n,k = 0. Hence, de la Vallée Poussin means

Vn(f ;µ) have the form of multiplier expression given in (2.1).
Now we give some properties for the de la Vallée Poussin kernel vn.
Lemma 2.1. Let vn(t) be the kernel of de la Vallée Poussin defined by (1.4), 2λ = d− 2 and

d ≥ 3. Then there hold ∫ π

0

θ−λvn(θ) sin
2λ θdθ ≤ C(d)n

λ
2 , (2.2)

and ∫ π

0

θ−
2
m vn(θ) sin

2λ θdθ ≤ C(d)n
1
m , m = 1, 2, . . . . (2.3)

Proof. We only prove (2.2). The proof of (2.3) is similar. First, a direct computation implies

In,d = C(d)
(2n+ d− 3)!!

(2n+ 2d− 4)!!
≈ n−

d−1
2 .

Then,
∫ π
0
θ−λvn(θ) sin

2λ θdθ = 1
In,d

∫ π
0
θ−λ

(
cos θ2

)2n
sin2λ dθ =

J
(−λ)
n,d

In,d
, where

J
(−λ)
n,d =

∫ π
2

0

θ−
d−2
2 sind−2 θ cos2n

θ

2
dθ.

So, we have

J
(−λ)
n,d ≤ 2

d
2

∫ π
2

0

sin
d−2
2 t cos2n+d−2 tdt = 2

d
2−1B

( d−2
2 + 1

2
,
2n+ d− 2 + 1

2

)
= 2

d
2−1Γ(

d

4
)
Γ(n+ d−1

2 )

Γ(n+ 3d−2
4 )

= C(d)
Γ(n+ d−1

2 )

Γ(n+ 3d−2
4 )

≈ n−
d
4 .

Therefore ∫ π

0

θ−λvn(θ) sin
2λ θdθ =

J
(−2)
n,d

In,d
≤ C(d)

n−
d
4

n−
d−1
2

= C(d)n
d−2
4 .

The proof of Lemma 2.1 is completed. �
Lemma 2.2. For the kernel of de la Vallée Poussin vn(t) defined by (1.4), we have∫ π

0

θ4vn(θ) sin
2λ θdθ ≤ C(d)n−2.

Proof. Since

J
(4)
n,d =

∫ π

0

θ4 cos2n
θ

2
sin2λ θdθ = 2d−1π4

∫ π
2

0

sind+2 θ cos2n+d−2 θdθ

=

{
2d−2π5 (2n+d−3)!!(d+1)!!

(2n+2d)!! , if d is even;

2d−1π4 (2n+d−3)!!(d+1)!!
(2n+2d)!! , if d is odd

= C(d)
(2n+ d− 3)!!

(2n+ 2d)!!
,

we have ∫ π

0

θ4vn(θ) sin
2λ θdθ =

J
(4)
n,d

In,d
= C(d)

(2n+ 2d− 4)!!

(2n+ 2d)!!
≤ C(d)n−2.

This finishes the proof of Lemma 2.2. �
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3 Lower bound of approximation for de la Vallée Poussin
means

In this section we prove the main result of this paper, which can be stated as follows.
Theorem 3.1. Let Vn(f ;µ) be de la Vallée Poussin means on the sphere given by (1.5). Then

for f ∈ Lp(σ), 1 ≤ p ≤ +∞, there exists a constant C which is independent of f and n, such that

ω

(
f,

1√
n

)
p

≤ C∥Vnf − f∥p.

In order to prove the result, we first prove the following lemma.
Lemma 3.1. For any g,Dg,D2g ∈ Lp(σ), 1 ≤ p ≤ ∞, there exist the constants A,B and C2

which are are independent of n and g, such that ∥Vng − g − α(n)Dg∥p ≤ C2n
−2∥D2g∥p, where

0 < A
n ≤ α(n) ≤ B

n .

Proof. Since (see (3.6) of [11]) Sθ(g;µ)−g(µ) =
∫ θ
0
sin−2λ t dt

∫ t
0
sin2λ u Su(Dg;µ)du, we have

Su(Dg;µ)−Dg(µ) =

∫ u

0

sin−2λ γdγ

∫ γ

0

sin2λ ν Sν(D
2g;µ)dν.

Observing that

Vn(g;µ)− g(µ) =

∫ π

0

vn(θ) sin
2λ θdθ

∫ θ

0

sin−2λ tdt

∫ t

0

sin2λ u Su(Dg;µ)du

= Dg(µ)

∫ π

0

vn(θ) sin
2λ θdθ

∫ θ

0

sin−2λ tdt

∫ t

0

sin2λ udu

+

∫ π

0

vn(θ) sin
2λ θdθ

∫ θ

0

sin−2λ tdt

∫ t

0

sin2λ u
(
Su(Dg;µ)−Dg(µ)

)
du

:= Dg(µ)α(n) + Ψ(g;µ),

where α(n) = C(d)n−1 satisfies 0 < An−1 ≤ C(d)n−1 ≤ Bn−1, we obtain that from the Hölder-
Minkowski’s inequality and the contractility of translation operator

∥Ψg∥p ≤ ∥D2g∥p
∫ π

0

vn(θ) sin
2λ θdθ

∫ θ

0

sin−2λ tdt

∫ t

0

sin2λ udu

∫ u

0

sin−2λ γdγ

∫ γ

0

sin2λ νdν

≤ C3∥D2g∥p
∫ π

0

vn(θ)θ
4 sin2λ θdθ.

Thus, from Lemma 2.2 it follows that ∥Ψg∥p ≤ C4n
−2∥D2g∥p. The Lemma 3.1 has been proved.

�
Now we turn to the proof of Theorem 3.1. We first introduce an operator V mn given by

V mn (f ;µ) =
n∑
k=0

(∫ π

0

vn(θ)Q
λ
k(cos θ) sin

2λ θdθ
)m

Yk(f ;µ).

Then, form the orthogonality of projection operator Yk, it follows that

V m+l
n f =

n∑
k=0

(∫ π

0

vn(θ)Q
λ
k(cos θ) sin

2λ θdθ
)m

Yk

( n∑
s=0

(∫ π

0

vn(θ)Q
λ
s (cos θ) sin

2λ θdθ
)l
Ysf

)
= V mn (V lnf).

Thus, we take g = V mn f and obtain that

∥f − g∥p = ∥f − V mn f∥p ≤
m∑
k=1

∥V k−1
n f − V kn f∥p ≤ m∥f − Vnf∥p,
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where V 0
n f = f.

Next, we prove the estimate: ∥DV mn f∥p ≤ A
2C2

C1n∥f∥p, where A and C2 are the same as that
in Lemma 3.1. In fact, we have

∥DV mn f∥p ≤

∥∥∥∥∥
n∑
k=0

k(k + d− 2)
(∫ π

0

vn(θ)
∣∣∣Qλk(cos θ)∣∣∣ sin2λ θdθ)mYk(f)

∥∥∥∥∥
p

.

Since (see [1])

|Qλk(cos θ)| ≡
∣∣∣Pλk (cos θ)
Pλk (1)

∣∣∣ ≤ C5 min
(
(kθ)−λ, 1

)
,

we use (2.2) and obtain for kθ ≥ 1 and θ ≤ π
2 , that

∥DV mn f∥p ≤ C6

∥∥∥∥∥
n∑
k=0

k(k + d− 2)k−
d−2
2 m

(∫ π

0

vn(θ)θ
−λ sin2λ θdθ

)m
Yk(f)

∥∥∥∥∥
p

≤ C7n
d−2
4 m∥f∥p

∞∑
k=0

k2−
d−2
2 m.

For 2− d−2
2 m < −1, i.e. m > 6

d−2 , it is clear that the series
∑∞
k=0 k

2− d−2
2 m is convergence. Thus

∥DV mn f∥p ≤ C8n
d−2
4 m∥f∥p.

For kθ ≤ 1, then (2.3) implies that

∥DV mn f∥p ≤

∥∥∥∥∥
n∑
k=0

(∫ π

0

vn(θ)θ
− 2

m (θ2k(k + d− 2))
1
m

∣∣∣Qλk(cos θ)∣∣∣ sin2λ θdθ)mYk(f)
∥∥∥∥∥
p

≤ C9

∥∥∥∥∥
n∑
k=0

(∫ π

0

vn(θ)θ
− 2

m sin2λ θdθ
)m

Yk(f)

∥∥∥∥∥
p

≤ C10n

∥∥∥∥∥
∞∑
k=0

Yk(f)

∥∥∥∥∥
p

=
A

2C2
C1n∥f∥p,

where A and C2 are the same as that in Lemma 3.1. Therefore, when m > 6
d−2 , we have

∥DV mn f∥p ≤
A

2C2
C1n∥f∥p.

In the next, without loss generality, we assume m1 >
6
d−2 , and m > 6

d−2 +m1. According to
Lemma 3.1 we see that

α(n)∥DV mn f∥p ≤ ∥V mn f − f∥p + C2n
−2∥D2V mn f∥p ≤ m∥Vnf − f∥p +

AC1

2
n−1∥DV m−m1

n f∥p

≤ m∥Vnf − f∥p +
AC1

2
n−1∥DV mn f∥p +

AC1

2
n−1∥DV m−m1

n (V m1
n f − f)∥p

≤ m∥Vnf − f∥p +
AC1

2n
∥DV mn f∥p +

AC1C11

2
∥V m1

n f − f∥p

= C12∥Vnf − f∥p +
AC1

2n
∥DV mn f∥p.

Taking α(n) = AC1

n , one has

1

n
∥DV mn f∥p ≤

2C12

AC1
∥Vnf − f∥p.

So from the definition of K-functional it follows

K

(
f,

1√
n

)
≤ ∥f − V mn f∥p +

( 1√
n

)2
∥DV mn f∥p

≤ m∥f − Vnf∥p +
2C12

AC1
∥f − Vnf∥p ≤ C14∥f − Vnf∥p,
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which together with (1.3) implies

ω

(
f,

1√
n

)
p

≤ C∥f − Vnf∥p.

This finishes the proof of Theorem 3.1. �
From (1.6) and Theorem 3.1, the following Corollary 3.1 follows directly.
Corollary 3.1. For any f ∈ Lp(σ), 1 ≤ p ≤ ∞, there holds

∥Vnf − f∥p ≈ ω

(
f,

1√
n

)
p

.
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Abstract

In this article, we take into account the stability for the following functional equation of additive-quadratic type

f(x− y)− f(−x+ y)− 4f(x) + f(2x)− f(−y) + f(y) = 0

with the fixed point method.

Keywords : Stability ; Fixed point method ; Additive-quadratic mapping.
AMS Mathematics Subject Classification (2000) : 39B52, 39B82, 47H10.

1 Introduction

Ulam [9] proposed the following question concerning the stability of homomorphisms :

Let G1 be a group and let G2 be a metric group with the metric d(·, ·). Given ε > 0, does there exist a δ > 0
such that if a function h : G1 → G2 satisfies the inequality d(h(xy), h(x)h(y)) < δ for all x, y ∈ G1, then there
exists a homomorphism H : G1 → G2 with d(h(x), H(x)) < ε for all x ∈ G1?

Hyers [5] answers the problem of Ulam under the assumption that the groups are Banach spaces. A
generalized version of the theorem of Hyers for approximately additive mappings was given by Aoki [1], and
for approximately linear mappings was presented by Rassias [7] by considering an unbounded Cauchy differ-
ence. Thereafter, many interesting results of the stability of several functional equation have been extensively
investigated.

On the contrary, Cădariu and Radu [2] observed that the existence of the solution for a functional equation
and the estimation of the difference with the given mapping can be obtained from the fixed point alternative.
This method is called a fixed point method. In particular, they [3, 4] applied this method to prove the stability
theorems of the additive functional equation and the quadratic functional equation by using the fixed point
method.

Now we consider the stability of the following mixed type additive-quadratic functional equation (briefly,
AQ–functional equation)

f(x− y)− f(−x+ y)− 4f(x) + f(2x)− f(−y) + f(y) = 0. (1.1)

by using the fixed point method. In this case, every solution of the functional equation (1.1) is said to be an
additive-quadratic mapping.

aCorresponding author.
E-mail address : ischang@cnu.ac.kr (I.-S. Chang), yanghi2@hanmail.net (Y.-H. Lee)
The first author was supported by Basic Science Research Program through the National Research Foundation of Korea (NRF)

funded by the Ministry of Education (no. 2013R1A1A2A10004419).
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2 Stability of Eq. (1.1) and its applications

Throughout this article, let V be a real or complex linear space and Y a Banach space. For a given mapping
f : V → Y, we use the following abbreviation

Df(x, y) := f(x− y)− f(−x+ y)− 4f(x) + f(2x)− f(−y) + f(y)

for all x, y ∈ V. We first prove the following lemma.

Lemma 2.1 Let f : V → Y be a mapping with f(0) = 0 such that Df(x, y) = 0 for all x, y ∈ V \{0}. Then f
is an additive-quadratic mapping.

Proof. Since f(0) = 0, we get Df(x, 0) = Df(x, x) = 0 for all x ∈ V \{0}, and Df(0, y) = 0 for all y ∈ V .
This completes the proof. �

For explicitly later use, we state the following theorem :

Theorem 2.2 (The alternative of fixed point) ([6] or [8]) Suppose that a complete generalized metric space
(X, d), which means that the metric d may assume infinite values, and a strictly contractive mapping J : X → X
with the Lipschitz constant 0 < L < 1 are given. Then, for each given element x ∈ X, either

d(Jnx, Jn+1x) = +∞, ∀n ∈ N ∪ {0},

or there exists a nonnegative integer k such that :

(1) d(Jnx, Jn+1x) < +∞ for all n ≥ k ;

(2) the sequence {Jnx} is convergent to a fixed point y∗ of J ;

(3) y∗ is the unique fixed point of J in Y := {y ∈ X, d(Jkx, y) < +∞} ;

(4) d(y, y∗) ≤ (1/(1− L))d(y, Jy) for all y ∈ Y.

Now, by the use of fixed point method, we obtain the main results as follow.

Theorem 2.3 Let φ : (V \{0})2 → [0,∞) be a function with φ(x, y) = φ(−x,−y) for all x, y ∈ V \{0}.
Suppose that a mapping f : V → Y satisfies

∥Df(x, y)∥ ≤ φ(x, y) (2.1)

for all x, y ∈ V \{0} with f(0) = 0. If there exists a constant 0 < L < 1 such that a function φ has the property

φ(2x, 2y) ≤ 2Lφ(x, y) (2.2)

for all x, y ∈ V \{0}, then there exists a unique additive-quadratic mapping F : V → Y such that

∥f(x)− F (x)∥ ≤ φ(x, x)

2(1− L)
(2.3)

for all x ∈ V \{0}. In particular, F is represented by

F (x) = lim
n→∞

(
f(2nx) + f(−2nx)

2 · 4n
+
f(2nx)− f(−2nx)

2n+1

)
(2.4)

for all x ∈ V.

Proof. Consider the set
S := {g : g : V → Y, g(0) = 0}

and introduce a generalized metric on S by

d(g, h) = inf{K ∈ R+ : ∥g(x)− h(x)∥ ≤ Kφ(x, x) for all x ∈ V \{0}}.

It is easy to see that (S, d) is a generalized complete metric space.
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Now we define a mapping J : S → S by

Jg(x) :=
g(2x)− g(−2x)

4
+
g(2x) + g(−2x)

8

for all x ∈ V. Note that

Jng(x) =
g(2nx)− g(−2nx)

2n+1
+
g(2nx) + g(−2nx)

2 · 4n
for all n ∈ N and all x ∈ V. Let g, h ∈ S and let K ∈ [0,∞] be an arbitrary constant with d(g, h) ≤ K. From
the definition of d, we have

∥Jg(x)− Jh(x)∥ =
3

8
∥g(2x)− h(2x)∥+ 1

8
∥g(−2x)− h(−2x)∥

≤ 1

2
Kφ(2x, 2x)

≤ KLφ(x, x)

for all x ∈ V \{0}, which implies that
d(Jg, Jh) ≤ Ld(g, h)

for any g, h ∈ S, that is, J is a strictly contractive self-mapping of S with the Lipschitz constant L. Moreover,
by (2.1), we see that

∥f(x)− Jf(x)∥ =
1

8
∥ − 3Df(x, x) +Df(−x,−x)∥ ≤ φ(x, x)

2

for all x ∈ V \{0}. It means that d(f, Jf) ≤ 1
2 <∞ by the definition of d. Therefore, according to Theorem 2.2,

the sequence {Jnf} converges to the unique fixed point F : V → Y of J in the set T = {g ∈ S : d(f, g) <∞},
which is represented by (2.4).

Note that

d(f, F ) ≤ 1

1− L
d(f, Jf) ≤ 1

2(1− L)
,

which implies (2.3).
By the definition of F, together with (2.1) and (2.4), we find that

∥DF (x, y)∥ = lim
n→∞

∥∥∥Df(2nx, 2ny)−Df(−2nx,−, 2ny)
2n+1

+
Df(2nx, 2ny) +Df(−2nx,−2ny)

2 · 4n
∥∥∥

≤ lim
n→∞

2n + 1

2 · 4n
(φ(2nx, 2ny) + φ(−2nx,−2ny))

=0

for all x, y ∈ V \{0}. By Lemma 2.1, we have proved that DF (x, y) = 0 for all x, y ∈ V. This completes the
proof. �

We continue our investigation with the following theorem.

Theorem 2.4 Let φ : (V \{0})2 → [0,∞) with φ(x, y) = φ(−x,−y) for all x, y ∈ V \{0}. Suppose that
f : V → Y satisfies the inequality ∥Df(x, y)∥ ≤ φ(x, y) for all x, y ∈ V \{0} with f(0) = 0. If there exists
0 < L < 1 such that the mapping φ has the property

Lφ(2x, 2y) ≥ 4φ(x, y) (2.5)

for all x, y ∈ V \{0}, then there exists a unique additive-quadratic mapping F : V → Y such that

∥f(x)− F (x)∥ ≤ Lφ(x, x)

4(1− L)
(2.6)

for all x ∈ V \{0}. In particular, F is given by

F (x) = lim
n→∞

(
2n−1

(
f
( x
2n

)
− f

(
− x

2n

))
+

4n

2

(
f
( x
2n

)
+ f

(
− x

2n

)))
(2.7)

for all x ∈ V.
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Proof. Let (S, d) be the set as in the proof of Theorem 2.3, and we consider the mapping J : S → S defined by

Jg(x) := g
(x
2

)
− g

(
−x
2

)
+ 2

(
g
(x
2

)
+ g

(
−x
2

))
for all g ∈ S and all x ∈ V. Observe that

Jng(x) = 2n−1
(
g
( x
2n

)
− g

(
− x

2n

))
+

4n

2

(
g
( x
2n

)
+ g

(
− x

2n

))
and J0g(x) = g(x) for all x ∈ V. Let g, h ∈ S and let K ∈ [0,∞] be an arbitrary constant with d(g, h) ≤ K.
The definition of d yields

∥Jg(x)− Jh(x)∥ = 3
∥∥∥g (x

2

)
− h

(x
2

)∥∥∥+ ∥∥∥g (−x
2

)
− h

(
−x
2

)∥∥∥
≤ 4Kφ

(x
2
,
x

2

)
≤ LKφ(x, x)

for all x ∈ V \{0}. So we get
d(Jg, Jh) ≤ Ld(g, h)

for any g, h ∈ S, that is, J is a strictly contractive self-mapping of S with the Lipschitz constant L. Also we
see that

∥f(x)− Jf(x)∥ =
∥∥∥Df (x

2
,
x

2

)∥∥∥ ≤ φ
(x
2
,
x

2

)
≤ L

4
φ(x, x)

for all x ∈ V \{0}, which implies that d(f, Jf) ≤ L
4 <∞.

Therefore, according to Theorem 2.2, the sequence {Jnf} converges to the unique fixed point F of J in
the set T := {g ∈ S : d(f, g) <∞}, which is given by (2.7).

Since

d(f, F ) ≤ 1

1− L
d(f, Jf) ≤ L

4(1− L)

the inequality (2.6) holds.
From the definition of F with (2.1) and (2.5), we have

∥DF (x, y)∥ = lim
n→∞

∥∥∥2n−1
(
Df

( x
2n
,
y

2n

)
−Df

(
− x

2n
,− y

2n

))
+

4n

2

(
Df

( x
2n
,
y

2n

)
+Df

(
− x

2n
,− y

2n

))∥∥∥
≤ lim
n→∞

2n + 4n

2

(
φ
( x
2n
,
y

2n

)
+ φ

(
− x

2n
,− y

2n

))
=0

for all x, y ∈ V \{0}. So, by Lemma 2.1, F is an additive-quadratic mapping, which completes the proof. �
From now on, given a mapping f : V → Y, we set

Af(x, y) :=f(x+ y)− f(x)− f(y),

Qf(x, y) :=f(x+ y) + f(x− y)− 2f(x)− 2f(y)

for all x, y ∈ V. Using Theorem 2.3 and Theorem 2.4, we will prove the stability of the additive functional
equation Af ≡ 0, and the quadratic functional equation Qf ≡ 0 in the following results.

Corollary 2.5 Let fi : V → Y, i = 1, 2, be mappings for which there exist functions ϕi : (V \{0})2 →
[0,∞), i = 1, 2, such that

∥Afi(x, y)∥ ≤ ϕi(x, y) (2.8)
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for all x, y ∈ V \{0}. If fi(0) = 0, ϕi(x, y) = ϕi(−x,−y), i = 1, 2, for all x, y ∈ V \{0}, and there exists
0 < L < 1 such that

1

L
ϕ1(x, y) ≤ ϕ1(2x, 2y) ≤ 2Lϕ1(x, y), (2.9)

ϕ2(2x, 2y) ≤ Lϕ2(2x, 2y) (2.10)

for all x, y ∈ V \{0}, then there exist unique additive mappings Fi : V → Y, i = 1, 2, such that

∥f1(x)− F1(x)∥ ≤ ϕ1(x, x) + 3ϕ1(x,−x)
2(1− L)

, (2.11)

∥f2(x)− F2(x)∥ ≤ L(ϕ2(x, x) + 3ϕ2(x,−x))
4(L− 1)

(2.12)

for all x ∈ V \{0}. In particular, the mappings Fi, i = 1, 2, are represented by

F1(x) = lim
n→∞

f1(2
nx)

2n
, (2.13)

F2(x) = lim
n→∞

2nf2

( x
2n

)
(2.14)

for all x ∈ V.

Proof. We first note that

Dfi(x, y) = Afi(x,−y)−Afi(−x, y) +Afi(x, x) +Afi(x,−x)

for all x, y ∈ V and i = 1, 2. Put

φi(x, y) := ϕi(x,−y) + ϕi(−x, y) + ϕi(x, x) + ϕi(x,−x)

for all x, y ∈ V \{0} and i = 1, 2, then φ1 satisfies (2.2) and φ2 fulfills (2.5). Therefore ∥Dfi(x, y)∥ ≤ φi(x, y)
for all x, y ∈ V \{0} and i = 1, 2. According to Theorem 2.3, there exists a unique mapping F1 : V → Y
satisfying (2.11), which is represented by (2.4).

Observe that, by virtue of (2.8) and (2.9),

lim
n→∞

∥∥∥∥f1(2nx) + f1(−2nx)

2n+1

∥∥∥∥ = lim
n→∞

∥∥∥∥f1(2nx) + f1(−2nx)− f1(0)

2n+1

∥∥∥∥
= lim
n→∞

1

2n+1
∥Af1(2nx,−2nx)∥

≤ lim
n→∞

1

2n+1
ϕ1(2

nx,−2nx)

≤ lim
n→∞

Ln

2
ϕ1(x,−x) = 0

and

lim
n→∞

∥∥∥∥f1(2nx) + f1(−2nx)

2 · 4n

∥∥∥∥ ≤ lim
n→∞

2nLn

2 · 4n
ϕ1(x,−x) = 0

for all x ∈ V \{0}. This inequality and (2.4) guarantees (2.13).
Moreover, we have ∥∥∥∥Af1(2nx, 2ny)2n

∥∥∥∥ ≤ ϕ1(2
nx, 2ny)

2n
≤ Lnϕ1(x, y)

for all x, y ∈ V \{0}. Sending the limit as n → ∞ in the above inequality, and using F1(0) = 0, we get
AF1(x, y) = 0 for all x, y ∈ V.

On the other hand, according to Theorem 2.4, we see that there exists a unique mapping F2 : V → Y
satisfying (2.12), which is given by (2.7).
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Notice that, by (2.8) and (2.11),

lim
n→∞

22n−1
∥∥∥f2 ( x

2n

)
+ f2

(
−x
2n

)∥∥∥ = lim
n→∞

22n−1
∥∥∥Af2 ( x

2n
,− x

2n

)∥∥∥
≤ lim
n→∞

22n−1ϕ2

( x
2n
,− x

2n

)
≤ lim
n→∞

Ln

2
ϕ2(x,−x) = 0.

as well as

lim
n→∞

2n−1
∥∥∥f2 ( x

2n

)
+ f2

(
−x
2n

)∥∥∥ ≤ lim
n→∞

Ln

2n+1
ϕ2(x,−x) = 0

for all x ∈ V \{0}. From these and (2.7), we obtain (2.14).
Moreover, we have ∥∥∥2nAf2 ( x

2n
,
y

2n

)∥∥∥ ≤ 2nϕ2

( x
2n
,
y

2n

)
≤ Ln

2n
ϕ2(x, y)

for all x, y ∈ V \{0}. Taking the limit as n → ∞ in the above inequality, and using F2(0) = 0, we fee that
AF2(x, y) = 0 for all x, y ∈ V. The proof is ended. �

Corollary 2.6 Let fi : V → Y, i = 1, 2, be mappings for which there exist functions ϕi : (V \{0})2 →
[0,∞), i = 1, 2, such that

∥Qfi(x, y)∥ ≤ ϕi(x, y)

for all x, y ∈ V \{0}. If fi(0) = 0, ϕi(x, y) = ϕi(−x,−y), i = 1, 2, for all x, y ∈ V \{0}, and there exists
0 < L < 1 such that the mapping ϕ1 satisfies (2.9) and ϕ2 satisfies (2.10) for all x, y ∈ V \{0}, then there exist
unique quadratic mappings Fi : V → Y, i = 1, 2, such that

∥f1(x)− F1(x)∥ ≤ 3ϕ1(x, x) + 5ϕ1(x,−x)
4(1− L)

, (2.15)

∥f2(x)− F2(x)∥ ≤ L(3ϕ2(x, x) + 5ϕ2(x,−x))
8(1− L)

(2.16)

for all x ∈ V \{0}. In particular, the mappings Fi, i = 1, 2, are given by

F1(x) = lim
n→∞

f1(2
nx)

4n
, (2.17)

F2(x) = lim
n→∞

4nf2

( x
2n

)
(2.18)

for all x ∈ V.

Proof. Note that

Dfi(x, y) = Qfi(x, y)−Qfi(y,−x) + fi(x,−x) +
1

2
Qfi(y,−y)−

1

2
Qfi(y, y)

for all x, y ∈ V and i = 1, 2. Put φi(x, y) := ϕi(x, y) + ϕi(y,−x) + ϕi(x,−x) + 1
2ϕi(y, y) +

1
2ϕi(y,−y) for all

x, y ∈ V \{0} and i = 1, 2, then φ1 (resp. φ2) satisfies (2.2) (resp. (2.5)). Moreover,

∥Dfi(x, y)∥ ≤ φi(x, y)

for all x, y ∈ V \{0} and i = 1, 2. It follows from Theorem 2.3 that there exists a unique mapping F1 : V → Y
satisfying (2.15), which is represented by (2.4).

Observe that

lim
n→∞

∥∥∥f1(2nx)− f1(−2nx)

2n+1

∥∥∥ = lim
n→∞

1

2n+1

∥∥Qf1(2n−1x,−2n−1x)−Qf1(−2n−1x, 2n−1x)
∥∥

≤ lim
n→∞

1

2n+1

(
ϕ1(2

n−1x,−2n−1x) + ϕ1(−2n−1x, 2n−1x)
)

≤ lim
n→∞

Ln

2

(
ϕ1

(x
2
,−x

2

)
+ ϕ1

(
−x
2
,
x

2

))
=0
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and

lim
n→∞

∥∥∥∥f1(2nx)− f1(−2nx)

2 · 4n

∥∥∥∥ ≤ lim
n→∞

Ln

2n+1

(
ϕ1

(x
2
,−x

2

)
+ ϕ1

(
−x
2
,
x

2

))
= 0

for all x ∈ V \{0}. Due to this fact and (2.4), we get (2.17).
Moreover, we have ∥∥∥∥Qf1(2nx, 2ny)4n

∥∥∥∥ ≤ ϕ1(2
nx, 2ny)

4n
≤ Ln

2n
ϕ1(x, y)

for all x, y ∈ V \{0}. As n → ∞ in the above inequality, we see that QF1(x, y) = 0 for all x, y ∈ V \{0}. By
using F1(0) = 0, then we have

QF1(x, 0) = 0, QF1(0, y) =−QF1

(y
2
,−y

2

)
+QF1

(
−y
2
,
y

2

)
= 0

for all x, y ∈ V \{0}. Therefore, QF1(x, y) = 0 for all x, y ∈ V.
On the other hand, Theorem 2.4 guarantees that there exists a unique mapping F2 : V → Y satisfying

(2.16), which is represented by (2.7).
Observe that

4n
∥∥∥f2 ( x

2n

)
− f2

(
− x

2n

)∥∥∥ =4n
∥∥∥Qf2 ( x

2n+1
,− x

2n+1

)
−Qf2

(
− x

2n+1
,

x

2n+1

)∥∥∥
≤4n

(
ϕ2

( x

2n+1
,− x

2n+1

)
+ ϕ2

(
− x

2n+1
,

x

2n+1

))
≤Ln

(
ϕ2

(x
2
,−x

2

)
+ ϕ2

(
−x
2
,
x

2

))
for all x ∈ V \{0}. It leads us to get

lim
n→∞

4n
(
f2

( x
2n

)
− f2

(
− x

2n

))
= 0, lim

n→∞
2n
(
f2

( x
2n

)
− f2

(
− x

2n

))
= 0

for all x ∈ V \{0}. Based on these facts and (2.7), we obtain (2.18).
Moreover, we have ∥∥∥4nQf2 ( x

2n
,
y

2n

)∥∥∥ ≤ 4nϕ2

( x
2n
,
y

2n

)
≤ Lnϕ2(x, y)

for all x, y ∈ V \{0}. Going the limit as n → ∞ in the previous inequality, and using F2(0) = 0, we get
QF2(x, y) = 0 for all x, y ∈ V, which complete the proof.

Now, we obtain the stability in the framework of normed spaces using Theorem 2.3 and Theorem 2.4.

Corollary 2.7 Let X be a normed space and Y a Banach space. Suppose that the mapping f : X → Y
satisfies the inequality

∥Df(x, y)∥ ≤ θ(∥x∥p + ∥y∥p)

for all x, y ∈ X\{0} with f(0) = 0, where θ ≥ 0 and p ∈ (−∞, 1) ∪ (2,∞). Then there exists a unique
quadratic-additive mapping F : X → Y such that

∥f(x)− F (x)∥ ≤=

{ 2θ
2p−4∥x∥

p if p > 2,
2θ

2−2p ∥x∥
p if p < 1,

for all x ∈ X\{0}.

Proof. This follows from Theorem 2.3 and Theorem 2.4 by putting

φ(x, y) := θ(∥x∥p + ∥y∥p)

for all x, y ∈ X\{0} with L = 2p−1 < 1 if p < 1 and L = 22−p < 1 if p > 2.

Corollary 2.8 Let X be a normd space and Y a Banach space. Suppose that the mapping f : X → Y satisfies
the inequality

∥Df(x, y)∥ ≤ θ∥x∥p∥y∥q
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for all x, y ∈ X\{0} with f(0) = 0, where θ ≥ 0 and p + q ∈ (−∞, 1) ∪ (2,∞). Then there exists a unique
quadratic-additive mapping F : X → Y such that

∥f(x)− F (x)∥ ≤=

{
θ∥x∥p+q

2p+q−4 if p+ q > 2,
θ∥x∥p+q

2(2−2p+q) if p+ q < 1

for all x ∈ X\{0}.

Proof. By considering
φ(x, y) := θ∥x∥p∥y∥q

for all x, y ∈ X\{0} with L = 2p+q−1 < 1 if p+ q < 1 and L = 22−p−q < 1 if p+ q > 2, then by Theorem 2.3
and Theorem 2.4, we arrive at the conclusion of the corollary.
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Abstract. Let ϕ and ψ be holomorphic self-maps of the unit polydisk Dn in the

n-dimensional complex space Cn, denote by Cϕ and Cψ the induced composition
operators. In this paper, we estimate the essential norm of the differences of

composition operators Cϕ − Cψ from Lipschitz space to weighted Banach space

in the unit polydisk.

1. Introduction

The algebra of all holomorphic functions on domain Ω will be denoted by H(Ω),
where Ω is a bounded domain in Cn, where n ≥ 1 is a fixed integer. Let Dn = {z =
(z1, ..., zn) ∈ Cn, |zi| < 1, 1 ≤ i ≤ n} be the open unit polydisk of the complex n-
dimensional Euclidean space Cn and H(Dn) be the space of all holomorphic functions
on Dn. For z = (z1, ..., zn) and w = (w1, ..., wn) in Cn, the inner product of z and
w is 〈z, w〉 = z1w1 + ... + znwn, where 〈., .〉 denotes the inner product. Moreover,g
z

g
= maxj{|zj |} stands for the supremum norm on Dn.

For z, w ∈ D, the pseudo-hyperbolic distance between z and w is defined by

ρ(z, w) = |(z − w)/(1− wz)|.
It is well known that if f ∈ H(D), then ρ(f(z), f(w)) ≤ ρ(z, w). The Bergman metric
on the unit polydisk is given by

Hz(u, v) =
n∑
j=1

ujvj
(1− |zj |2)2

.

The Kobayashi distance kDn on Dn is defined by

kDn(z, w) =
1

2
log

1 +
g
φz(w)

g

1−
g
φz(w)

g , (1.1)

where φz : Dn → Dn is the automorphism of Dn given by

φz(w) =
( w1 − z1

1− z1w1
, ...,

wn − zn
1− znwn

)
.

The work was supported in part by the National Natural Science Foundation of China (Grant
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Let v be a strictly positive bounded continuous function (weight) on the open unit
polydisk Dn in Cn, n ≥ 1. We first introduce the weighted Banach spaces of analytic
functions of the following form:

H∞v :=
{
f ∈ H(Dn); ‖f‖v = sup

z∈Dn
v(z)|f(z)| <∞

}
endowed with the sup-norm ‖.‖v. Spaces of this type appear in the study of growth
conditions of analytic functions and have been studied in various articles, see, e.g.
[2, 8, 10].

For 0 ≤ α < 1, an f ∈ H(Dn) belongs to the Lipschitz space Lipα(Dn), if

‖f‖α = |f(0)|+ sup
z∈Dn

n∑
l=1

∣∣∣ ∂f
∂zl

(z)
∣∣∣(1− |zl|2)1−α <∞. (1.2)

It is easy to show that Lipα(Dn) is a Banach space endowed with the norm ‖.‖α (see,
e.g.[13, 14]).

Let ϕ = (ϕ1(z), ..., ϕn(z)) and ψ(z) = (ψ1(z), ..., ψn(z)) be holomorphic self-maps
of Dn. The composition operator Cϕ induced by ϕ is defined by

(Cϕ)f(z) = f(ϕ(z))

for z ∈ Dn and f ∈ H(Dn) (see, e.g.[3]). The essential norm of a continuous linear
operator T is the distance from T to the set of all compact operators, that is, ‖T‖e =
inf{‖T −K‖ : K is compact }. Notice that ‖T‖e = 0 if and only if T is compact, so
estimates on ‖T‖e lead to conditions for T to be compact (see, e.g.[6, 14, ?]). In the
past few years, many authors have been interested in studying the mapping properties
of the differences of two composition operators, that is, an operator of the form

T = Cϕ − Cψ.

The primary motivation for this has been the desire to understand the topological
structure of the whole set of composition operators. Most papers in this area have
focused on the classical reflexive spaces, but some classical nonreflexive spaces in the
unit disc in the complex plane have also recently been discussed. We refer the readers
to the recent papers [1, 4, 5, 6, 7, 9, 12] to learn more about the propertied about the
differences.

Building on the above foundations we estimate the essential norm for the differences
of composition operators induced by ϕ and ψ acting from Lipschitz space to weighted
Banach space in the unit polydisk Dn, where ϕ and ψ are two holomorphic self-maps
of the unit polydisk in n-dimensional complex space Cn. The paper is organized as
following: Some lemmas are given in section 2. Section 3 is devoted to the main
results.

Throughout the remainder of this paper, C will denote a positive constant, the
exact value of which will vary from one appearance to the next.

2. Some Lemmas

Lemma 1. Assume that f ∈ Lipα(Dn), then

|f(z)− f(w)| ≤ n‖f‖αkDn(z, w)

for any z, w ∈ Dn.
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Proof. Empolying the definitions in (1.1) and (1.2) we have that

|f(z)− f(0)| =
∣∣∣ ∫ 1

0

<f(tz)

t
dt
∣∣∣ =

∣∣∣ n∑
j=1

∫ 1

0

zj
∂f

∂ζj
(tz)dt

∣∣∣
≤

n∑
j=1

∫ 1

0

|zj |
(1− |tzj |2)1−α

∣∣∣ ∂f
∂ζj

(tz)
∣∣∣(1− |tzj |2)1−αdt

≤ ‖f‖α
n∑
j=1

∫ |zj |
0

1

(1− t2)1−α
dt

≤ ‖f‖α
n∑
j=1

∫ |zj |
0

1

1− t2
dt

=
1

2
‖f‖α

n∑
j=1

log
1 + |zj |
1− |zj |

≤ n‖f‖α
1

2
log

1 +
g
z

g

1−
g
z

g . (2.3)

The last inequality in (2.3) follows from the fact the map t → log((1 + t)/(1 − t)) is
strictly increasing on [0, 1). Setting z = φw(z) and using (1.2), it’s evident that

|f ◦ φw(z)− f ◦ φw(w)| ≤ n‖f ◦ φw‖α
1

2
log

1 +
g
φw(z)

g

1−
g
φw(z)

g .

Replacing f ◦ φw by f ◦ φw ◦ φ−1w ,

|f(z)− f(w)| ≤ n‖f‖α
1

2
log

1 +
g
φw(z)

g

1−
g
φw(z)

g ≤ n‖f‖αkDn(z, w).

This completes the proof. �

Lemma 2. For f ∈ Lipα(Dn) and a fixed 0 < δ < 1, define G = {z ∈ Dn :
g
z

g
≤ δ}.

Then

lim
r→1

sup
‖f‖α≤1

sup
z∈G
|f(z)− f(rz)| = 0.

Proof. Using the definition in (1.2) we obtain that

sup
z∈G
|f(z)− f(rz)|

= sup
z∈G

∣∣∣ n∑
j=1

(
f(rz1, rz2, ..., rzj−1, zj , ..., zn)− f(rz1, rz2, ..., zj+1, ..., zn))

∣∣∣
≤ sup
z∈G

n∑
j=1

∣∣∣ ∫ 1

r

zj
∂f

∂zj
(rz1, ..., rzj−1, tzj , zj+1, ..., zn)dt

∣∣∣
≤ (1− r)n‖f‖α sup

z∈G

1

(1−
g
z

g2
)1−α

≤ (1− r)n‖f‖α
(1− δ2)1−α

→ 0, r → 1

This ends the proof. �
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3. Main result

In this section we estimate the essential norm of Cϕ −Cψ : Lipα(Dn)→ H∞v (Dn).
We denote Fδ = {z ∈ Dn, max{

g
ϕ(z)

g
,

g
ψ(z)

g
} ≤ 1 − δ} and Eδ = Dn − Fδ for

0 < δ < 1. We consider the following two conditions

M1 := max
1≤l≤n

lim
δ→0

sup
z∈Eδ

v(z)|(1− |ψl(z)|2)α|ϕϕl(z)(ψl(z))|

M2 := max
1≤l≤n

lim
δ→0

sup
z∈Eδ

v(z)|(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|.

Theorem 1. For any 0 < δ < 1, denote Fδ = {z ∈ Dn, max{
g
ϕ(z)

g
,

g
ψ(z)

g
} ≤

1− δ}. Suppose Cϕ − Cψ : Lipα(Dn)→ H∞v (Dn) is bounded. Then

max{M1, M2} ≤ ‖Cϕ − Cψ‖e ≤ 2n lim
δ→0

sup
z∈Eδ

v(z)kDn(ϕ(z), ψ(z)). (3.4)

Proof. The upper estimate. For a fixed 0 < r < 1, we have that both Crϕ and Crψ
are compact operators. For any 0 < δ < 1,

‖Cϕ − Cψ‖e,Lipα→H∞
v
≤ ‖Cϕ − Cψ − Crϕ + Crψ‖Lipα→H∞

v

= sup
‖f‖α≤1

‖(Cϕ − Cψ − Crϕ + Crψ)f‖H∞
v

= sup
‖f‖α≤1

sup
z∈Dn

v(z)|f(ϕ(z))− f(rϕ(z)) + f(rψ(z))− f(ψ(z))|

≤ sup
‖f‖α≤1

sup
z∈Fδ

v(z)|f(ϕ(z))− f(rϕ(z)) + f(rψ(z))− f(ψ(z))|

+ sup
‖f‖α≤1

sup
z∈Eδ

v(z)|f(ϕ(z))− f(rϕ(z)) + f(rψ(z))− f(ψ(z))|. (3.5)

Since the weight v(z) is a strictly positive bounded continuous function on the open
unit polydisc Dn and using lemma 2 and we can choose r sufficiently close to 1 such
that the first term in (3.5) is less than any given ε > 0, and we denote the second
term in (3.5) by I. Empolying lemma 1, it follows that

I ≤ sup
‖f‖α≤1

sup
z∈Eδ

v(z)(|f(ϕ(z))− f(ψ(z))|+ |f(rϕ(z))− f(rψ(z))|)

≤ sup
‖f‖α≤1

sup
z∈Eδ

v(z)n‖f‖α(kDn(ϕ(z), ψ(z)) + kDn(rϕ(z), rψ(z)))

≤ 2n sup
z∈Eδ

v(z)kDn(ϕ(z), ψ(z)), (3.6)

the last inequality is obtained from kDn(rϕ(z), rψ(z)) ≤ kDn(ϕ(z), ψ(z)). Firstly let-
ting r → 1 and then δ → 0, the upper estimate yeilds.

The lower estimate. For l = 1, 2, .., n, set

Elδ = {z ∈ Dn : max(|ϕl(z)|, |ψ1(z)|) > 1− δ}.

It is easy to see that Eδ =
⋃n
l=1E

l
δ. For a fixed l (1 ≤ l ≤ n), define

al = lim
δ→0

sup
z∈Elδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|.

If we put δm = 1/m, then δm → 0 as m→∞. For the case ‖ϕl‖∞ = 1 or ‖ψl‖∞ = 1,
then for large enough m with Elδm 6= ∅, there exists zm ∈ Elδm such that

lim
m→∞

v(zm)(1− |ϕl(zm)|2)α|ϕψl(zm)(ϕl(z
m))| = al. (3.7)
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Since zm ∈ Elδm implies that |ϕl(zm)| > 1− δm or |ψl(zm)| > 1− δm, without loss of
generality we assume that |ϕl(zm)| → 1. Set

fm(z) =
1− |ϕl(zm)|2

(1− ϕl(zm)zl)1−α
·
〈ϕψl(zm)(z), ϕψl(zm)(ϕl(z

m))〉
|ϕψl(zm)(ϕl(zm))|

.

We can easily obtain that (fm)m∈N converges to zero uniformly on compact subsets of
Dn as m→∞ and sup

k∈N
‖fm‖α ≤ C. Thus for any compact operator K : Lipα → H∞v ,

we get ‖Kfm‖H∞
v
→ 0, m→∞. Moreover, it is obvious that

fm(ϕ(zm)) = (1− |ϕl(zm)|2)α|ϕψl(zm)(ϕl(z
m))|, fm(ψ(zm)) = 0. (3.8)

Thus using the above results, (3.7) and (3.8), it is clear that

‖Cϕ − Cψ −K‖Lipα→H∞
v
≥ C lim sup

m→∞
‖(Cϕ − Cψ −K)fm‖H∞

v

≥ C lim sup
m→∞

(‖(Cϕ − Cψ)fm‖H∞
v
− ‖Kfm‖H∞

v
)

= C lim sup
m→∞

‖(Cϕ − Cψ)fm‖H∞
v

= C lim sup
m→∞

sup
z∈Dn

v(z)|fm(ϕ(z))− fm(ψ(z))|

≥ C lim sup
m→∞

v(zm)|fm(ϕ(zm))− fm(ψ(zm))|

= C lim sup
m→∞

v(zm)|(1− |ϕl(zm)|2)α|ϕψl(zm)(ϕl(z
m))|

= Cal = C lim
δ→0

sup
z∈Elδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|

From the above inequality we obtain that

‖Cϕ − Cψ‖e,Lipα→H∞
v
≥ C lim

δ→0
sup
z∈Elδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|. (3.9)

If both ‖ϕl‖∞ < 1 and ‖ψl‖∞ < 1, in this condition, when δ is small enough, Elδ is
empty, and without loss of generality we may assume that

lim
δ→0

sup
z∈Elδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))| = 0. (3.10)

Since the above inequality (3.9) and (3.10) holds for every 1 ≤ l ≤ n, thus we obtain
that

‖Cϕ − Cψ‖e,Lipα→H∞
v
≥ C max

1≤l≤n
lim
δ→0

sup
z∈Elδ

v(z)|(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|. (3.11)

Now for each l = 1, 2, ..., n, we define

bl = lim
δ→0

sup
z∈Eδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|.

Then for any ε > 0, there exists a δ0 with 0 < δ0 < 1 such that

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))| > bl − ε (3.12)

whenever z ∈ Eδ0 and l = 1, 2, ..., n. From the above definition we know that z ∈ Elδ0
implies that z ∈ Eδ0 , then by (3.11) and (3.12) we obtain that

‖Cϕ − Cψ‖e,Lipα→H∞
v
≥ C max

1≤l≤n
(bl − ε)

= C max
1≤l≤n

lim
δ→0

sup
z∈Eδ

v(z)|(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))| − Cε.
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Now letting ε→ 0 in the above inequality we obtain that

‖Cϕ − Cψ‖e,Lipα→H∞
v
≥ C max

1≤l≤n
lim
δ→0

sup
z∈Eδ

v(z)(1− |ϕl(z)|2)α|ϕψl(z)(ϕl(z))|. (3.13)

Using the similar proof of (3.13) we can get

‖Cϕ − Cψ‖e,Lipα→H∞
v
≥ C max

1≤l≤n
lim
δ→0

sup
z∈Eδ

v(z)|(1− |ψl(z)|2)α|ψϕl(z)(ψl(z))|. (3.14)

Combining (3.13) and (3.14), we get the lower estimate for the essential norm of the
differences. �
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THE PATH COMPONENT OF THE SET OF GENERALIZED
COMPOSITION OPERATORS ON THE BLOCH TYPE SPACES

LIU YANG

Abstract. In this note, we give a characterization of the path component of the set of
generalized composition operator on Bloch type spaces.

Keywords: Path component, composition operator, Bloch type spaces

1. INTRODUCTION

Let D be the unit disk of the complex plane C, and H(D) be the space of all analytic
functions in D. f ∈ H(D) belongs to the Bloch type space Bα, if

∥f∥Bα = |f(0)|+ sup
z∈D

(1− |z|2)α|f ′(z)| <∞,

where 0 < α <∞. It is known that Bα is a Banach space under the ∥ · ∥Bα norm. If α = 1,
Bα is just the well-known Bloch space. More details about properties on Bloch type space
are given in [4], [32] and [16].

We denote S(D) be the set of analytic self-maps of D. Every analytic self-map φ ∈ S(D)
induces a linear composition operator Cφ from H(D) to itself. A general and concerning
problem in the investigation of composition operator is to characterize operator theoretic
properties of Cφ in terms of function theoretic properties of φ. To learn more conclusions
about the composition operator, see [6].

For φ ∈ S(D) and g ∈ H(D), Li and Stevic [10] defined the generalized composition
operator Cg

φ as follows:

Cg
φ(f)(z) =

∫ z

0

f ′(φ(w))g(w)dw, f ∈ H(D).

The boundedness and compactness of the generalized composition operator from Zygmund
spaces to Bloch-type spaces were considered in [10]. Lindstrom and Sanatpour [15] gave the
characterization of the generalized composition operator between Zygmund spaces. We can
also refer to [11–14], [21–30] for the study of the operator Cg

φ and its generalizations. The
composition operators between Bloch type spaces have been studied by several authors, for
example [1–3, 5, 17, 19].

Recently, lots of researchers are interested in the difference of two composition operators,
that is, an operator of the form T = Cφ − Cψ, where φ, ψ ∈ S(D). For example, Shapiro

The work is supported by NSF of China (No. 11471202).
Department of Mathematics, Shantou University, Guangdong Shantou 515063, P. R. China.
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and Sundberg [20] studied the difference of composition operators on Hardy spaces. In
[18], MacCluer, Ohno and Zhao considered it on H∞. In [7] and [8], Hosokawa and Ohno
investigated it on Bloch spaces. The purpose of studying the difference of composition
operators is to investigate the topological structure of the set of composition operators
acting on a given function space. Li [9] gave the sufficient and necessary conditions for the
boundedness and compactness of the differences of generalized composition operator on the
Bloch space. Yang, Luo, and Zhu [31] generalized Li’s results between Bloch type spaces,
which help us to study the topological structure of the set of generalized composition
operators on the Bloch type spaces. In fact, we give a sufficient condition for the path
component of the set of generalized composition operator on Bloch type spaces.

2. NOTATIONS AND AUXILIARY RESULTS

For w, z ∈ D, the pseudo-hyperbolic distance between z and w is defined by

ρ(w, z) = | w − z

1− w̄z
|.

Let
us(z, w) = (1− s)z + sw, ϕs(φ(z), ψ(z)) = (1− s)φ(z) + sψ(z),

where s ∈ [0, 1], w ∈ D, φ, ψ ∈ S(D) and simply denote ϕs(φ(z), ψ(z)) by ϕs(z).
Let

Γ(φ) = {{zn} ∈ D : |φ(zn)| → 1},
Γ(ψ) = {{zn} ∈ D : |ψ(zn)| → 1}.

Obviously, Γ(ϕs) ⊂ Γ(φ) ∩ Γ(ψ).
Define

Dφ,g
α (z) =

g(z)

(1− |φ(z)|2)α
, Dφ,g

α,β(z) =
(1− |z|2)β

(1− |φ(z)|2)α
g(z),

Dψ,h
α (z) =

h(z)

(1− |ψ(z)|2)α
, Dψ,h

α,β(z) =
(1− |z|2)β

(1− |ψ(z)|2)α
h(z),

and

Dϕs
α (z) =

1− |z|α

(1− |ϕ(z)|2)α
[(1− s)g(z) + sh(z)],

Cϕsf(z) =

∫ z

0

f ′((1− s)φ(w) + sψ(w))[(1− s)g(w) + sh(w)]dw, f ∈ Bα.

Let

I1(z) = Dφ,g
α,βρ(φ(z), ψ(z)),

I2(z) = Dψ,h
α,βρ(φ(z), ψ(z)),

and
I3(z) = Dφ,g

α,β(z)−Dψ,h
α,β(z).
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Lemma 2.1. ( [7, Lemma 4.1] ) Let z, w ∈ D and ρ(z, w) = λ < 1. Then the map
s 7→ ρ(us, w) is continuous and decreasing on [0, 1].

Lemma 2.2. ( [31, Theorem 1.] ) The following statements are equivalent:
(1) Cg

φ − Ch
ψ : Bα → Bβ is bounded.

(2) supz∈D |I1(z)| <∞ and supz∈D |I3(z)| <∞.
(3) supz∈D |I2(z)| <∞ and supz∈D |I3(z)| <∞.

Lemma 2.3. ([31, Theorem 4.] ) Let 0 < α, β < ∞ and φ, ψ ∈ S(D), g, h ∈ H(D), if
Cg
φ − Ch

ψ : Bα → Bβ is bounded, and Cg
φ, C

h
ψ: Bα → Bβ are not compact, then Cg

φ − Ch
ψ :

Bα → Bβ is compact if and only if the following two conditions hold.
(1) D(g, φ) = D(h, ψ) ̸= ∅, D(g, φ) ⊂ Γ(ψ).
(2) For arbitrary {zn} ⊂ Γ(φ) ∩ Γ(ψ),

lim
n→∞

|I1(zn)| = lim
n→∞

|I2(zn)| = lim
n→∞

|I3(zn)| = 0.

Lemma 2.4. If t < 0 or t > 1, then 1− xt ≤ t(1− x).

Proof. Let f(x) = 1− xt − t(1− x), then

f ′(x) = −tx(t− 1) + t, f ′′(x) = −t(t− 1)x(t− 2).

Obviously, f ′(1) = 0, f ′′(1) ̸= 0, f ′′(x) > 0 for t < 0, f ′′(x) < 0 for t > 1. �
Lemma 2.5. Let φ, ψ be analytic self maps of the unit disk D, then
(1) For any z ∈ D, when α < 1, we have∣∣Dφ,g

α (z)−Dϕs
α (z)

∣∣ ≤ ∣∣Dφ,g
α (z)−Dψ,h

α (z)
∣∣+ (2− α)

∣∣Dφ,g
α (z)

∣∣ρ2(φ(z), ψ(z)).
(2) For any z ∈ D, when α ≥ 1, we have∣∣Dφ,g

α (z)−Dϕs
α (z)

∣∣ ≤ ∣∣Dφ,g
α (z)−Dψ,h

α (z)
∣∣+ α

(∣∣Dφ,g
α (z)

∣∣+ ∣∣Dψ,h
α (z)

∣∣)ρ2(φ(z), ψ(z)).
Proof. (1) The lemma is trivially for s = 0 or 1. In the following, we assume 0 < s < 1. For

arbitrary z ∈ D, denote ζ = 1−|φ(z)|2
1−|ϕs(z)|2 and ξ = 1−|ψ(z)|2

1−|ϕs(z)|2 . By the definition of Dφ,g
α (z), Dψ,h

α (z)

and Dϕs
α (z), it is easy to see

Dϕs
α (z) =

1− |z|α

(1− |ϕ(z)|2)α
[(1− s)g(z) + sh(z)]

= (1− s)
(1− |φ(z)|2)α

(1− |ϕs(z)|2)α
Dφ,g
α (z) + s

(1− |ψ(z)|2)α

(1− |ϕs(z)|2)α
Dψ,h
α (z)

= Dφ,g
α − (1− s)ζαDφ,g

α (z)− sξαDψ,h
α (z)

and∣∣Dφ,g
α (z)−Dϕs

α (z)
∣∣ = ∣∣Dφ,g

α (z)− (1− s)
(1− |φ(z)|2)α

(1− |ϕs(z)|2)α
Dφ,g
α (z)− s

(1− |ψ(z)|2)α

(1− |ϕs(z)|2)α
Dψ,h
α (z)

∣∣
=
∣∣Dφ,g

α (z)− (1− s)ζαDφ,g
α (z)− sξαDψ,h

α (z)
∣∣

=
∣∣Dφ,g

α (z)(1− (1− s)ζα)−Dψ,h
α (1− (1− s)ζα) +Dψ,h

α (1− (1− s)ζα)− sξαDψ,h
α (z)

∣∣
≤
∣∣Dφ,g

α (z)−Dψ,h
α

∣∣∣∣(1− (1− s)ζα)
∣∣+ ∣∣Dψ,h

α

∣∣∣∣(1− (1− s)ζα)− sξα
∣∣

≤
∣∣Dφ,g

α (z)−Dψ,h
α

∣∣∣∣sζα∣∣+ ∣∣Dφ,g
α

∣∣∣∣(1− (1− s)ζα)− sξα
∣∣.

(2.1)
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∣∣Dφ,g
α −Dϕs

α (z)
∣∣ ≤ ∣∣Dφ,g

α −Dψ,h
α

∣∣∣∣sζα∣∣+ ∣∣Dφ,g
α

∣∣∣∣(1− (1− s)ζα)− sξα
∣∣. (2.2)

By simply calculating and the proving process of Proposition 4.2 in [7], we get

0 ≤ s(1− s)|φ(z)− ψ(z)|2

1− |ϕs(t)|2
= 1− (1− s)ζ − sξ ≤ ρ2(φ(z), ψ(z)). (2.3)

Firstly, we consider the case 0 < α < 1.

Since sζ = s 1−|φ(z)|2
1−|ϕs(z)|2 ≤ 1, then

sζα ≤ s1−α ≤ 1. (2.4)

Now, we estimate (1− (1− s)ζα)− sξα.
Choosing

f(ζ) = 1− (1− s)ζα − sξα − (1− (1− s)ζ − sξ), (2.5)

then

f(ζ) = (1− s)ζ(1− ζα−1) + sξ(1− ξα−1)

≤ (α− 1)((1− s)ζ(1− ζ) + sξ(1− ξ))

= (α− 1)((1− s)ζ2 − sξ2)− (α− 1)(1− (1− s)ζ − sξ).

(2.6)

The last inequality above is obtained by Lemma 2.4. Uniting (2.5) and (2.6), we obtain

1− (1− s)ζα − sξα − (1− (1− s)ζ − sξ)

≤(1− (1− sζ)α− sξ)− (α− 1)(1− (1− s)ζ2 − sξ2)− (α− 1)(1− (1− sζ)− sξ)

=(2− α)(1− (1− s)ζ − sξ) + (α− 1)(1− (1− s)ζ2 − sξ2).

(2.7)

and

1− (1− s)ζ2 − sξ2 =
s|ψ(z)|2(1− |ψ(z)|2) + (1− s)|φ(z)|2(1− |φ(z)|2)) + s(1− s)|φ(z)− ψ(z)|2

(1− |ϕs(z)|2)2
> 0

(2.8)
Hence,

1− (1− s)ζα − sξα ≤ (2− α)(1− (1− s)ζ − sξ) ≤ (2− α)ρ2(φ(z), ψ(z)). (2.9)

Combining (2.1), (2.4) and (2.9), we get∣∣Dφ,g
α (z)−Dϕs

α (z)
∣∣ ≤ ∣∣Dφ,g

α (z)−Dψ,h
α (z)

∣∣+ (2− α)
∣∣Dφ,g

α (z)
∣∣ρ2(φ(z), ψ(z)).

This complete the proof of (1).
Next, we are going to prove (2).

If α = 1, then by (2.3), we have

1− (1− s)ζα − sξα = 1− (1− s)ζ − sξ ≤ ρ2(φ(z), ψ(z)) = αρ2(φ(z), ψ(z). (2.10)
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If α > 1, then

1− (1− s)ζα − sξα = 1− s− (1− s)ζα + s− sξα

= (1− s)(1− ζα) + s(1− ξα)

≤ α(1− s)(1− ζ) + s(1− ξ))

= α(1− (1− s)ζ − sξ)

≤ αρ2(φ(z), ψ(z)).

(2.11)

The first inequality in (2.11) above is obtained by Lemma 2.4.
If ξ ≤ 1, using (2.1) and (2.11), we obtain∣∣Dφ,g

α (z)−Dϕs
α (z)

∣∣ ≤ ∣∣Dφ,g
α (z)−Dψ,h

α (z)
∣∣+ α

∣∣Dφ,g
α (z)

∣∣ρ2(φ(z), ψ(z)). (2.12)

If ξ ≥ 1, for any s ∈ (0, 1), we have |ψ(z)| ≤ |ϕs(z)| ≤ (1 − s)|φ(z)| + s|ψ(z)| and
|ψ(z)| ≤ |φ(z)|. Then |ϕs(z)| ≤ |φ(z)| and 1−|φ(z)|2

1−|ϕs(z)|2 = ζ ≤ 1. Combing (2.1), (2.10) with

(2.11), it is obvious that∣∣Dφ,g
α (z)−Dϕs

α (z)
∣∣ ≤ ∣∣Dφ,g

α (z)−Dψ,h
α (z)

∣∣+ α
∣∣Dψ,h

α (z)
∣∣)ρ2(φ(z), ψ(z)). (2.13)

Due to (2.11), (2.12) and (2.13) above, we infer that∣∣Dφ,g
α (z)−Dϕs

α (z)
∣∣ ≤ ∣∣Dφ,g

α (z)−Dψ,h
α (z)

∣∣+ α
(∣∣Dφ,g

α (z)
∣∣+ ∣∣Dψ,h

α (z)
∣∣)ρ2(φ(z), ψ(z)).

�

3. MAIN RESULTS

Proposition 3.1. Let φ, ψ be analytic self maps of the unit disk D, g, h ∈ H(D). Suppose
that Cg

φ and Ch
ψ are bounded but not compact on Bα. For any s ∈ [0, 1], when Cg

φ − Ch
ψ is

compact on Bα, then we have
(1) Dα

ϕs
⊂ Γ(φ) ∩ Γ(ψ), where Dα

ϕs
= {{zn} ⊂ D : |φ(zn)| → 1, |Dα

ϕs
(zn)| ̸→ 1}.

(2) For any {z}n ⊂ Γ(φ) ∩ Γ(ψ), we have

lim
n→∞

(Dφ,g
α (zn)−Dϕs

α (zn)) = lim
n→∞

(Dφ,g
α (zn)ρ(φ(zn), ϕs(zn)) = 0.

Proof. (1) It is trivial.
(2) For any {zn} ⊂ Γ(φ) ∩ Γ(ψ), it follows from Lemma 2.3 that

lim
n→∞

∣∣Dφ,g
α (zn)−Dϕs

α (zn)
∣∣ = lim

n→∞

∣∣(Dφ,g
α (zn)

∣∣ρ(φ(zn), ϕs(zn))
= lim

n→∞

∣∣Dψ,h
α (zn)

∣∣ρ(φ(zn), ϕs(zn))
= 0.

Applying Lemma 2.5,

lim
n→∞

|Dφ,g
α (zn)−Dϕs

α (zn)| = 0,

then by Lemma 2.1,

|Dφ,g
α (zn)|ρ(φ(zn), ϕs(zn)) ≤ |Dφ,g

α |ρ(φ(zn), ψ(zn)) → 0.
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Equivalently,

lim
n→∞

(Dφ,g
α (zn)−Dϕs

α (zn)) = lim
n→∞

(Dφ,g
α (zn)ρ(φ(zn), ϕs(zn)) = 0.

�
Theorem 3.2. Let φ, ψ be analytic self maps of the unit disk D, g, h ∈ H(D). Suppose
that Cg

φ and Ch
ψ are bounded but not compact on Bα. If Cg

φ − Ch
ψ is compact on Bα, then

the following two conclusions are equivalent:

(1) For any {zn} ⊂ Γ(ψ)\Γ(φ), Dφ,g
α (zn) → 0 as n → ∞ and for any {zn} ⊂

Γ(φ)\Γ(ψ), Dϕ,h
α (zn) → 0 as n→ ∞ .

(2) The map s 7→ Cϕs : [0, 1] → Cϕs(Bα) is continous.

Proof. (1) =⇒ (2) We only need to prove the continuity at s = 0.
Let

t(s) = sup
z∈D

|Dφ,g
α (z)−Dϕs

α (z)|+ sup
z∈D

|Dφ,g
α (z)|ρ(φ(z)), ψ(z)).

Then, it is easy to see that ∥Cg
φ − Cϕs∥Bα ≤ t(s). By lemma 2.3 and the conditions of (1),

we have
lim
n→∞

|Dφ,g
α (zn)−Dψ,h

α (zn)| = lim
n→∞

|Dφ,g
α (zn)|ρ(φ(zn), ψ(zn))

= lim
n→∞

|Dψ,h
α (zn)|ρ(φ(zn), ψ(zn))

= 0

Hence, for any ε > 0, there exists r1 ∈ (0, 1) such that for every z ∈ Γr1(φ) = {z ∈ D :
|φ(z)| > r1},

|Dφ,g
α (z)−Dψ,h

α (z)| < ε

2
,

and

|Dφ,g
α (z)|ρ(φ(z), ψ(z) < ε

2
.

Applying Lemma 2.5, we obtain that

|Dφ,g
α (z)−Dψ,h

α (z)| < ε

2
+ αε = (

1

2
+ α)ε. (3.1)

If z ∈ D\Γr1(φ), Dφ,g
α − Dϕs

α is uniformly convergence to 0 when s approaches to 0, then
there exists an s1 very close to 0 such that for any s < s1,

sup
z∈D\Γr1

|Dφ,g
α (z)−Dϕs

α (z)| < ε. (3.2)

For any s < s1, uniting (3.1) and (3.2), we get

sup
z∈D

|Dφ,g
α (z)−Dϕs

α (z)| < ε. (3.3)

Hence,
sup
z∈D

|Dφ,g
α (z)−Dϕs

α (z)| → 0 as s→ 0. (3.4)
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Next, we are going to prove that

sup
z∈D

|Dφ,g
α (z)|ρ(φ(z)), ψ(z)) → 0 as s→ 0.

For any {zn} ⊂ Γ(φ), applying Proposition 3.1 and Lemma 2.3, we have

lim
n→∞

(Dφ,g
α ρ(φ(zn), ϕs(zn)) = 0.

This implies that there exists an r2 ∈ (0, 1), such that for any z ∈ Γr2(φ) = {z ∈ D :
|φ(z)| > r2},

|Dφ,g
α (z)|ρ(φ(z), ψ(z)) ≤ |Dφ,g

α (z)|ρ(φ(z), ψ(z)) < ε.

And because ρ(φ(z), ψ(z)) uniformly converges to 0 on D\Γr2(φ), we can find a sufficiently
small positive number s2, such that for any s < s2,

sup
z∈D\Γr2 (φ)

|Dφ,g
α (z)|ρ(φ(z), ϕs(z)) < ε.

Then,
sup
z∈D

|Dφ,g
α (z)|ρ(φ(z), ϕs(z)) → 0 as s→ 0. (3.5)

Combing (3.4) with (3.5), we obtain that t(s) converges to 0 as s approaches to 0, which
finishes the proof of continuity.

(2) =⇒ (1) Assume there is a sequence {zn} ⊂ Γ(ψ)\Γ(φ), such that Dφ,g
α (zn) → δ ̸= 0

as n→ ∞. Let λ ∈ D and λ ̸= 0, define the test function fλ and gλ respectively as follows:

fλ(z) =
1

2α+1

1− |λ|2

αλ̄(1− λ̄z)α
,

gλ(z) =
1− |λ|2

(α+ 1)2α+1
(

λ− z

λ̄(1− λ̄z)α+1
+

1

αλ̄2(1− λ̄z)α+1
).

Then ∥fλ∥Bα ≤ 1, ∥gλ∥Bα ≤ 1,

∥Cgφ − Cϕs∥ ≥ ∥(Cgφ − Cϕs)gφ(zn)∥Bα

≥ 1

2α+1

∣∣∣Dϕs
α (zn)

(1− |φ(zn)|2)(1− |φs(zn)|2)α

(1− φ(zn)ϕs(zn))α+1
ρ(φ(zn), ϕs(zn))

∣∣∣. (3.6)

Because zn ∈ Γ(ψ)\Γ(φ), then ϕs(zn) ̸→ 1 and limn→∞ ρ(φ(zn), ϕs(zn)) ̸= 0. And s 7→ Cϕs
is continous at 0, then by (3.6), we have∣∣∣Dϕs

α (zn)
(1− |φ(zn)|2)(1− |φs(zn)|2)α

(1− φ(zn)ϕs(zn))α+1
ρ(φ(zn), ϕs(zn)

∣∣∣→ 0, n→ ∞, s→ 0.

By the compactness of Cg
φ−Ch

ψ, it is bounded. It follows from Lemma 2.1, Lemma 2.2 and
lemma 2.5 that Cg

φ − Cϕs is bounded. So

∥Cgφ − Cϕs∥ ≥ ∥(Cgφ − Cϕs)gφ(zn)∥Bα

≥ 1

2α+1

(∣∣∣Dφ,g
α (zn)

∣∣∣− ∣∣∣Dϕs
α (zn)

∣∣∣ (1− |φ(zn)|2)(1− |φs(zn)|2)α

(1− φ(zn)ϕs(zn))α+1

∣∣∣). (3.7)

Letting n→ ∞ and s→ 0, we have

∥Cgφ − Cϕs∥ ≥ δ

2α+1
> 0. (3.8)
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For φ(zn) ≡ 0, suppose λ ∈ D, λ ̸= 0 and

hλ(z) =
1

2α+1

1

αλ̄(1− λ̄z)α
. (3.9)

Then hλ ∈ Bα and ∥hλ∥Bα ≤ 1. If s ̸= 0, then ϕs(zn) → s ̸= 0. Choosing λ = ϕs(zn), we
have

∥(Cgφ − Cϕs)hϕs(zn)∥Bα ≥ ∥(Cgφ − Cϕs)hϕs(zn)∥Bα

≥ 1

2α+1

(
|(1− |zn|2)αφ′(zn)|Dϕs

α (zn)−
Dϕs
α (zn)

1− |ϕs(zn)|α
)
.

For Γ(ψ)\Γ(φ), Proposition 3.1 implies that Dϕs
α (zn) → 0. Letting n → ∞ and s → 0,

we get
∥Cgφ − Cϕs∥ ≥ δ > 0. (3.10)

It follows from (3.8) and (3.10) that the map s 7→ Cϕs is not continuous at 0, which is a
contradiction. So we complete the proof. �

Corollary 3.3. Let φ, ψ be two analytic self maps of the unit disk D, g, h ∈ H(D). Suppose
Cg
φ and Ch

ψ are bounded but not compact on Bα. If Cg
φ−Ch

ψ is compact on Bα, then Cg
φ and

Ch
ψ are in the same path component of Bα.
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[11] S. Li and S. Stević, Products of Volterra type operator and composition operator from
H∞ and Bloch spaces to the Zygmund space, J. Math. Anal. Appl. 345, 40-52 (2008).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

63 LIU YANG 56-64



THE PATH COMPONENT OF THE SET OF GENERALIZED COMPOSITION OPERATORS 9

[12] S. Li and S. Stević, Products of composition and integral type operators from H∞ to
the Bloch space, Complex Var. Elliptic Equ. 53, 463-474 (2008).
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THE GENERALIZED HYERS-ULAM STABILITY OF

QUADRATIC FUNCTIONAL EQUATIONS ON RESTRICTED

DOMAINS

CHANG IL KIM AND CHANG HYEOB SHIN*

Abstract. In this paper, we prove the generalized Hyers-Ulam stability for

the functional equation

f(ax+ by) + abf(x− y) = a(a+ b)f(x) + b(a+ b)f(y)

for some real numbers a, b with 2a + b = 1 on a restricted domain using the
fixed point theorem.

Key words. Generalized Hyers-Ulam stability, Quadratic functional equation,
Banach space, Restricted domains, Fixed point theorem

1. Introduction

In 1940, S. M. Ulam [15] proposed the following stability problem :

“Let G1 be a group and G2 a metric group with the metric d. Given a constant
δ > 0, does there exist a constant c > 0 such that if a mapping f : G1 −→
G2 satisfies d(f(xy), f(x)f(y)) < c for all x, y ∈ G1, then there exists a unique
homomorphism h : G1 −→ G2 with d(f(x), h(x)) < δ for all x ∈ G1?”

In 1941, Hyers [7] answered this problem under the assumption that the groups are
Banach spaces. Aoki [1] and Rassias [11] generalized the result of Hyers. Rassias
[11] solved the generalized Hyers-Ulam stability of the functional inequality

‖f(x+ y)− f(x)− f(y)‖ ≤ ε(‖x‖p + ‖y‖p)

for some ε ≥ 0 and p with 0 < p < 1 and all x, y ∈ X, where f : X −→ Y is
a function between Banach spaces. A generalization of the Rassias theorem was
obtained by Gǎvruta [6] by replacing the unbounded Cauchy difference by a general
control function in the spirit of Rassis approach.

The functional equation

(1.1) f(x+ y) + f(x− y) = 2f(x) + 2f(y)

is called a quadratic functional equation and a solution of a quadratic functional
equation is called quadratic. The generalized Hyers-Ulam stability problem for a
quadratic functional equation was proved by Skof [13] for mappings f : X −→ Y ,
where X is a normed space and Y is a Banach space. Cholewa [2] noticed that
the theorem of Skof is still true if the relevant domain X is replaced by an Abelian
group. Czerwik [3] proved the generalized Hyers-Ulam stability for a quadratic
functional equation.

2010 Mathematics Subject Classification. 39B52, 39B82.
*Corresponding Author.
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2 CHANG IL KIM AND CHANG HYEOB SHIN

Skof [14] was the first author to slove the Hyers-Ulam problem for additive
mappings on a restricted domain and in 1998, Jung [8] investigated the Hyers-
Ulam stability for additive and quadratic mappimgs on resticted domains. In 2002,
Rassias [12] proved that if f : X −→ Y satisfies the following inequality

(1.2) ‖f(x+ y) + f(x− y)− 2f(x)− 2f(y)‖ ≤ δ,

then there exists a unique quadratic mapping which is approximately. Recently,
Najati and Jung [9] showed that the functional equation

(1.3) f(ax+ by) + abf(x− y) = af(x) + bf(y)

is equivalent to (1.1) if a, b are non-zero real numbers with a+b = 1 and proved that
the Hyers-Ulam stability for the functional equation (1.3) on a resticted domain if
f is even. Elhoucien and Youssef [5] showed the results in [9] by removing the
Najati-Jung’s assumption that f is even.

In this paper, we consider the functional equation

(1.4) f(ax+ by) + abf(x− y) = a(a+ b)f(x) + b(a+ b)f(y)

for fixed non-zero real numbers a, b with 2a + b = 1, a 6= 1 and we prove the
generalized Hyers-Ulam stability of it on a restricted domain. Throughout this
paper, we assume that X is a normed space and Y is a Banach space.

2. Solutions of (1.4)

Najati and Jung [9] showed that if an even mapping f : X −→ Y satisfies (1.3),
then f is quadratic and that if a, b are rational numbers, then f satisfies (1.3) if
and only if f is quadratic. Elhoucien and Youssef [5] showed that if a mapping
f : X −→ Y satisfies (1.3), then f is additive-quadratic. In this section, we will
show that if a mapping f : X −→ Y satisfies (1.4), then f is quadratic.

Theorem 2.1. Let f : X −→ Y be a mapping satisfying (1.4). Then f is a
quadratic mapping.

Proof. Letting x = y = 0 in (1.4), since 2a+b = 1, we have (a2 +ab+b2−1)f(0) =
3a(a− 1)f(0) = 0. Since a 6= 0, 1, f(0) = 0. Letting y = 0 in (1.4), we have

(2.1) f(ax) = a2f(x)

for all x ∈ X. Letting x = 0 in (1.4), we have

(2.2) f(by) = b(a+ b)f(y)− abf(−y)

for all y ∈ X. Let fo(x) = f(x)−f(−x)
2 . Then fo satisfies (1.4), (2.1) and (2.2) and

hence by (2.2), we have

(2.3) fo(bx) = bfo(x)

for all x ∈ X. By (1.4), we have

(2.4) fo(ax+ by) + fo(ax− by) = 2a(a+ b)fo(x)− ab[fo(x+ y) + fo(x− y)]

for all x, y ∈ X. Letting y = ay in (2.4), by (2.1), we have

(2.5) a[fo(x+ by) + fo(x− by)] = 2(a+ b)fo(x)− b[fo(x+ ay) + fo(x− ay)]

for all x, y ∈ X and letting x = bx in (2.5), by (2.3), we have

(2.6) fo(bx+ ay) + fo(bx− ay) = 2(a+ b)fo(x)− a[fo(x+ y) + fo(x− y)]
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for all x, y ∈ X. Interchanging x and y in (1.4), we have

(2.7) fo(bx+ ay) + fo(bx− ay) = 2b(a+ b)fo(x) + ab[fo(x+ y) + fo(x− y)]

for all x, y ∈ X. By (2.6) and (2.7), since a(a+ b) 6= 0, we have

fo(x+ y) + fo(x− y)− 2fo(x) = 0

for all x, y ∈ X and hence fo is additive. By (2.1), we have a2fo(x) = afo(x) and
since a 6= 0, 1, fo(x) = 0 for all x ∈ X.

Let fe(x) = f(x)+f(−x)
2 . Then fe : X −→ Y is an even mapping satisfying (1.4)

and so fe satisfies (2.1) and (2.2). Replacing x and y by 2x and x+ y in (1.4), we
have

(2.8) fe(x+ by) + abfe(x− y)− a(a+ b)fe(2x)− b(a+ b)fe(x+ y) = 0

for all x, y ∈ X. Since a(a+ b) 6= 0 and fe is even, by (2.8), we have

(2.9) fe(2x) = 4fe(x), fe(bx) = b2f(x)

for all x ∈ X. Letting x = bx in (2.8), by (2.9), we have

(2.10) bfe(x+ y) + afe(bx− y)− 4ab(a+ b)fe(x)− (a+ b)fe(bx+ y) = 0

for all x, y ∈ X. Interchanging x and y in (2.10), we have

(2.11) bfe(x+ y) + afe(x− by)− 4ab(a+ b)fe(y)− (a+ b)fe(x+ by) = 0

for all x, y ∈ X. Letting y = −y in (2.8), we have

(2.12) fe(x− by) + abfe(x+ y)− 4a(a+ b)fe(x)− b(a+ b)fe(x− y) = 0

for all x, y ∈ X. Since b(1 − 2a2 − 2ab − b2) = 2ab(a + b), by (2.8), (2.11), and
(2.12), we have

fe(x+ y) + fe(x− y) = 2fe(x) + 2fe(y)

for all x, y ∈ X and so fe is quadraric. Since f = fo + fe = fe, f is quadratic. �

Corollary 2.2. Let f : X −→ Y be a mapping. If a, b are rational numbers, then
f is quadratic if and only if f satisfies (1.4).

3. Stability of (1.4)

In this section, we investigate the generalized Hyers-Ulam stability of (1.4) on
a restricted domain. Jung [8] proved the Hyers-Ulam stability for additive and
quadratic mappings on a resticted domain and Najati and Jung [9] proved the
Hyers-Ulam syability of (1.3) on a resticted domain if f is an even mapping. Rahimi,
Najati and Bae [10] investigated the generalized Hyers-Ulam syability of (1.1) with
the bounded function δ + ε(‖x‖2p + ‖y‖2p) + θ‖x‖p‖y‖p on a resticted domain.

Theorem 3.1. Let φ : X2 −→ [0,∞) be a mapping and M a non-negative real
number. Let f : X −→ Y be a mapping with f(0) = 0. Suppose that f satisfies the
following inequality

(3.1) ‖f(ax+ by) + abf(x− y)− a(a+ b)f(x)− b(a+ b)f(y)‖ ≤ δ + φ(x, y)

for all x, y ∈ X with ‖x‖ + ‖y‖ ≥ M and for some non-negative real number δ.
Then we have

‖f(2x)− 4f(x)‖ ≤ Φ(x, y)(3.2)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

67 CHANG IL KIM et al 65-71



4 CHANG IL KIM AND CHANG HYEOB SHIN

for all x, y ∈ X with ‖y‖ ≥M , where

Φ(x, y) = {φ(2x− 2by, x+ (1− b)y) + φ(2x− 2by, x− (1 + b)y)

+ φ(2x+ 2by, x+ (1 + b)y) + φ(2x+ 2by, x− (1− b)y)

+ |b|[φ(2x+ 2y, x+ 2y) + φ(2x+ 2y, x) + φ(2x− 2y, x) + φ(2x− 2y, x− 2y)]

+ φ(2x, x+ 2y) + φ(2x, x− 2y) + 4(|b|+ 2)δ} × |2a(a+ b)|−1.

Proof. Let x, y ∈ X with ‖x‖+ ‖y‖ ≥M . Then ‖2x‖+ ‖x+ y‖ ≥ ‖x‖+ ‖y‖ ≥M .
Hence by (3.1), we have

‖f(x+ by) + abf(x− y)− a(a+ b)f(2x)− b(a+ b)f(x+ y)‖
≤ δ + φ(2x, x+ y)

(3.3)

and letting y = −y in (3.3), we have

‖f(x− by) + abf(x+ y)− a(a+ b)f(2x)− b(a+ b)f(x− y)‖
≤ δ + φ(2x, x− y).

(3.4)

By (3.3) and (3.4), we have

‖f(x+ by)− f(x− by) + bf(x− y)− bf(x+ y)‖
≤ 2δ + φ(2x, x+ y) + φ(2x, x− y).

(3.5)

Let x, y ∈ X with ‖y‖ ≥M . Since ‖x− by‖+‖y‖ ≥M and ‖x+ by‖+‖y‖ ≥M ,
by (3.5), we have

‖f(x)− f(x− 2by) + bf(x− (1 + b)y)− bf(x+ (1− b)y)‖
≤ 2δ + φ(2x− 2by, x+ (1− b)y) + φ(2x− 2by, x− (1 + b)y)

(3.6)

and

‖f(x+ 2by)− f(x) + bf(x− (1− b)y)− bf(x+ (1 + b)y)‖
≤ 2δ + φ(2x+ 2by, x+ (1 + b)y) + φ(2x+ 2by, x− (1− b)y).

(3.7)

Since ‖x+ y‖+ ‖y‖ ≥M and ‖x− y‖+ ‖ − y‖ ≥M , by (3.5), we have

‖f(x+ (1 + b)y)− f(x+ (1− b)y) + bf(x)− bf(x+ 2y)‖
≤ 2δ + φ(2x+ 2y, x+ 2y) + φ(2x+ 2y, x)

(3.8)

and

‖f(x− (1 + b)y)− f(x− (1− b)y) + bf(x)− bf(x− 2y)‖
≤ 2δ + φ(2x− 2y, x) + φ(2x− 2y, x− 2y).

(3.9)

Since ‖x‖+ ‖2y‖ ≥M , by (3.3) and (3.4), we have

‖f(x+ 2by) + abf(x− 2y)− a(a+ b)f(2x)− b(a+ b)f(x+ 2y)‖
≤ δ + φ(2x, x+ 2y).

(3.10)

and

‖f(x− 2by) + abf(x+ 2y)− a(a+ b)f(2x)− b(a+ b)f(x− 2y)‖
≤ δ + φ(2x, x− 2y).

(3.11)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

68 CHANG IL KIM et al 65-71



GENERALIZED HYERS-ULAM STABILITY OF QUADRATIC FUNCTIONAL EQUATIONS 5

Note that

2a(a+ b)[f(2x)− 4f(x)]

= −[f(x)− f(x− 2by) + bf(x− (1 + b)y)− bf(x+ (1− b)y)]

+ [f(x+ 2by)− f(x) + bf(x− (1− b)y)− bf(x+ (1 + b)y)]

+ b[f(x+ (1 + b)y)− f(x+ (1− b)y) + bf(x)− bf(x+ 2y)]

+ b[f(x− (1 + b)y)− f(x− (1− b)y) + bf(x)− bf(x− 2y)]

− [f(x+ 2by) + abf(x− 2y)− a(a+ b)f(2x)− b(a+ b)f(x+ 2y)]

− [f(x− 2by) + abf(x+ 2y)− a(a+ b)f(2x)− b(a+ b)f(x− 2y)]

(3.12)

for all x, y ∈ X with ‖y‖ ≥M . By (3.6), (3.7), (3.8), (3.9), (3.10), (3.11), we have
(3.2). �

We apply the fixed point method to investigate the generalized Hyers-Ulam
stability for the functional equation (1.4).

Definition 3.2. Let X be a set. A function d : X × X −→ [0,∞] is called a
generalized metric on X if d satisfies

(i) d(x, y) = 0 if and only if x = y,
(ii) d(x, y) = d(y, x) for all x, y ∈ X, and
(iii) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Now, we consider the following fixed point theorem :

Theorem 3.3. [4] Let (X, d) be a complete generalized metric space and J : X −→
X a strictly contractive mapping with a Lipschitz constant L with 0 < L < 1. Then
for each element x ∈ X, either

(3.13) d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there is a nonnegative integer k such that

(1) d(Jnx, Jn+1x) <∞ for all n ≥ k,
(2) a sequence {Jnx} converges to a fixed point y∗ of J ,
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jkx, y) <∞},

and
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

Now, we will prove the stability of (1.4) on a restrcted domain.

Theorem 3.4. Let φ : X2 −→ [0,∞) be a function such that

(3.14) φ(2x, 2y) ≤ Lφ(x, y)

for all x, y ∈ X for some positive real number L with L < 1. Let f : X −→ Y be
a mapping with (3.1). Then there exists a unique quadratic mapping Q : X −→ Y
such that f satisfies (1.4) and

(3.15) ‖Q(x)− f(x)‖ ≤ 1

4(1− L)
Φ(x, y)

for all x ∈ X and y ∈ X with ‖y‖ ≥M .

Proof. By Theorem 3.1, the following inequality

(3.16) ‖f(x)− 2−2f(2x)‖ ≤ 2−2Φ(x, y)

holds for all x, y ∈ X with ‖y‖ ≥M .
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Let Ω = {g : X −→ Y | g(0) = 0}. Define a generalized metric d on Ω by
d(g, h) = inf{C ∈ [0,∞) | ‖g(x) − h(x)‖ ≤ CΦ(x, y),∀x, y ∈ X with ‖y‖ ≥ M}.
We claim that (Ω, d) is a complete metric space. Let {gn} be a Cauchy sequence
in (Ω, d) and ε > 0. Then there is a positive integer k such that d(gn, gm) ≤ ε for
all n,m ≥ k. Pick y0 ∈ X with ‖y0‖ ≥M and let x ∈ X. Since ‖gn(x)− gm(x)‖ ≤
εΦ(x, y0) for all n,m ≥ k, {gn(x)} is a Cauchy sequence in Y and hence we can
define a mapping g : X −→ Y by g(x) = limn−→∞ gn(x). Clearly, g ∈ Ω and
limn−→∞ gn = g. Thus (Ω, d) is a complete metric space.

Define a map J : Ω −→ Ω by Jh(x) = 1
4h(2x) for all x ∈ X. Let g, h ∈ Ω.

Suppose that C is a positive real number such that

‖g(x)− h(x)‖ ≤ CΦ(x, y)

for all x, y ∈ X with ‖y‖ ≥M . By (3.14), we have

‖Jg(x)− Jh(x)‖ =
1

4
‖g(2x)− h(2x)‖ ≤ 1

4
CΦ(2x, 2y) ≤ 1

4
CLΦ(x, y)

for all x, y ∈ X with ‖y‖ ≥M and hence we have

d(Jg, Jh) ≤ L

4
d(g, h)

for all g, h ∈ Ω. Since 0 < L < 4, J is a strictly contractive mapping and by (3.16),
we have

d(Jf, f) ≤ 1

4
.

By Theorem 3.3, {Jnf} converges to the unique fixed element Q of J in Y = {h ∈
Ω | d(f, h) <∞} and (3.15) holds. Further, we have

Q(x) = lim
n−→∞

Jnf(x) = lim
n−→∞

2−2nf(2nx)

for all x ∈ X and we have (3.15). Moreover, Q(0) = 0, because f(0) = 0.
Now, we claim that Q satisafies (1.4). First, suppose that x 6= 0 or y 6= 0.

Replacing x and y by 2nx and 2ny in (3.1), respectively and deviding both sides of
(3.1) by 22n, we have

‖2−2nf(2n(ax+ by)) + 2−2nabf(2n(x− y))

− a(a+ b)2−2nf(2nx)− b(a+ b)2−2nf(2ny)‖ ≤ 1

4n
[Lnφ(x, y) + δ]

(3.17)

for all x, y ∈ X and sufficiently large positive integer n. Letting n −→∞ in (3.17),
Q satisfies (1.4). Clealy, if x = 0 and y = 0, then Q satisfies (1.4). By Theorem
2.1, Q is quadratic.

Assume that Q1 : X −→ Y is another quadratic mapping satisfying (1.4) and
(3.15). Then we have

‖Q1(x)− f(x)‖ ≤ 1

4(1− L)
Φ(x, y)

for all x ∈ X and y ∈ X with ‖y‖ ≥M and so

d(Q1, f) ≤ 1

4(1− L)
<∞.

By (3) of Theorem 3.3, Q = Q1. �

Skof [13](Jung [8], resp.) proved an asymptotic property of aditive (quadratic,
resp.) mappings. We consider such property for (1.4).
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Corollary 3.5. A mapping f : X −→ Y satisfies (1.4) if and only if the asymptotic
condition

‖f(ax+ by) + abf(x− y)− a(a+ b)f(x)− b(a+ b)f(y)‖ −→ 0 as ‖x‖+ ‖y‖ −→ ∞
holds.
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Hesitant fuzzy soft set and its lattice structures

Xiaoqiang Zhoua, Qingguo Lib∗

aCollege of Mathematics, Hunan Institute of Science and Technology

Yueyang, 414006, P.R.China
bCollege of Mathematics and Econometrics, Hunan University

Changsha, 410082, P.R.China

Abstract: Hesitant fuzzy set and soft set were introduced by Torra and Molodtsov, respectively.
The two sets have been used successfully as effective mathematical tools for dealing with vagueness
and uncertainties. By combining hesitant fuzzy set and soft set, in this paper, we propose a new
model named hesitant fuzzy soft set, which can be regarded as an extension of many models, such
as hesitant fuzzy set, soft set, fuzzy soft set, interval-valued fuzzy soft set and multi-fuzzy soft
set. Some basic operations of hesitant fuzzy soft set are defined and some desirable properties of
those operations are investigated. Furthermore, the lattice structures of hesitant fuzzy soft set are
discussed.

Keywords: Hesitant fuzzy set; soft set; fuzzy soft set; hesitant fuzzy soft set; lattice

1 Introduction

Soft set was firstly proposed by Molodtsov [1], it is a new mathematical tool for modeling
vagueness and uncertainty. Since its appearance, soft set theory has attracted more and more
attention from many researchers and many important results on soft set have been achieved in
theory and application. Maji and Biswas et al. [2] defined some basic operations. Ali et al. [3, 4]
gave some new operations on soft sets and studied some algebraic structures of soft sets. Yang and
Guo [5] introduced some kernels and closures of soft set relations. Many authors applied soft sets
to some algebraic structures such as groups, rings, fields and modules [6–8]. The applications of
soft set in decision making and other areas could be found in [9–12].

At the same time, in order to extend the application ranges of soft set, fuzzy extension of soft
set theory has become a hot research topic. Maji et al. [13] introduced the notions of fuzzy soft set.
Jiang et al. [14] and Majumdar and Samanta [15] further generalized fuzzy soft set to intuitionistic
fuzzy soft set and generalised fuzzy soft set, respectively. Yang et al. [16] proposed the concept of
interval-valued fuzzy soft set by combining the interval-valued fuzzy set and soft set. Some other
generalized models of soft set could be seen in [17–19]

Recently, Torra [20] introduced hesitant fuzzy set which is a new extension of fuzzy set. It
permits the membership degree of an element to a set to be represented as some possible values
between 0 and 1. Presently, work on hesitant fuzzy set is making progress rapidly and lots of results
on hesitant fuzzy set have been obtained [21–25]. The main goal of this paper is to combine the
hesitant fuzzy set and soft set and obtain a new hybrid model named hesitant fuzzy soft set. It can
be viewed as a hesitant fuzzy extension of the soft set or a generalization of the hesitant fuzzy set.

The rest of this paper is structured as follows. The following section briefly reviews some basic
notions of soft set, fuzzy soft set and hesitant fuzzy set. Two new operations on hesitant fuzzy
element are defined, and some of their properties are investigated. In Section 3, the concept of

∗Corresponding author. Tel./fax: +86 13789003995/+86 731 88822755.
E-mail address: zhouxiaoqiang0923@163.com, liqingguoli@aliyun.com. Mailing address: College of Mathematics,
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1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

72 Xiaoqiang Zhou et al 72-80



Hesitant fuzzy soft set and its lattice structures 2

hesitant fuzzy soft set is first proposed by combining hesitant fuzzy set and soft set. Some operations
on hesitant fuzzy soft set are given and some of their properties are studied. In Section 4, we discuss
the lattice structures of hesitant fuzzy soft set. The conclusion is finally reached in Section 5.

2 Preliminary

Let U be an initial universe of objects and E the set of parameters in relation to objects in
U . Parameters are often attributes, characteristics, or properties of objects. Let P (U) denote the
power set of U and A ⊆ E. Molodtsov [1] first gave the definition of soft set as follows.

Definition 2.1. [1] A pair (F,A) is called a soft set over U , where A ⊆ E and F is a set valued
mapping given by F : A→ P (U).

Maji [13] introduced fuzzy soft set which is an fuzzy extension of soft set.

Definition 2.2. [13] Let P(U) be the set of all fuzzy subsets of U . A pair (F , A) is called a fuzzy
soft set over U , where F is a set valued mapping given by F : A→ P(U).

As a generalization form of fuzzy set, hesitant fuzzy set (HFS) was first introduced by Torra [20]
as follows.

Definition 2.3. [20] Let X be a reference set, an HFS on X is in terms of a function that when

applied to X returns a subset of [0, 1], which can be represented as H =
{
hH(x)
x |x ∈ X

}
, where

hH(x) is a set of some values in [0, 1], denoting the possible membership degrees of the element
x ∈ X to the set H.

For convenience, Xu and Xia [21,22] called hH(x) an hesitant fuzzy element (HFE) with respect
to x of H. It is worth noting that the number of values of different HFEs may be different, in
this paper, let l(hH(x)) denote the number of values of hH(x). We arrange the values of hH(x) in

increasing order, and let h
σ(j)
H (x) be the jth largest value of hH(x).

Definition 2.4. [20] Let H =
{
hH(x)
x |x ∈ X

}
be an HFS. Then

(1) H is said to be an empty hesitant set, denoted by Φ, if hH(x) = 0 for all x ∈ X;
(2) H is said to be a full hesitant set, denoted by I, if hH(x) = 1 for all x ∈ X;
(3) H is said to be a complete ignorance set, denoted by W, if hH(x) = [0, 1] for all x ∈ X.

Definition 2.5. [20] Let λ > 0, h, h1 and h2 be three HFEs, some operations on them are given
as follows:
(1) h1 ∪ h2 = ∪γ1∈h1,γ2∈h2{max(γ1, γ2)};
(2) h1 ∩ h2 = ∪γ1∈h1,γ2∈h2{min(γ1, γ2)};
(3) hc = ∪γ∈h{1− γ}.

We further define the strict union and the strict intersection for HFEs h1 and h2, which will
be useful in the sequel.

Definition 2.6. Let h1 and h2 be two HFEs, h−i = min{γi|γi ∈ hi} and h+i = max{γi|γi ∈
hi}(i = 1, 2). The strict union and the strict intersection of h1 and h2 are defined as follows:
(1) h1 ⊔ h2 = ∪γi∈hi,i=1,2{γi|γi > min(h+1 , h

+
2 ) or γ1 = γ2};

(2) h1 ⊓ h2 = ∪γi∈hi,i=1,2{γi|γi < max(h−1 , h
−
2 ) or γ1 = γ2};

For example, let h1 = {0.2, 0.3, 0.6, 0.8} and h2 = {0.4, 0.5, 0.8, 0.9}, then h1 ⊔h2 = {0.8, 0.9} ̸=
{0.4, 0.5, 0.6, 0.8, 0.9} = h1 ∪ h2, h1 ⊓ h2 = {0.2, 0.3} ̸= {0.2, 0.3, 0.4, 0.5, 0.6, 0.8} = h1 ∩ h2.

In fact, all the above operations on HFEs can be suitable for HFSs. Some relationships can
be further established for these operations on HFEs.
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Theorem 2.7. For three HFEs h, h1 and h2, the following is valid:
(1) hc1 ⊔ hc2 = (h1 ⊓ h2)c;
(2) hc1 ⊓ hc2 = (h1 ⊔ h2)c.
Proof. (1) Since h1 ⊓ h2 = ∪γi∈hi,i=1,2{γi|γi < max(h−1 , h

−
2 ) or γ1 = γ2}, then

(h1 ⊓ h2)c = ∪γi∈hi,i=1,2{1− γi|γi < max(h−1 , h
−
2 ) or γ1 = γ2}

Since hc1 = ∪γ1∈h1{1− γ1} and hc2 = ∪γ2∈h2{1− γ2}, then

hc1 ⊔ hc2 = {∪γ1∈h1{1− γ1}} ⊔ {∪γ2∈h2{1− γ2}}
= ∪γi∈hi,i=1,2{1− γi|1− γi < min(1− h−1 , 1− h−2 ) or 1− γ1 = 1− γ2}
= ∪γi∈hi,i=1,2{1− γi|γi < 1−min(1− h−1 , 1− h−2 ) or γ1 = γ2}
= ∪γi∈hi,i=1,2{1− γi|γi < max(h−1 , h

−
2 ) or γ1 = γ2}

Theorem 2.8. For three HFEs h1, h2 and h3, the following is valid:
(1) (h1 ∪ h2) ∪ h3 = h1 ∪ (h2 ∪ h3);
(2) (h1 ∩ h2) ∩ h3 = h1 ∩ (h2 ∩ h3);
(3) h1 ∪ (h2 ∩ h3) = (h1 ∪ h2) ∩ (h1 ∪ h3);
(4) h1 ∩ (h2 ∪ h3) = (h1 ∩ h2) ∪ (h1 ∩ h3).
Proof. (2) and (4) are similar to (1) and (3), respectively, so we only prove (1) and (3).
(1) Since (h1 ∪ h2) = ∪γi∈hi,i=1,2{max(γ1, γ2)}, then

(h1 ∪ h2) ∪ h3 = {∪γi∈hi,i=1,2{max(γ1, γ2)}} ∪ h3
= ∪γi∈hi,i=1,2,3{max(max(γ1, γ2), γ3)}
= ∪γi∈hi,i=1,2,3{max(γ1, γ2, γ3)}
= ∪γi∈hi,i=1,2,3{max(γ1,max(γ2, γ3))}
= h1 ∪ (h2 ∪ h3).

(3) Since (h2 ∩ h3) = ∪γi∈hi,i=2,3{min(γ2, γ3)}, then

h1 ∪ (h2 ∩ h3) = h1 ∪ {∪γi∈hi,i=2,3{min(γ2, γ3)}}
= ∪γi∈hi,i=1,2,3{max(γ1,min(γ2, γ3))}
= ∪γi∈hi,i=1,2,3{min(max(γ1, γ2),max(γ2, γ3))}
= {∪γi∈hi,i=1,2{max(γ1, γ2)}} ∩ {∪γi∈hi,i=1,3{max(γ1, γ3)}}
= (h1 ∪ h2) ∩ (h1 ∪ h3)

Theorem 2.9. For three HFEs h1, h2 and h3, the following is valid:
(1) (h1 ⊓ h2) ⊓ h3 = h1 ⊓ (h2 ⊓ h3);
(2) (h1 ⊔ h2) ⊔ h3 = h1 ⊔ (h2 ⊔ h3);
(3) (h1 ⊔ h2) ⊓ h1 = h1;
(4) (h1 ⊓ h2) ⊔ h1 = h1.

Proof. (2) and (4) are similar to (1) and (3), respectively, so we only prove (1) and (3).
(1) Since h1 ⊓ h2 = ∪γi∈hi,i=1,2{γi|γi < max(h−1 , h

−
2 ) or γ1 = γ2}, then

(h1 ⊓ h2) ⊓ h3 = {∪γi∈hi,i=1,2{γi|γi < max(h−1 , h
−
2 ) or γ1 = γ2}} ⊓ h3

= ∪γi∈hi,i=1,2,3{γi|γi < max(max(h−1 , h
−
2 ), h

−
3 ) or γ1 = γ2 = γ3}

= ∪γi∈hi,i=1,2,3{max(h−1 , h
−
2 , h

−
3 ) or γ1 = γ2 = γ3}

= ∪γi∈hi,i=1,2,3{γi|γi < max(h−1 ,max(h
−
2 , h

−
3 )) or γ1 = γ2 = γ3}

= h1 ⊓ {∪γi∈hi,i=2,3{γi|γi < max(h−2 , h
−
3 ) or γ2 = γ3}}

= h1 ⊓ (h2 ⊓ h3).
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(3) Since h1 ⊔ h2 = ∪γi∈hi,i=1,2{γi|γi > min(h+1 , h
+
2 ) or γ1 = γ2},

i) If h+1 ≤ h+2 , thenmin(h
+
1 , h

+
2 ) = h+1 . It follows that h1⊔h2 = ∪γi∈hi,i=1,2{γ2|γ2 > h+1 or γ2 = γ1}.

By Definition 2.6, we have (h1 ⊔ h2) ⊓ h1 = h1.
ii) If h+1 > h+2 , thenmin(h

+
1 , h

+
2 ) = h+2 . It follows that h1⊔h2 = ∪γi∈hi,i=1,2{γ1|γ1 > h+2 or γ1 = γ2}.

By Definition 2.6, we have (h1 ⊔ h2) ⊓ h1 = h1.

3 Hesitant fuzzy soft set

In this section, we present an extended soft set model which is called hesitant fuzzy soft set
by combining the hesitant fuzzy set and soft set. Some operations and their properties on hesitant
fuzzy soft set will also be discussed.

Definition 3.1. Let HF (U) be the class of all HFSs of the universe U , A ⊆ E. A pair (F̃ , A) is
called a hesitant fuzzy soft set (HFSS), where F̃ : A→ HF (U) is a mapping.

In other words, a hesitant fuzzy soft set over U is a parameterized family of hesitant fuzzy set
of the universe U . To illustrate this idea, let us consider the following example.

Example 3.2. Let U = {u1, u2, u3} be a set of mobile telephones and A = {e1, e2, e3} ⊆ E be
a set of parameters. The ei(i = 1, 2, 3) stands for the parameters “expensive”, “beautiful” and
“multifunctional”, respectively. Let F̃ : A→ HF (U) be a function given as follows:

F̃ (e1) =

{
{0.2, 0.7, 0.8}

u1
,
{0.5, 0.8}

u2
,
{0.4, 0.6, 0.8}

u3

}
,

F̃ (e2) =

{
{0.3, 0.5, 0.7}

u1
,
{0.4, 0.6, 0.9}

u2
,
{0.5, 0.7}

u3

}
,

F̃ (e3) =

{
{0.5, 0.8}

u1
,
{0.3, 0.5, 0.8}

u2
,
{0.5, 0.6, 0.9}

u3

}
.

Then (F̃ , A) is a hesitant fuzzy soft set.

Remark 3.3. (1) If A has only an element, i.e. A = {e}, then hesitant fuzzy soft set becomes
hesitant fuzzy set [20];
(2) If h

F̃ (e)
(u) has only one value for all e ∈ A and u ∈ U , then hesitant fuzzy soft set degenerates

to traditional fuzzy soft set [13];
(3) If h

F̃ (e)
(u) is a subinterval of [0, 1] for all e ∈ A and u ∈ U , then hesitant fuzzy soft set reduces

to interval-valued fuzzy soft set [17];
(4) For all e ∈ A, if h

F̃ (e)
(u) has the same number of values with respect to u ∈ U , then hesitant

fuzzy soft set transforms to multi-fuzzy soft set [19].

Definition 3.4. The complement of an HFSS (F̃ , A) is denoted by (F̃ , A)c and is defined by

(F̃ , A)c = (F̃ c, A), where F̃ c : A → HF (U) is a mapping given by F̃ c(e) =

{
h
F̃ c(e)

(u)

u |u ∈ U

}
,

where h
F̃ c(e)

(u) =
∪
γ∈h

F̃ (e)
(u){1− γ}.

Example 3.5. (continued) The complement of (F̃ , A) is following as:

F̃ c(e1) =

{
{0.2, 0.3, 0.8}

u1
,
{0.2, 0.5}

u2
,
{0.2, 0.4, 0.6}

u3

}
,

F̃ c(e2) =

{
{0.3, 0.5, 0.7}

u1
,
{0.1, 0.4, 0.6}

u2
,
{0.3, 0.5}

u3

}
,

F̃ c(e3) =

{
{0.2, 0.5}

u1
,
{0.2, 0.5, 0.7}

u2
,
{0.1, 0.4, 0.5}

u3

}
.
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Definition 3.6. Let (F̃ , A) be an HFSS over U . Then
(1) (F̃ , A) is said to be an empty hesitant soft set, denoted by Φ̃A, if hF (e)(u) = 0 for all u ∈ U and
e ∈ A;
(2) (F̃ , A) is said to be a full hesitant soft set, denoted by ĨA, if hF (e)(u) = 1 for all u ∈ U and
e ∈ A;
(3) (F̃ , A) is said to be a complete hesitant soft set, denoted by W̃A, if hF (e)(u) = [0, 1] for all u ∈ U
and e ∈ A.

Proposition 3.7. Let A ⊆ E. Then
(1) Φ̃cA = ĨA;
(2) ĨcA = Φ̃A;

(3) W̃c
A = W̃A.

Definition 3.8. Let (F̃ , A) and (G̃, B) be two HFSSs over U and A,B ⊆ E. We define a mapping
H̃ : A ∪B → HF (U) such that for all e ∈ A ∪B ̸= ∅,

H̃(e) =


F̃ (e), if e ∈ A−B,

G̃(e), if e ∈ B −A,

H̃(e), if e ∈ A ∩B.

(1) If H̃(e) = F̃ (e) ∪ G̃(e), then (H̃, A ∪ B) is called the extended union of (F̃ , A) and (G̃, B),
denoted by (F̃ , A)∪̃(G̃, B).
(2) If H̃(e) = F̃ (e)∩ G̃(e), then (H̃, A∪B) is called the extended intersection of (F̃ , A) and (G̃, B),
denoted by (F̃ , A)∩̃(G̃, B).
(3) If H̃(e) = F̃ (e)⊔ G̃(e), then (H̃, A∪B) is called the extended-strict union of (F̃ , A) and (G̃, B),
denoted by (F̃ , A)⊔̃(G̃, B).
(4) If H̃(e) = F̃ (e) ⊓ G̃(e), then (H̃, A ∪B) is called the extended-strict intersection of (F̃ , A) and
(G̃, B), denoted by (F̃ , A)⊓̃(G̃, B).

If A ∪ B = ∅, then (F̃ , A)∪̃(G̃, B) = Φ̃∅, (F̃ , A)∩̃(G̃, B) = Φ̃∅, (F̃ , A)⊔̃(G̃, B) = Φ̃∅ and
(F̃ , A)⊓̃(G̃, B) = Φ̃∅.

Definition 3.9. Let (F̃ , A) and (G̃, B) be two HFSSs over U and A,B ⊆ E. We define a mapping
H̃ : A ∩B → HF (U) such that for all e ∈ A ∩B ̸= ∅,
(1) If H̃(e) = F̃ (e)∪ G̃(e), then (H̃, A∩B) is called the strict union of (F̃ , A) and (G̃, B), denoted
by (F̃ , A)d̃(G̃, B).
(2) If H̃(e) = F̃ (e) ∩ G̃(e), then (H̃, A ∩ B) is called the strict intersection of (F̃ , A) and (G̃, B),
denoted by (F̃ , A)ẽ(G̃, B).
(3) If H̃(e) = F̃ (e) ⊔ G̃(e), then (H̃, A ∩ B) is called the strict-strict union of (F̃ , A) and (G̃, B),
denoted by (F̃ , A)⊎̃(G̃, B).
(4) If H̃(e) = F̃ (e) ⊓ G̃(e), then (H̃, A ∩ B) is called the strict-strict intersection of (F̃ , A) and
(G̃, B), denoted by (F̃ , A)C̃(G̃, B).

If A ∩ B = ∅, then (F̃ , A) d (G̃, B) = Φ̃∅, (F̃ , A) e (G̃, B) = Φ̃∅, (F̃ , A)⊎̃(G̃, B) = Φ̃∅ and
(F̃ , A)C̃(G̃, B) = Φ̃∅.

Proposition 3.10. Let A ⊆ E, (F̃ , A) be an HFSS over (U,E), θ1 ∈ {ẽ, C̃}, θ2 ∈ {∩̃, ⊓̃},
θ3 ∈ {d̃, ⊎̃} and θ4 ∈ {∪̃, ⊔̃}. Then
(1) (F̃ , A) θ1 ĨE = (F̃ , A) θ2 ĨA = (F̃ , A);
(2) (F̃ , A) θ3 ĨE = (F̃ , A) θ4 ĨA = ĨA;
(3) (F̃ , A) θ1 Φ̃E = (F̃ , A) θ2 Φ̃E = Φ̃A;
(4) (F̃ , A) θ3 Φ̃E = (F̃ , A) θ4 Φ̃A = (F̃ , A);
(5) (F̃ , A) θ1 Φ̃ϕ = (F̃ , A) θ3 Φ̃ϕ = Φ̃ϕ;

(6) (F̃ , A) θ2 Φ̃ϕ = (F̃ , A) θ4 Φ̃ϕ = (F̃ , A).
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Theorem 3.11. Let α ∈ {⊎̃, ⊔̃, C̃, ⊓̃, ∩̃, ẽ, ∪̃, d̃},A,B,C ⊆ E, (F̃ , A), (G̃, B) and (H̃, C) be HFSSs
over (U,E). Then the following holds:
(1) (F̃ , A) α (F̃ , A) = (F̃ , A);
(2) (F̃ , A) α (G̃, B) = (G̃, B) α (F̃ , A);
(3) (F̃ , A) α ((G̃, B) α (H̃, C)) = ((F̃ , A) α (G̃, B)) α (H̃, C).

Proof. (1) and (2) are trivial. We only prove (3). For example, let α = ⊎̃, the others can be proved
analogously.

Suppose that (F̃ , A)⊎̃((G̃, B)⊎̃(H̃, C)) = (J̃ ,M) and ((F̃ , A)⊎̃(G̃, B))⊎̃(H̃, C) = (K̃,N), thus
M = N = A∩B∩C. IfM = ϕ, then (F̃ , A) ⊎̃((G̃, B) ⊎̃(H̃, C)) = Φϕ = ((F̃ , A) ⊎̃(G̃, B)) ⊎̃ (H̃, C).
If M ̸= ϕ, then by (2) in Theorem 2.9, we have hF (e)(u) ⊔ (hG(e)(u) ⊔ hH(e)(u)) = (hF (e)(u) ⊔
hG(e)(u))⊔hH(e)(u) for all e ∈M and u ∈ U . It follows that F̃ (e)⊔ (G̃(e)⊔ H̃(e)) = (F̃ (e)⊔ G̃(e))⊔
H̃(e) for all e ∈ M . By the definition of the operation ⊎̃, we have (F̃ , A)⊎̃((G̃, B)⊎̃(H̃, C)) =
((F̃ , A)⊎̃(G̃, B))⊎̃(H̃, C).

Remark 3.12. Theorem 3.11 shows that the operations ∩̃, ẽ, ∪̃, d̃, ⊎̃, ⊔̃, C̃ and ⊓̃ are idempotent,
commutative and associative, respectively.

Theorem 3.13. Let A,B ⊆ E, (F̃ , A) and (G̃, B) be HFSSs over (U,E). Then the following
holds:
(1) ((F̃ , A)⊓̃(G̃, B))c = (F̃ , A)c⊔̃(G̃, B)c;
(2) ((F̃ , A)⊔̃(G̃, B))c = (F̃ , A)c⊓̃(G̃, B)c;
(3) ((F̃ , A)C̃(G̃, B))c = (F̃ , A)c⊎̃(G̃, B)c;
(4) ((F̃ , A)⊎̃(G̃, B))c = (F̃ , A)cC̃(G̃, B)c;
(5) ((F̃ , A)ẽ(G̃, B))c = (F̃ , A)cd̃(G̃, B)c;
(6) ((F̃ , A)d̃(G̃, B))c = (F̃ , A)cẽ(G̃, B)c;
(7) ((F̃ , A)∩̃(G̃, B))c = (F̃ , A)c∪̃(G̃, B)c;
(8) ((F̃ , A)∪̃(G̃, B))c = (F̃ , A)c∩̃(G̃, B)c,

Proof. We only prove (1). By using a similar technique, (2)-(8) can be proved, too.
Suppose that (F̃ , A)⊓̃(G̃, B) = (H̃, C). Then C = A ∪B,

(i) if C = ϕ, then A = ϕ and B = ϕ. Hence ((F̃ , A)⊓̃(G̃, B))c = Φ̃ϕ=(F̃ , A)c⊓̃(G̃, B)c.
(ii) if C ̸= ϕ, then for each e ∈ C and u ∈ U , we have

h
H̃(e)

(u) =


h
F̃ (e)

(u), if e ∈ A−B,

h
G̃(e)

(u), if e ∈ B −A,

h
F̃ (e)

(u) ⊓ h
G̃(e)

(u), if e ∈ A ∩B.

Then

h
H̃c(e)

(u) =


h
F̃ c(e)

(u), if e ∈ A−B,

h
G̃c(e)

(u), if e ∈ B −A,

(h
F̃ (e)

(u) ⊓ h
G̃(e)

(u))c, if e ∈ A ∩B.

Again suppose that (F̃ , A)c⊔̃(G̃, B)c = (J̃ , D). Then D = A∪B and for each e ∈ D and u ∈ U , we
have

h
J̃(e)

(u) =


h
F̃ c(e)

(u), if e ∈ A−B,

h
G̃c(e)

(u), if e ∈ B −A,

h
F̃ c(e)

(u) ⊔ h
G̃c(e)

(u), if e ∈ A ∩B.

By Theorem 2.7, we have h
F̃ c(e)

(u) ⊔ h
G̃c(e)

(u) = (h
F̃ (e)

(u) ⊓ h
G̃(e)

(u))c, i.e., h
J̃(e)

(u) = h
H̃c(e)

(u)

for all e ∈ A and u ∈ U .
Therefore, (H̃, C) and (J̃ , D) are the same HFSSs. It follows that ((F̃ , A)⊓̃(G̃, B))c =

(F̃ , A)c⊔̃(G̃, B)c.
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4 Lattice structures of hesitant fuzzy soft set

In this section, we first recall briefly the necessary definitions and notations. For convenience,
we give the following axioms on an algebra Q = (X,∨,∧):
(1) x ∨ x = x, x ∧ x = x;
(2) x ∨ y = y ∨ x, x ∧ y = y ∧ x;
(3) (x ∨ y) ∨ z = x ∨ (y ∨ z), (x ∧ y) ∧ z = x ∧ (y ∧ z);
(4) (x ∨ y) ∧ x = x, (x ∧ y) ∨ x = x;
(5) x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z), x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z),
where x, y, z ∈ X.

The algebra Q is called a quasilattice, if it satisfies the axioms (1),(2) and (3). If a quasilattice
further satisfies the axiom (4), then it is called a lattice. If a quasilattice (or lattice ) further satisfies
the axiom (5), then it is called a distributive quasilattice (or lattice ).

For convenience, let S̃(U,E) denote the set of all HFSSs over U , i.e., S̃(U,E) = {(F̃ , A)|A ⊆
E, F̃ : A→ HF (U)}. Then based on Theorem 3.11, we have the following property.

Proposition 4.1. Let α ∈ {∩̃, ẽ, C̃, ⊓̃} and β ∈ {∪̃, d̃, ⊎̃, ⊔̃}, then (S̃(U,E), α, β) is a quasilattice.

For the operations ẽ and ∪̃, the distributive laws hold.

Theorem 4.2. Let (F̃ , A), (G̃, B), (H̃, C) ∈ S̃(U,E). Then
(1) ((F̃ , A)ẽ(G̃, B))∪̃(H̃, C) = ((F̃ , A)ẽ(G̃, B))∪̃((F̃ , A)ẽ(H̃, C));
(2) ((F̃ , A)∪̃(G̃, B))ẽ(H̃, C) = ((F̃ , A)∪̃(G̃, B))ẽ((F̃ , A)∪̃(H̃, C)).

Proof. we only prove (1). (2) can be proved by using a similar technique. Suppose that
(F̃ , A)ẽ((G̃, B)∪̃ (H̃, C)) = (J̃ ,M) and ((F̃ , A)ẽ(G̃, B))∪̃((F̃ , A)ẽ(H̃, C)) = (K̃,N). Then M =
A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C) = N . For each e ∈M , it follows that e ∈ A and e ∈ B ∪ C.
(i) if e ∈ A, e /∈ B, e ∈ C, then J̃(e) = F̃ (e) ∩ H̃(e) = K̃(e).
(ii) if e ∈ A, e ∈ B, e /∈ C, then J̃(e) = F̃ (e) ∩ G̃(e) = K̃(e).
(iii) if e ∈ A, e ∈ B, e ∈ C, then by (4) in Theorem 2.8, we have h

F̃ (e)
(u) ∩ (h

G̃(e)
(u) ∪ h

H̃(e)
(u)) =

(h
F̃ (e)

(u)∩h
G̃(e)

(u)∪ (F̃ (e)∩h
H̃(e)

(u)) for all u ∈ U . It follows that J̃(e) = F̃ (e)∩ (G̃(e)∪ H̃(e)) =

(F̃ (e) ∩ G̃(e) ∪ (F̃ (e) ∩ (H̃, C)) = K̃(e).
Thus, (J̃ ,M) and (K̃,N) are the same HFSS, i.e., (F̃ , A)ẽ((G̃, B)∪̃ (H̃, C)) =

((F̃ , A)ẽ(G̃, B))∪̃((F̃ , A)ẽ(H̃, C)).

Corollary 4.3. (S̃(U,E), ẽ, ∪̃) is a distributive quasilattice.

The operations ∩̃ and d̃ have the similar properties with the operations ẽ and ∪̃.

Theorem 4.4. Let (F̃ , A), (G̃, B), (H̃, C) ∈ S̃(U,E). Then
(1) ((F̃ , A)∩̃(G̃, B))d̃(H̃, C) = ((F̃ , A)∩̃(G̃, B))d̃((F̃ , A)∩̃(H̃, C));
(2) ((F̃ , A)d̃(G̃, B))∩̃(H̃, C) = ((F̃ , A)d̃(G̃, B))∩̃((F̃ , A)d̃(H̃, C)).

Corollary 4.5. (S̃(U,E), ẽ, ∪̃) is a distributive quasilattice.

The following theorem shows that the absorption laws with respect to operations ⊓̃ and ⊎̃ hold.

Theorem 4.6. Let (F̃ , A), (G̃, B) ∈ S̃(U,E). Then
(1) ((F̃ , A)⊓̃(G̃, B))⊎̃(F̃ , A) = (F̃ , A);
(2) ((F̃ , A)⊎̃(G̃, B))⊓̃(F̃ , A) = (F̃ , A).

Proof. We only prove (1) since (2) can be proved similarly. Suppose that (F̃ , A)⊓̃ (G̃, B) = (J̃ ,M)
and ((F̃ , A) ⊓̃ (G̃, B)) C̃ (F̃ , A) = (K̃,N). Then M = A ∪ B, N = (A ∪ B) ∩ A = A, and for all
e ∈ A and u ∈ U ,
(i) if e /∈ B, then h

J̃(e)
(u) = h

F̃ (e)
(u) and h

K̃(e)
(u) = h

J̃(e)
(u) ⊓ h

F̃ (e)
(u) = h

F̃ (e)
(u).
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(ii) if e ∈ B, then h
J̃(e)

(u) = h
F̃ (e)

(u) ⊔ h
G̃(e)

(u) and h
K̃(e)

(u) = h
J̃(e)

(u) ⊓ h
F̃ (e)

(u) = (h
F̃ (e)

(u) ⊔
h
G̃(e)

(u)) ⊓ h
F̃ (e)

(u). By (3) in Theorem 2.9, we have (h
F̃ (e)

(u) ⊔ h
G̃(e)

(u)) ⊓ h
F̃ (e)

(u) = h
F̃ (e)

(u),

i.e. h
K̃(e)

(u) = h
F̃ (e)

(u).

Thus (K̃,N) = (F̃ , A), i.e. ((F̃ , A)⊓̃(G̃, B))⊎̃(F̃ , A) = (F̃ , A).

Theorem 4.7. (S̃(U,E), ⊓̃, ⊎̃) is a bounded lattice.

Proof. By Theorem 3.11 and Theorem 4.6, we get that (S̃(U,E), ⊓̃, ⊎̃) is a lattice. It is clear that
ĨE and Φ̃ϕ are the maximum element and the minimum element in (S̃(U,E), respectively.

Similar to ⊓̃ and ⊎̃, the operations ⊔̃ and C̃ have also the following properties.

Theorem 4.8. Let (F̃ , A), (G̃, B) ∈ S̃(U,E). Then
(1) ((F̃ , A)⊔̃(G̃, B))C̃(F̃ , A) = (F̃ , A);
(2) ((F̃ , A)C̃(G̃, B))⊔̃(F̃ , A) = (F̃ , A).

Theorem 4.9. (S̃(U,E), ⊔̃, C̃) is a bounded lattice.

Remark 4.10. It is worth noting that (S̃(U,E), ⊔̃, ⊓̃), (S̃(U,E), ⊎̃, C̃) and (S̃(U,E), α, β) are not
lattices, as the absorption laws do not hold necessarily, where α ∈ {∩̃, ẽ} and β ∈ {∪̃, d̃}. To
illustrate this idea, we give an example below.

Example 4.11. Let U = {u1, u2, u3} be the universe, E = {e1, e2, e3} the set of parameters,
A = {e1, e2} and B = {e2, e3}. The HFSSs (F̃ , A) and (G̃, B) over U are given as:

F̃ (e1) =

{
{0.2, 0.3, 0.7, 0.8}

u1
,
{0.5, 0.8}

u2
,
{0.4, 0.5, 0.6}

u3

}
,

F̃ (e2) =

{
{0.3, 0.4, 0.7}

u1
,
{0.5, 0.7}

u2
,
{0.1, 0.2, 0.4, 0.7}

u3

}
,

G̃(e2) =

{
{0.5, 0.6}

u1
,
{0.4, 0.8, 0.9}

u2
,
{0.3, 0.5, 0.7, 0.8}

u3

}
,

G̃(e3) =

{
{0.1, 0.3, 0.5}

u1
,
{0.5, 0.6, 0.8}

u2
,
{0.6, 0.9}

u3

}
.

(1) Let ((F̃ , A)⊔̃ (G̃, B))⊓̃(F̃ , A) = (J̃ ,M), then M = A ∪ B = {e1, e2, e3} ̸= A. So (J̃ ,M) ̸=
(F̃ , A), i.e. ((F̃ , A)⊔̃ (G̃, B))⊓̃(F̃ , A) ̸= (F̃ , A).

(2) Let ((F̃ , A)⊎̃ (G̃, B))C̃(F̃ , A) = (K̃,N), then N = A ∩B = {e2} ̸= A, Therefore, (K̃,N) ̸=
(F̃ , A), i.e. ((F̃ , A)⊎̃ (G̃, B))C̃(F̃ , A) ̸= (F̃ , A).

(3) If e2 ∈ A ∩ B, then (h
F̃ (e2)

(u1) ∩ h
G̃(e2)

(u1)) ∪ h
F̃ (e2)

(u1) = ({0.3, 0.4, 0.7} ∩
{0.5, 0.6}) ∪ {0.3, 0.4, 0.7} = {0.3, 0.4, 0.5, 0.6} ∪ {0.3, 0.4, 0.7} = {0.3, 0.4, 0.5, 0.6, 0.7} ̸=
{0.3, 0.4, 0.7} = h

F̃ (e2)
(u1). It follows that (F̃ (e2) ∩ G̃(e2)) ∪ F̃ (e2) ̸= F̃ (e2). Consequently,

((F̃ , A) α (G̃, B)) β (F̃ , A) ̸= (F̃ , A), where α ∈ {∩̃, ẽ} and β ∈ {∪̃, d̃}.

5 Conclusion

Considering that soft set and its existing extension models cannot deal with the situations in
which the evaluations of parameters have many possible values, in this paper, we have introduced
the notion of HFSS as an new extension to the HFS or the soft set model. We have also defined
some basic operations on the HFSS and discussed their properties. Finally, The lattice structures
of HFSS have been studied in detail based on the proposed operations.
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1. Introduction

Let A be the class of functions f normalized by

f(z) = z +
∞

∑

n=2

anz
n (1.1)

which are analytic in the open disk U = {z : z ∈ C and |z| < 1}. As usual, we denote by

S the subclass of A consisting of functions which are normalized by f(0) = 0 = f ′(0)− 1

and also univalent in U. Denote by T [16] the subclass of A consisting of functions of the

form

f(z) = z −
∞

∑

n=2

anz
n, an ≥ 0, n = 2, 3, . . . . (1.2)

1
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Also, for functions f ∈ A given by (1.1) and g ∈ A given by g(z) = z +
∑

∞

n=2
bnz

n, we

define the Hadamard product (or convolution) of f and g by

(f ∗ g)(z) = z +

∞
∑

n=2

anbnz
n, (z ∈ U). (1.3)

The class S∗(α) of starlike functions of order α (0 ≤ α < 1) may be defined as

S∗(α) =

{

f ∈ A : <
(

zf ′(z)

f(z)

)

> α, z ∈ U

}

.

The class S∗(α) and the class K(α) of convex functions of order α (0 ≤ α < 1)

K(α) =

{

f ∈ A : <
(

1 +
zf ′′(z)

f ′(z)

)

> α, z ∈ U

}

= {f ∈ A : zf ′ ∈ S∗(α)}

were introduced by Robertson in [14]. We also write S∗(0) = S∗, where S∗ denotes

the class of functions f ∈ A that f(U) is starlike with respect to the origin. Further,

K(0) = K is the well-known standard class of convex functions. It is an established fact

that f ∈ K(α) ⇐⇒ zf ′ ∈ S∗(α).

A function f ∈ A is said to be in the class <τ (A, B), (τ ∈ C\{0}, −1 ≤ B < A ≤ 1),

if it satisfies the inequality
∣

∣

∣

∣

f ′(z) − 1

(A − B)τ −B[f ′(z)− 1]

∣

∣

∣

∣

< 1 (z ∈ U).

The class <τ (A, B) was introduced earlier by Dixit and Pal [7]. If we put

τ = 1, A = α and B = −α (0 < α ≤ 1),

we obtain the class of functions f ∈ A satisfying the inequality
∣

∣

∣

∣

f ′(z) − 1

f ′(z) + 1

∣

∣

∣

∣

< α (z ∈ U; 0 < α ≤ 1)

which was studied by (among others) Padmanabhan [12] and Caplinger and Causey [5].

We recall here a generalized Bessel function ωp,b,c(z) = ω(z) defined in [1] and given by

ω(z) = ωp,b,c(z) =
∞

∑

n=0

(−1)n cn

n! Γ
(

p + n + b+1

2

)

(z

2

)2n+p

(1.4)

which is the particular solution of the second order linear homogeneous differential equa-

tion

z2ω′′(z) + bzω′(z) + [cz2 − p2 + (1 − b)]ω(z) = 0, (1.5)

where b, p, c ∈ C, which is a natural generalization of Bessel’s equation.

The differential equation (1.5) permits the study of Bessel function, modified Bessel

function, spherical Bessel function and modified spherical Bessel functions all together.
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Solutions of (1.5) are referred to as the generalized Bessel function of order p. The

particular solution given by (1.4) is called the generalized Bessel function of the first kind

of order p. Although the series defined above is convergent everywhere, the function ωp,b,c

is generally not univalent in U. It is of interest to note that when b = c = 1, we reobtain

the Bessel function of the first kind ωp,1,1 = Jp, and for c = −1, b = 1, the function ωp,1,−1

becomes the modified Bessel function Ip. Now, we consider the function up,b,c(z) defined

by the transformation

up,b,c(z) = 2pΓ

(

p +
b + 1

2

)

z
−p

2 ωp,b,c (
√

z),
√

1 = 1.

By using well known Pochhammer symbol (or the shifted factorial) defined, in terms of

the familiar Gamma function, by

(a)n =
Γ(a + n)

Γ(a)
=











1 (n = 0),

a(a + 1)(a + 2) · · · (a + n − 1) (n ∈ N = {1, 2, 3, . . .}),

we can express up,b,c(z) as

up,b,c(z) =
∞

∑

n=0

(−c/4)n

(

p + b+1

2

)

n

(

zn

n!

)

, (1.6)

where p + b+1

2
6= 0,−1,−2, · · · . This function is analytic on C and satisfies the second-

order linear differential equation

4z2u′′(z) + 2(2p + b + 1)zu′(z) + cu(z) = 0.

Now, we considered the linear operator

I(c, m) : A → A

defined by

I(c, m)f(z) = zup,b,c(z) ∗ f(z) = z +
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!
an zn, (1.7)

where m = p + b+1

2
6= 0,−1,−2, · · · . For convenience throughout in the sequel, we use

the following notations

up,b,c = up, m = p +
b + 1

2
.

and if c < 0 and m > 0, then we let

z(2 − up(z)) = z −
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!
zn. (1.8)
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For 0 ≤ λ < 1 and 0 ≤ α < 1, we let G(λ, α) the subclass of functions f ∈ A which

satisfy the condition

<
(

zf ′(z) + λz2f ′′(z)

f(z)

)

> α, (z ∈ U). (1.9)

and also let K(λ, α) the subclass of functions f ∈ A which satisfy the condition

<
(

z[zf ′(z) + λz2f ′′(z)]′

zf ′(z)

)

> α, (z ∈ U). (1.10)

Also denote G∗(λ, α) = G(λ, α) ∩ T and K∗(λ, α) = K(λ, α) ∩ T
The study of the generalized Bessel function is a recent interesting topic in geometric

function theory (e.g. see the work of [1, 2, 3, 4] and [9]). In this paper, due to Ramesha

et al. [13], Padmanabhan [12], and motivated by the works of Srivastava et al. [17],

Murugusundaramoorthy and Magesh [11],(see [6, 8, 10, 15]) and by work of Baricz [1, 2,

3, 4], we obtain sufficient conditions for function z(2− up(z)) in G(λ, α) and K(λ, α) and

connections between Rτ (A, B).

Remark 1. It is of interest to note that for λ = 0, we have G(λ, α) ≡ S∗(α) and

K(λ, α) ≡ K(α)

To prove the main results, we need the following Lemmas.

Lemma 1. [18] A function f ∈ A belongs to the class G(λ, α) if
∞

∑

n=2

(n + λn(n − 1) − α)|an| ≤ 1 − α.

Lemma 2. [18] A function f ∈ A belongs to the class K(λ, α) if
∞

∑

n=2

n(n + λn(n − 1) − α)|an| ≤ 1 − α.

Further we can easily prove that the conditions are also necessary if f ∈ T .

Lemma 3. [18] A function f ∈ T belongs to the class G∗(λ, α) if and only if
∞

∑

n=2

(n + λn(n − 1) − α)|an| ≤ 1 − α.

Lemma 4. [18] A function f ∈ T belongs to the class K∗(λ, α) if and only if
∞

∑

n=2

n(n + λn(n − 1) − α)|an| ≤ 1 − α.

Lemma 5. [4] If b, p, c ∈ C and m 6= 0,−1,−2, . . . then the function up satisfies the

recursive relation

4mu′

p(z) = −cup+1(z)

for all z ∈ C.
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2. Main Results

Theorem 1. If c < 0 and m > 0, then z(2 − up(z)) is in G(λ, α) if

λu′′

p(1) + [1 + 2λ]u′

p(1) + (1 − α)up(1) ≤ 2(1 − α). (2.1)

Proof. Since

z(2 − up(z)) = z −
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!
zn

and by virtue of Lemma 1, it suffices to show that

L(c, m, λ, α) =
∞

∑

n=2

(n + λn(n − 1) − α)
(−c/4)n−1

(m)n−1 (n − 1)!
≤ 1 − α.

Writing n2 = (n−1)(n−2)+3(n−1)+1 and n = (n−1)+1, and by simple computation,

we get

L(c, m, λ, α) =
∞

∑

n=2

(n2λ + n(1 − λ) − α)
(−c/4)n−1

(m)n−1 (n − 1)!

≤
∞

∑

n=2

λ(n − 1)(n − 2)
(−c/4)n−1

(m)n−1 (n − 1)!
+ (1 + 2λ)

∞
∑

n=2

(n − 1)
(−c/4)n−1

(m)n−1 (n − 1)!

+ (1 − α)
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

= λ

∞
∑

n=3

(−c/4)n−1

(m)n−1 (n − 3)!
+ (1 + 2λ)

∞
∑

n=2

(−c/4)n−1

(m)n−1 (n − 2)!
+ (1 − α)

∞
∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

= λ
∞

∑

n=1

(−c/4)n+1

(m)n+1 (n − 1)!
+ (1 + 2λ)

∞
∑

n=0

(−c/4)n+1

(m)n+1 (n)!
+ (1 − α)

∞
∑

n=0

(−c/4)n+1

(m)n+1 (n + 1)!

= λ
(−c/4)2

m(m + 1)

∞
∑

n=0

(−c/4)n

(m + 2)n n!
+ (1 + 2λ)

(−c/4)

m

∞
∑

n=0

(−c/4)n

(m + 1)n n!

+ (1 − α)
∞

∑

n=0

(−c/4)n+1

(m)n+1 (n + 1)!

= λ
(−c/4)2

m(m + 1)
up+2(1) + (1 + 2λ)

(−c/4)

m
up+1(1) + (1 − α)[up(1) − 1]

= λu′′

p(1) + (1 + 2λ)u′

p(1) + (1 − α)[up(1) − 1].

By a simplification, we see that the last expression is bounded above by 1 − α if (2.1) is

satisfied. �

By taking λ = 0, we state the following corollary.
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Corollary 1. If c < 0 and m > 0, then z(2 − up(z)) is in S∗(α) if

u′

p(1) + (1 − α)up(1) ≤ 2(1 − α). (2.2)

Remark 2. In particular, when c = −1 and b = 1, the condition (2.1) becomes

2p−2Γ(p + 1) [λIp+2(1) + [1 + 2λ]Ip+1(1) + 2(1 − α)Ip(1)] ≤ 1 − α, (2.3)

which is necessary and sufficient condition for z(2 − ζp(z
1/2) to be in G∗(λ, α), where

up(z
1/2) = 2pΓ(p + 1)z−p/2Ip(z

1/2).

Theorem 2. If c < 0 and m > 0, then z(2 − up(z)) is in K(λ, α) if

λu′′′

p (1) + (1 + 5λ)u′′

p(1) + (3 + 4λ − α)u′

p(1) + (1 − α)up(1) ≤ 2(1 − α). (2.4)

Proof. Since

z(2 − up(z)) = z −
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!
zn

and by virtue of Lemma 2, it suffices to show that

L(c, m, λ, α) =
∞

∑

n=2

(n3λ + n2(1 − λ) − nα)
(−c/4)n−1

(m)n−1 (n − 1)!
≤ 1 − α.

Writing n3 = (n − 1)(n − 2)(n − 3) + 6(n − 1)(n − 2) + 7(n − 1) + 1, n2 = (n − 1)(n −
2) + 3(n − 1) + 1 and n = (n − 1) + 1, we can rewrite the above terms as

L(c, m, λ, α) ≤ λ

∞
∑

n=2

(n − 1)(n − 2)(n − 3)
(−c/4)n−1

(m)n−1 (n − 1)!

+ (1 + 5λ)
∞

∑

n=2

(n − 1)(n − 2)
(−c/4)n−1

(m)n−1 (n − 1)!
+ (3 + 4λ − α)

∞
∑

n=2

(n − 1)
(−c/4)n−1

(m)n−1 (n − 1)!

+ (1 − α)
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

= λ
∞

∑

n=4

(−c/4)n−1

(m)n−1 (n − 4)!
+ (1 + 5λ)

∞
∑

n=3

(−c/4)n−1

(m)n−1 (n − 3)!
+ (3 + 4λ − α)

∞
∑

n=2

(−c/4)n−1

(m)n−1 (n − 2)!

+ (1 − α)
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

= λ

∞
∑

n=2

(−c/4)n+1

(m)n+1 (n − 2)!
+ (1 + 5λ)

∞
∑

n=1

(−c/4)n+1

(m)n+1 (n − 1)!

+ (3 + 4λ − α)
∞

∑

n=0

(−c/4)n+1

(m)n+1 (n)!
+ (1 − α)

∞
∑

n=0

(−c/4)n+1

(m)n+1 (n + 1)!
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= λ
(−c/4)3

m(m + 1)(m + 2)

∞
∑

n=2

(−c/4)n−2

(m + 3)n−2 (n − 2)!
+ (1 + 5λ)

(−c/4)2

m(m + 1)

∞
∑

n=1

(

(−c/4)n−1

(m + 2)n−1 (n − 1)!

)

+ (3 + 4λ − α)
(−c/4)

m

∞
∑

n=0

(

(−c/4)n

(m + 1)n (n)!

)

+ (1 − α)
∞

∑

n=0

(−c/4)n+1

(m)n+1 (n + 1)!

= λ
(−c/4)3

m(m + 1)(m + 2)
up+3(1) + (1 + 5λ)

(−c/4)2

m(m + 1)
up+2(1)

+ (3 + 4λ − α)
(−c/4)

m
up+1(1) + (1 − α)[up(1) − 1]

= λu′′′

p (1) + (1 + 5λ)u′′

p(1) + (3 + 4λ − α)u′

p(1) + (1 − α)[up(1) − 1].

By a simplification, we see that the last expression is bounded above by 1 − α if (2.4) is

satisfied. �

By taking λ = 0, we state the following corollary.

Corollary 2. If c < 0 and m > 0, then z(2 − up(z)) is in ∈ K(α) if

u′′

p(1) + (3 − α)u′

p(1) + (1 − α)up(1) ≤ 2(1 − α). (2.5)

Remark 3. We also note that the function z(2 − up(z)) is in K∗(λ, α) if and only if the

condition (2.4) is satisfied.

3. Inclusion Properties

Making use of the following lemma, we will study the action of the Bessel function on

the classes K(λ, α).

Lemma 6. [7] A function f ∈ <τ (A, B) is of form (1.1), then

|an| ≤ (A − B)
|τ |
n

, n ∈ N\{1}. (3.1)

The bound given in (3.1) is sharp.

Theorem 3. Let c < 0 and m > 0. If f ∈ <τ (A, B) and the inequality

(A − B)|τ |
[

λu′′

p(1) + (1 + 2λ)u′

p(1) + (1 − α)[up(1) − 1]
]

≤ 1 − α (3.2)

is satisfied, then I(c, m)f ∈ K(λ, α).

Proof. Let f be of the form (1.1) belong to the class <τ(A, B) then by virtue of Lemma

2, it suffices to show that

P(c, m, λ, α) =
∞

∑

n=2

n(n2λ + n(1 − λ) − α)
(−c/4)n−1

(m)n−1 (n − 1)!
|an| ≤ 1 − α. (3.3)
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Writing n2 = (n − 1)(n − 2) + 3(n − 1) + 1 and n = (n − 1) + 1, we get

P(c, m, λ, α) ≤
∞

∑

n=2

(n + λn(n − 1) − α)
(−c/4)n−1

(m)n−1 (n − 1)!
(A − B)|τ |

= (A − B)|τ |
∞

∑

n=2

λ(n − 1)(n − 2)
(−c/4)n−1

(m)n−1 (n − 1)!

+ (A − B)|τ |(1 + 2λ)

∞
∑

n=2

(n − 1)
(−c/4)n−1

(m)n−1 (n − 1)!

+ (A − B)|τ |(1− α)
∞

∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

= (A − B)|τ |
[

λ
∞

∑

n=3

(−c/4)n−1

(m)n−1 (n − 3)!
+ (1 + 2λ)

∞
∑

n=2

(−c/4)n−1

(m)n−1 (n − 2)!
+ (1 − α)

∞
∑

n=2

(−c/4)n−1

(m)n−1 (n − 1)!

]

= (A − B)|τ |
[

λ
∞

∑

n=1

(−c/4)n+1

(m)n+1 (n − 1)!
+ (1 + 2λ)

∞
∑

n=0

(−c/4)n+1

(m)n+1 n!
+ (1 − α)

∞
∑

n=0

(−c/4)n+1

(m)n+1 (n + 1)!

]

.

By using the similar method as in the proof of Theorem 1, we have

P(c, m, λ, α) = (A − B)|τ |
[

λ
(−c/4)2

m(m + 1)
up+2(1) + (1 + 2λ)

(−c/4)

m
up+1(1) + (1 − α)[up(1) − 1]

]

= (A − B)|τ |
[

λu′′

p(1) + (1 + 2λ)u′

p(1) + (1 − α)[up(1) − 1]
]

,

the last expression is bounded above by (1−α) if and only if (3.2) is satisfied. Hence the

proof is completed. �

Corollary 3. Let c < 0 and m > 0. If f ∈ <τ(A, B), and the inequality

(A −B)|τ |
[

u′

p(1) + (1 − α){up(1) − 1}
]

≤ 1 − α (3.4)

is satisfied, then I(c, m)f ∈ K(α).

Theorem 4. Let c < 0 and m > 0. Then

L(m, c, z) =

∫ z

0

(2 − up(t))dt

is in K∗(λ, α) if and only if the inequality

λu′′

p(1) + [1 + 2λ]u′

p(1) + (1 − α)[up(1) − 1] ≤ 1 − α. (3.5)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

88 N. E. CHO et al 81-90



INCLUSION PROPERTIES FOR CERTAIN SUBCLASSES 9

Proof. Since

L(m, c, z) = z −
∞

∑

n=2

(−c/4)n−1

(m)n−1

zn

(n)!
,

by Lemma 4, we need only to show that

L(c, m, λ, α) =
∞

∑

n=2

n(n2λ + n(1 − λ) − α)
(−c/4)n−1

(m)n−1 (n)!
≤ 1 − α.

Now, we have

L(c, m, λ, α) =
∞

∑

n=2

(n2λ + n(1 − λ) − α)
(−c/4)n−1

(m)n−1 (n − 1)!
.

Writing n2 = (n − 1)(n − 2) + 3(n − 1) + 1 and n = (n − 1) + 1, and proceeding as in

Theorem 1, we get

∞
∑

n=2

(n2λ + n(1 − λ) − α)
(−c/4)n−1

(m)n−1 (n − 1)!
= λu′′

p(1) + [1 + 2λ]u′

p(1) + (1 − α)[up(1) − 1],

which is bounded above by 1 − α if and only if (3.5) holds. �

Acknowledgements. This work was supported by the Basic Science Research Pro-

gram through the National Research Foundation of Korea (NRF) funded by the Ministry

of Education, Science and Technology (No. 2011-0007037).

References

[1] A. Baricz, Geometric properties of generalized Bessel functions, Publ. Math. Debrecen, 73(1-2)

(2008), 155–178.

[2] A. Baricz, Geometric properties of generalized Bessel functions of complex order, Mathematica(Cluj),

48(71)(1) (2006),13–18.

[3] A. Baricz, Generalized Bessel functions of the first kind, PhD Thesis, Babes-Bolyai University, Cluj-

Napoca, 2008.

[4] A. Baricz, Generalized Bessel functions of the first kind, Lecture Notes in Math., Vol. 1994, Springer-

Verlag, 2010.

[5] T. R. Caplinger and W. M. Causey, A class of univalent functions, Proc. Amer. Math. Soc., 39

(1973), 357–361.

[6] N. E. Cho, S. Y. Woo and S. Owa, Uniform convexity properties for hypergeometric functions, Fract.

Cal. Appl. Anal., 5(3) (2002), 303–313.

[7] K.K. Dixit, S.K. Pal, On a class of univalent functions related to complex order, Indian J. Pure.

Appl. Math., 26(9)(1995), 889–896.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

89 N. E. CHO et al 81-90



INCLUSION PROPERTIES FOR CERTAIN SUBCLASSES 10

[8] E. Merkes and B. T. Scott, Starlike hypergeometric functions, Proc. Amer. Math. Soc., 12 (1961),

885-888.

[9] S. R. Mondal and A. Swaminathan, Geometric properties of generalized Bessel functions, Bull.

Malaysian Math. Sci. Soc., 35(1) (2012), 179–194.

[10] A. O. Mostafa, A study on starlike and convex properties for hypergeometric functions, J. Inequal.

Pure Appl. Math., 10(3) (2009), Art. 87, 1–16.

[11] G. Murugusundaramoorthy and N. Magesh, On certain subclasses of analytic functions associated

with hypergeometric functions, Appl. Math. Lett., 24 (2011), 494–500.

[12] K. S. Padmanabhan, On sufficient conditions for starlikeness, Indian J. Pure Appl. Math., 32 (2001),

543–550.

[13] C. Ramesha, S. Kumar and K.S. Padmanabhan, A sufficient condition for starlikeness, Chinese J.

Math., 23(2) (1995), 167–171.

[14] M. S. Robertson, On the theory of univalent functions, Ann. Math., 37(1936), 374–408.

[15] H. Silverman, Starlike and convexity properties for hypergeometric functions, J. Math. Anal. Appl.,

172(3) (1993), 574–581.

[16] H. Silverman, Univalent functions with negative coefficients, Proc. Amer. Math. Soc., 51 (1975),

109–116.

[17] H. M. Srivastava, G. Murugusundaramoorthy and S. Sivasubramanian, Hypergeometric functions in

the parabolic starlike and uniformly convex domains, Integral Transform Spec. Funct., 18 (2007),

511–520.

[18] T. Thulasiram, K. Suchithra, T. V. Sudharsan and G. Murugusundaramoorthy, Some inclusion

results associated with certain subclass of analytic functions involving Hohlov operator, Rev. R.

Acad. Cienc. Exactas, Fis. Nat. Ser.- A Math. (2014), Aceepted for publication.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

90 N. E. CHO et al 81-90



Barnes-type Narumi of the second kind and
poly-Cauchy of the second kind mixed-type

polynomials

Dae San Kim
Department of Mathematics, Sogang University

Seoul 121-742, Republic of Korea
dskim@sogang.ac.kr

Taekyun Kim
Department of Mathematics, Kwangwoon University

Seoul 139-701, Republic of Korea
tkkim@kw.ac.kr

Takao Komatsu
Graduate School of Science and Technology, Hirosaki University

Hirosaki 036-8561, Japan
komatsu@cc.hirosaki-u.ac.jp

Jong-Jin Seo
Department of Applied Mathematics, Pukyong National University

Pusan, Republic of Korea
seo2011@pknu.ac.kr

Seog-Hoon Rim
Department of Mathematics Education, Kyungpook National University

Seoul 139-701, Republic of Korea
shrim@knu.ac.kr

MR Subject Classifications: 05A15, 05A40, 11B68, 11B75, 65Q05

Abstract

In this paper, by considering Barnes-type Narumi polynomials of the second kind
as well as poly-Cauchy polynomials of the second kind, we define and investigate
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the mixed-type polynomials of these polynomials. From the properties of Sheffer
sequences of these polynomials arising from umbral calculus, we derive new and
interesting identities.

1 Introduction

In this paper, we consider the polynomials N̂
(k)
n (x|a1, . . . , ar) called the Barnes-type

Narumi of the second kind and poly-Cauchy of the second kind mixed-type polynomi-
als, whose generating function is given by

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)x =

∞∑
n=0

N̂ (k)
n (x|a1, . . . , ar)

tn

n!
, (1)

where a1, . . . , ar 6= 0. Here, Lifk(x) (k ∈ Z) is the polyfactorial function ([10]) defined by

Lifk(x) =
∞∑
m=0

xm

m!(m+ 1)k
.

When x = 0, N̂
(k)
n (a1, . . . , ar) = N̂

(k)
n (0|a1, . . . , ar) is called the the Barnes-type Narumi

of the second kind and poly-Cauchy of the second kind mixed-type number.
Recall that the Barnes-type Narumi polynomials of the second kind, denoted by

N̂n(x|a1, . . . , ar), are given by the generating function as

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
(1 + t)x =

∞∑
n=0

N̂n(x|a1, . . . , ar)
tn

n!
.

If a1 = · · · = ar = 1, then N̂
(r)
n (x) = N̂n(x| 1, . . . , 1︸ ︷︷ ︸

r

) are the Narumi polynomials of the

second kind of order r. Narumi polynomials were mentioned in [14, p.127] and have been
investigated in e.g. [9, 12, 15].

The poly-Cauchy polynomials of the second kind, denoted by ĉ
(k)
n (x) ([8, 11]), are

given by the generating function as

Lifk
(
− ln(1 + t)

)
(1 + t)x =

∞∑
n=0

ĉ(k)
n (x)

tn

n!
.

In this paper, by considering Barnes-type Narumi polynomials of the second kind as
well as poly-Cauchy polynomials of the second kind, we define and investigate the mixed-
type polynomials of these polynomials. From the properties of Sheffer sequences of these
polynomials arising from umbral calculus, we derive new and interesting identities.
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2 Umbral calculus

Let C be the complex number field and let F be the set of all formal power series in the
variable t:

F =

{
f(t) =

∞∑
k=0

ak
k!
tk

∣∣∣∣∣ak ∈ C

}
. (2)

Let P = C[x] and let P∗ be the vector space of all linear functionals on P. 〈L|p(x)〉 is
the action of the linear functional L on the polynomial p(x), and we recall that the vector
space operations on P∗ are defined by 〈L+M |p(x)〉 = 〈L|p(x)〉 + 〈M |p(x)〉, 〈cL|p(x)〉 =
c 〈L|p(x)〉, where c is a complex constant in C (see [1-16]). For f(t) ∈ F , let us define the
linear functional on P by setting

〈f(t)|xn〉 = an, (n ≥ 0). (3)

In particular, 〈
tk|xn

〉
= n!δn,k (n, k ≥ 0), (4)

where δn,k is the Kronecker’s symbol.

For fL(t) =
∑∞

k=0

〈L|xk〉
k!

tk, we have 〈fL(t)|xn〉 = 〈L|xn〉. That is, L = fL(t). The map
L 7→ fL(t) is a vector space isomorphism from P∗ onto F . Henceforth, F denotes both
the algebra of formal power series in t and the vector space of all linear functionals on
P, and so an element f(t) of F will be thought of as both a formal power series and a
linear functional. We call F the umbral algebra and the umbral calculus is the study of
umbral algebra. The order O

(
f(t)

)
of a power series f(t)(6= 0) is the smallest integer k

for which the coefficient of tk does not vanish. If O
(
f(t)

)
= 1, then f(t) is called a delta

series; if O
(
f(t)

)
= 0, then f(t) is called an invertible series. For f(t), g(t) ∈ F with

O
(
f(t)

)
= 1 and O

(
g(t)

)
= 0, there exists a unique sequence sn(x) (deg sn(x) = n) such

that
〈
g(t)f(t)k|sn(x)

〉
= n!δn,k, for n, k ≥ 0. Such a sequence sn(x) is called the Sheffer

sequence for
(
g(t), f(t)

)
which is denoted by sn(x) ∼

(
g(t), f(t)

)
.

For f(t), g(t) ∈ F and p(x) ∈ P, we have

〈f(t)g(t)|p(x)〉 = 〈f(t)|g(t)p(x)〉 = 〈g(t)|f(t)p(x)〉 (5)

and

f(t) =
∞∑
k=0

〈
f(t)|xk

〉 tk
k!
, p(x) =

∞∑
k=0

〈
tk|p(x)

〉 xk
k!

(6)

([14, Theorem 2.2.5]). Thus, by (6), we get

tkp(x) = p(k)(x) =
dkp(x)

dxk
and eytp(x) = p(x+ y). (7)

Sheffer sequences are characterized in the generating function ([14, Theorem 2.3.4]).
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Lemma 1 The sequence sn(x) is Sheffer for
(
g(t), f(t)

)
if and only if

1

g
(
f̄(t)

)eyf̄(t) =
∞∑
k=0

sk(y)

k!
tk (y ∈ C) ,

where f̄(t) is the compositional inverse of f(t).

For sn(x) ∼
(
g(t), f(t)

)
, we have the following equations ([14, Theorem 2.3.7, Theorem

2.3.5, Theorem 2.3.9]):

f(t)sn(x) = nsn−1(x) (n ≥ 0), (8)

sn(x) =
n∑
j=0

1

j!

〈
g
(
f̄(t)

)−1
f̄(t)j|xn

〉
xj, (9)

sn(x+ y) =
n∑
j=0

(
n

j

)
sj(x)pn−j(y) , (10)

where pn(x) = g(t)sn(x).
Assume that pn(x) ∼

(
1, f(t)

)
and qn(x) ∼

(
1, g(t)

)
. Then the transfer formula ([14,

Corollary 3.8.2]) is given by

qn(x) = x

(
f(t)

g(t)

)n
x−1pn(x) (n ≥ 1).

For sn(x) ∼
(
g(t), f(t)

)
and rn(x) ∼

(
h(t), l(t)

)
, assume that

sn(x) =
n∑

m=0

Cn,mrm(x) (n ≥ 0) .

Then we have ([14, p.132])

Cn,m =
1

m!

〈
h
(
f̄(t)

)
g
(
f̄(t)

) l(f̄(t)
)m∣∣∣∣∣xn

〉
. (11)

3 Main results

From the definition (1), N̂
(k)
n (x|a1, . . . , ar) is the Sheffer sequence for the pair

g(t) =
r∏
j=1

(
teajt

eajt − 1

)
1

Lifk(−t)
and f(t) = et − 1.

So,

N̂ (k)
n (x|a1, . . . , ar) ∼

(
r∏
j=1

(
teajt

eajt − 1

)
1

Lifk(−t)
, et − 1

)
. (12)
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3.1 Explicit expressions

Let (n)j = n(n− 1) · · · (n− j + 1) (j ≥ 1) with (n)0 = 1. The (signed) Stirling numbers
of the first kind S1(n,m) are defined by

(x)n =
n∑

m=0

S1(n,m)xm .

Define the multinomial coefficient by(
n

l1, . . . , lr

)
=

n!

l1! · · · lr!

where l1 + · · ·+ lr = n.

Theorem 1

N̂ (k)
n (x|a1, . . . , ar) =

n∑
m=0

m∑
l=0

m−l∑
i=0

∑
l1+···+lr=m−l−i

(−1)m−i(m− l − i)!
(m− l − i+ r)!(l + 1)k

×
(

m− l − i+ r

l1 + 1, . . . , lr + 1

)(
m

l

)(
m− l
i

)
S1(n,m)al1+1

1 · · · alr+1
r xi (13)

=
n∑
j=0

n∑
l=j

n−l∑
i=0

(
n

l

)(
n− l
i

)
S1(l, j)ĉ

(k)
i N̂n−l−i(a1, . . . , ar)x

j (14)

=
n∑
l=0

(
n

l

)
N̂n−l(a1, . . . , ar)ĉ

(k)
l (x) , (15)

=
n∑
l=0

(
n

l

)
ĉ

(k)
n−lN̂l(x|a1, . . . , ar) . (16)

Proof. Since
r∏
j=1

(
teajt

eajt − 1

)
1

Lifk(−t)
N̂ (k)
n (x|a1, . . . , ar) ∼ (1, et − 1) (17)

and
(x)n ∼ (1, et − 1) , (18)
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we have

N̂ (k)
n (x|a1, . . . , ar) =

r∏
j=1

(
eajt − 1

teajt

)
Lifk(−t)(x)n

=
n∑

m=0

S1(n,m)
r∏
j=1

(
eajt − 1

teajt

)
Lifk(−t)xm

=
n∑

m=0

S1(n,m)
r∏
j=1

(
eajt − 1

teajt

) m∑
l=0

(−1)ltl

l!(l + 1)k
xm

=
n∑

m=0

S1(n,m)
r∏
j=1

(
eajt − 1

teajt

) m∑
l=0

(−1)l(m)l
l!(l + 1)k

xm−l

=
n∑

m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

r∏
j=1

(
e−ajt − 1

−t

)
xm−l

=
n∑

m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

×
∞∑
i=0

∑
l1+···+lr=i

al1+1
1 · · · alr+1

r

(l1 + 1)! · · · (lr + 1)!
(−t)ixm−l

=
n∑

m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

×
m−l∑
i=0

∑
l1+···+lr=i

al1+1
1 · · · alr+1

r

(l1 + 1)! · · · (lr + 1)!
(−1)i(m− l)ixm−l−i

=
n∑

m=0

m∑
l=0

m−l∑
i=0

∑
l1+···+lr=i

(−1)l+ii!

(i+ r)!(l + 1)k

×
(

i+ r

l1 + 1, . . . , lr + 1

)(
m

l

)(
m− l
i

)
S1(n,m)al1+1

1 · · · alr+1
r xm−l−i

=
n∑

m=0

m∑
l=0

m−l∑
i=0

∑
l1+···+lr=m−l−i

(−1)m−i(m− l − i)!
(m− l − i+ r)!(l + 1)k

×
(

m− l − i+ r

l1 + 1, . . . , lr + 1

)(
m

l

)(
m− l
i

)
S1(n,m)al1+1

1 · · · alr+1
r xi .

So, we get (13).

6
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By (9) with (12), we get〈
g
(
f̄(t)

)−1
f̄(t)j|xn

〉
=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)j∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣j! ∞∑
l=j

S1(l, j)
tl

l!
xn

〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

〈
∞∑
i=0

N̂
(k)
i (a1, . . . , ar)

ti

i!

∣∣∣xn−l〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)N̂

(k)
n−l(a1, . . . , ar) .

On the other hand,〈
g
(
f̄(t)

)−1
f̄(t)j|xn

〉
= j!

n∑
l=j

(
n

l

)
S1(l, j)

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) ∣∣∣Lifk
(
− ln(1 + t)

)
xn−l

〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

n−l∑
i=0

(
n− l
i

)
ĉ

(k)
i

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) ∣∣∣xn−l−i〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

n−l∑
i=0

(
n− l
i

)
ĉ

(k)
i

〈
∞∑
m=0

N̂m(a1, . . . , ar)
tm

m!

∣∣∣xn−l−i〉

= j!
n∑
l=j

n−l∑
i=0

(
n

l

)(
n− l
i

)
S1(l, j)ĉ

(k)
i N̂n−l−i(a1, . . . , ar) .

Thus, we obtain

N̂ (k)
n (x|a1, . . . , ar) =

n∑
j=0

n∑
l=j

(
n

l

)
S1(l, j)N̂

(k)
n−l(a1, . . . , ar)x

j

=
n∑
j=0

n∑
l=j

n−l∑
i=0

(
n

l

)(
n− l
i

)
S1(l, j)ĉ

(k)
i N̂n−l−i(a1, . . . , ar)x

j ,

which is the identity (14).

7
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Next,

N̂ (k)
n (y|a1, . . . , ar) =

〈
∞∑
i=0

N̂
(k)
i (y|a1, . . . , ar)

ti

i!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) ∣∣∣Lifk
(
− ln(1 + t)

)
(1 + t)yxn

〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) ∣∣∣ ∞∑
l=0

ĉ
(k)
l (y)

tl

l!
xn

〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) ∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)

〈
∞∑
i=0

N̂i(a1, . . . , ar)
ti

i!

∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)N̂n−l(a1, . . . , ar) .

Thus, we obtain (15).
Finally, we obtain that

N̂ (k)
n (y|a1, . . . , ar) =

〈
∞∑
i=0

N̂
(k)
i (y|a1, . . . , ar)

ti

i!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
Lifk

(
− ln(1 + t)

)∣∣∣ r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
(1 + t)yxn

〉

=

〈
Lifk

(
− ln(1 + t)

)∣∣∣ ∞∑
l=0

N̂l(y|a1, . . . , ar)
tl

l!
xn

〉

=
n∑
l=0

N̂l(y|a1, . . . , ar)

(
n

l

)〈
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉
=

n∑
l=0

N̂l(y|a1, . . . , ar)

(
n

l

)〈 ∞∑
i=0

ĉ
(k)
i

ti

i!

∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
N̂l(y|a1, . . . , ar)ĉ

(k)
n−l .

8
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Thus, we get the identity (16).

3.2 Sheffer identity

Theorem 2

N̂ (k)
n (x+ y|a1, . . . , ar) =

n∑
j=0

(
n

j

)
N̂

(k)
j (x|a1, . . . , ar)(y)n−j . (19)

Proof. By (12) with

pn(x) =
r∏
j=1

(
teajt

eajt − 1

)
1

Lifk(−t)
N̂n(x|a1, . . . , ar)

= (x)n ∼ (1, et − 1) ,

using (10), we have (19).

3.3 Difference relations

Theorem 3

N̂ (k)
n (x+ 1|a1, . . . , ar)− N̂ (k)

n (x|a1, . . . , ar) = nN̂
(k)
n−1(x|a1, . . . , ar) . (20)

Proof. By (8) with (12), we get

(et − 1)N̂ (k)
n (x|a1, . . . , ar) = nN̂

(k)
n−1(x|a1, . . . , ar) .

By (7), we have (20).

9
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3.4 Recurrence

Theorem 4

N̂
(k)
n+1(x|a1, . . . , ar)

= xN̂ (k)
n (x− 1|a1, . . . , ar)

+
n∑

m=0

r∑
j=1

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

i∑
h=0

(−1)m+1−h

m+ 1

(l − i)!
(l − i+ r)!(i− h+ 1)k

×
(
m+ 1

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)(
i

h

)
S1(n,m)Bm+1−la

m+1−l
j al1+1

1 · · · alr+1
r (x− 1)h

−
r∑
j=1

aj

n∑
m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i

(m− l + 1)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r (x− 1)i

−
n∑

m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i+1

(m− l + 2)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r (x− 1)i , (21)

where Bn is the nth ordinary Bernoulli number.

Proof. By applying

sn+1(x) =

(
x− g′(t)

g(t)

)
1

f ′(t)
sn(x) (22)

([14, Corollary 3.7.2]) with (12), we get

N̂
(k)
n+1(x|a1, . . . , ar) = xN̂ (k)

n (x− 1|a1, . . . , ar)− e−t
g′(t)

g(t)
N̂ (k)
n (x|a1, . . . , ar) .

Now,

g′(t)

g(t)
=
(
ln g(t)

)′
=

(
r ln t+

( r∑
j=1

aj

)
t−

r∑
j=1

ln(eajt − 1)− ln Lifk(−t)

)′

=
r

t
+

r∑
j=1

aj −
r∑
j=1

aje
ajt

eajt − 1
+

Lif ′k(−t)
Lifk(−t)

=

∑r
j=1

∏
i6=j(e

ait − 1)(eajt − 1− ajteajt)
t
∏r

j=1(eajt − 1)
+

r∑
j=1

aj +
Lif ′k(−t)
Lifk(−t)

,
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where ∑r
j=1

∏
i6=j(e

ait − 1)(eajt − 1− ajteajt)
t
∏r

j=1(eajt − 1)

= −
1
2

(∑r
j=1 a1 · · · aj−1a

2
jaj+1 · · · ar

)
tr+1 + · · ·

(a1 · · · ar)tr + · · ·

= −1

2

(
r∑
j=1

aj

)
t+ · · ·

is a series with order≥ 1. As seen in the proof of (13)

N̂ (k)
n (x|a1, . . . , ar) =

n∑
m=0

S1(n,m)
r∏
j=1

(
eajt − 1

teajt

)
Lifk(−t)xm ,

so we have

g′(t)

g(t)
N̂ (k)
n (x|a1, . . . , ar)

=
n∑

m=0

S1(n,m)
g′(t)

g(t)

(
r∏
j=1

eajt − 1

teajt

)
Lifk(−t)xm

=
n∑

m=0

S1(n,m)Lifk(−t)

(
r∏
j=1

eajt − 1

teajt

)∑r
j=1

∏
i6=j(e

ait − 1)(eajt − 1− ajteajt)
t
∏r

j=1(eajt − 1)
xm

+
r∑
j=1

aj

n∑
m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
Lifk(−t)xm

+
n∑

m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
Lif ′k(−t)xm . (23)
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Since ∑r
j=1

∏
i6=j(e

ait − 1)(eajt − 1− ajteajt)
t
∏r

j=1(eajt − 1)
xm

=

∑r
j=1

∏
i6=j(e

ait − 1)(eajt − 1− ajteajt)∏r
j=1(eajt − 1)

xm+1

m+ 1

=
1

m+ 1

r∑
j=1

(
1− ajte

ajt

eajt − 1

)
xm+1

=
1

m+ 1

r∑
j=1

(
1−

∞∑
l=0

(−aj)lBl

l!
tl

)
xm+1

=
1

m+ 1

r∑
j=1

(
xm+1 −

m+1∑
l=0

(
m+ 1

l

)
Bl(−aj)lxm+1−l

)

= − 1

m+ 1

r∑
j=1

m+1∑
l=1

(
m+ 1

l

)
Bl(−aj)lxm+1−l

= − 1

m+ 1

r∑
j=1

m∑
l=0

(
m+ 1

l

)
Bm+1−l(−aj)m+1−lxl ,

the first term in (23) is

−
n∑

m=0

r∑
j=1

m∑
l=0

S1(n,m)

m+ 1

(
m+ 1

l

)
Bm+1−l(−aj)m+1−lLifk(−t)

(
r∏
j=1

e−ajt − 1

−t

)
xl

= −
n∑

m=0

r∑
j=1

m∑
l=0

S1(n,m)

m+ 1

(
m+ 1

l

)
Bm+1−l(−aj)m+1−lLifk(−t)

×
∞∑
i=0

∑
l1+···+lr=i

al1+1
1 · · · alr+1

r

(l1 + 1)! · · · (lr + 1)!
(−t)ixl

= −
n∑

m=0

r∑
j=1

m∑
l=0

S1(n,m)

m+ 1

(
m+ 1

l

)
Bm+1−l(−aj)m+1−lLifk(−t)

×
l∑

i=0

∑
l1+···+lr=i

(−1)i
al1+1

1 · · · alr+1
r

(l1 + 1)! · · · (lr + 1)!
(l)ix

l−i

= −
n∑

m=0

r∑
j=1

m∑
l=0

S1(n,m)

m+ 1

(
m+ 1

l

)
Bm+1−l(−aj)m+1−l

×
l∑

i=0

∑
l1+···+lr=i

(−1)i
al1+1

1 · · · alr+1
r

(l1 + 1)! · · · (lr + 1)!
(l)i

l−i∑
h=0

(−1)h

h!(h+ 1)k
thxl−i

12
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= −
n∑

m=0

r∑
j=1

m∑
l=0

S1(n,m)

m+ 1

(
m+ 1

l

)
Bm+1−l(−aj)m+1−l

×
l∑

i=0

∑
l1+···+lr=i

(−1)i
al1+1

1 · · · alr+1
r

(l1 + 1)! · · · (lr + 1)!
(l)i

l−i∑
h=0

(−1)h

(h+ 1)k

(
l − i
h

)
xl−i−h

= −
n∑

m=0

r∑
j=1

m∑
l=0

l∑
i=0

∑
l1+···+lr=i

l−i∑
h=0

(−1)m+1−h

m+ 1

i!

(i+ r)!(l − i− h+ 1)k

×
(
m+ 1

l

)(
i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)(
l − i
h

)
S1(n,m)Bm+1−la

m+1−l
j al1+1

1 · · · alr+1
r xh

= −
n∑

m=0

r∑
j=1

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

i∑
h=0

(−1)m+1−h

m+ 1

(l − i)!
(l − i+ r)!(i− h+ 1)k

×
(
m+ 1

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)(
i

h

)
S1(n,m)Bm+1−la

m+1−l
j al1+1

1 · · · alr+1
r xh .

The second term in (23) is

r∑
j=1

aj

n∑
m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
Lifk(−t)xm

=
r∑
j=1

aj

n∑
m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
m∑
l=0

(−1)ltl

l!(l + 1)k
xm

=
r∑
j=1

aj

n∑
m=0

S1(n,m)
m∑
l=0

(−1)l

(l + 1)k

(
m

l

)( r∏
j=1

e−ajt − 1

−t

)
xm−l

=
r∑
j=1

aj

n∑
m=0

S1(n,m)
m∑
l=0

(−1)l

(l + 1)k

(
m

l

) m−l∑
i=0

∑
l1+···+lr=i

al1+1
1 · · · alr+1

r

(l1 + 1)! · · · (lr + 1)!
(−1)itixm−l

=

(
r∑
j=1

aj

)
n∑

m=0

m∑
l=0

m−l∑
i=0

∑
l1+···+lr=i

(−1)i+l

(l + 1)k
i!

(i+ r)!

×
(
m

l

)(
i+ r

l1 + 1, . . . , lr + 1

)(
m− l
i

)
S1(n,m)al1+1

1 · · · alr+1
r xm−l−i

=
r∑
j=1

aj

n∑
m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i

(m− l + 1)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r xi .
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The third term in (23) is

n∑
m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
Lif ′k(−t)xm

=
n∑

m=0

S1(n,m)

(
r∏
j=1

eajt − 1

teajt

)
Lifk−1(−t)− Lifk(−t)

t
xm

=
n∑

m=0

S1(n,m)

m+ 1

(
r∏
j=1

eajt − 1

teajt

)(
Lifk−1(−t)− Lifk(−t)

)
xm+1

=
n∑

m=0

S1(n,m)

m+ 1

(
r∏
j=1

eajt − 1

teajt

)
m∑
l=0

(−1)l+1tl+1

l!(l + 2)k
xm+1

=
n∑

m=0

m∑
l=0

(−1)l+1

(l + 2)k

(
m

l

)
S1(n,m)

(
r∏
j=1

e−ajt − 1

−t

)
xm−l

=
n∑

m=0

m∑
l=0

(−1)l+1

(l + 2)k

(
m

l

)
S1(n,m)

m−l∑
i=0

∑
l1+···+lr=i

(−1)i
al1+1

1 · · · alr+1
r

(l1 + 1)! · · · (lr + 1)!
tixm−l

=
n∑

m=0

m∑
l=0

m−l∑
i=0

∑
l1+···+lr=i

(−1)i+l+1

(l + 2)k
i!

(i+ r)!

×
(
m

l

)(
i+ r

l1 + 1, . . . , lr + 1

)(
m− l
i

)
S1(n,m)al1+1

1 · · · alr+1
r xm−l−i

=
n∑

m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i+1

(m− l + 2)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r xi .
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Thus, we have

N̂
(k)
n+1(x|a1, . . . , ar)

= xN̂ (k)
n (x− 1|a1, . . . , ar)

+
n∑

m=0

r∑
j=1

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

i∑
h=0

(−1)m+1−h

m+ 1

(l − i)!
(l − i+ r)!(i− h+ 1)k

×
(
m+ 1

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)(
i

h

)
S1(n,m)Bm+1−la

m+1−l
j al1+1

1 · · · alr+1
r (x− 1)h

−
r∑
j=1

aj

n∑
m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i

(m− l + 1)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r (x− 1)i

−
n∑

m=0

m∑
l=0

l∑
i=0

∑
l1+···+lr=l−i

(−1)m−i+1

(m− l + 2)k
(l − i)!

(l − i+ r)!

×
(
m

l

)(
l − i+ r

l1 + 1, . . . , lr + 1

)(
l

i

)
S1(n,m)al1+1

1 · · · alr+1
r (x− 1)i ,

which is the identity (21).

3.5 Differentiation

Theorem 5

d

dx
N̂ (k)
n (x|a1, . . . , ar) = n!

n−1∑
l=0

(−1)n−l−1

l!(n− l)
N̂

(k)
l (x|a1, . . . , ar) . (24)

Proof. We shall use

d

dx
sn(x) =

n−1∑
l=0

(
n

l

)〈
f̄(t)|xn−l

〉
sl(x)

15
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(Cf. [14, Theorem 2.3.12]). Since〈
f̄(t)|xn−l

〉
=
〈
ln(1 + t)|xn−l

〉
=

〈
∞∑
m=1

(−1)m−1tm

m

∣∣∣xn−l〉

=
n−l∑
m=1

(−1)m−1

m

〈
tm|xn−l

〉
=

n−l∑
m=1

(−1)m−1

m
(n− l)!δm,n−l

= (−1)n−l−1(n− l − 1)! ,

with (12), we have

d

dx
N̂ (k)
n (x|a1, . . . , ar) =

n−1∑
l=0

(
n

l

)
(−1)n−l−1(n− l − 1)!N̂

(k)
l (x|a1, . . . , ar)

= n!
n−1∑
l=0

(−1)n−l−1

l!(n− l)
N̂

(k)
l (x|a1, . . . , ar) ,

which is the identity (24).

3.6 A more relation

The classical Cauchy numbers cn are defined by

t

ln(1 + t)
=
∞∑
n=0

cn
tn

n!

(see e.g. [3, 10]).

Theorem 6

N̂ (k)
n (x|a1, . . . , ar) (25)

=

(
x−

r∑
i=1

ai

)
N̂

(k)
n−1(x− 1|a1, . . . , ar)

+
1

n

n∑
l=0

(
n

l

)
cl
(
N̂

(k−1)
n−l (x− 1|a1, . . . , ar)− (r + 1)N̂

(k)
n−l(x− 1|a1, . . . , ar)

)
+

1

n

r∑
i=1

n∑
l=0

(
n

l

)
aiclN̂

(k)
n−l(x− 1|a1, . . . , ai−1, ai+1, . . . , ar) . (26)
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Proof. For n ≥ 1, we have

N̂ (k)
n (y|a1, . . . , ar) =

〈
∞∑
l=0

N̂
(k)
l (y|a1, . . . , ar)

tl

l!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
∂t

(
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y

)∣∣∣xn−1

〉

=

〈(
∂t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

))
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)(
∂tLifk

(
− ln(1 + t)

))
(1 + t)y

∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(∂t(1 + t)y)

∣∣∣xn−1

〉
.

The third term is

y

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−1

〉
= yN̂

(k)
n−1(y − 1|a1, . . . , ar) .

Since

Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
=

(
1

2k
− 1

2k−1

)
t+ · · · ,

17
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the second term is〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
(1 + t) ln(1 + t)

(1 + t)y
∣∣∣xn−1

〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

(1 + t)y−1
∣∣∣ t

ln(1 + t)
xn−1

〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

(1 + t)y−1
∣∣∣ ∞∑
l=0

cl
tl

l!
xn−1

〉

=
n−1∑
l=0

(
n− 1

l

)
cl

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)

(1 + t)y−1
∣∣∣Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

xn−1−l

〉

=
n−1∑
l=0

1

n− l

(
n− 1

l

)
cl

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
(1 + t)y−1

∣∣∣ (Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

))
xn−l

〉
=

n−1∑
l=0

1

n− l

(
n

l

)
cl

(〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk−1

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−l〉

−

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−l〉)

=
1

n

n−1∑
l=0

(
n

l

)
cl
(
N̂

(k−1)
n−l (y − 1|a1, . . . , ar)− N̂ (k)

n−l(y − 1|a1, . . . , ar)
)
.
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Since

∂t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)

=
1

1 + t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)∑r
i=1

(
ait(1+t)ai

(1+t)ai−1
− t

ln(1+t)

)
t

− 1

1 + t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

) r∑
i=1

ai ,

the first term is〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣∑r
i=1

(
ait(1+t)ai

(1+t)ai−1
− t

ln(1+t)

)
t

xn−1

〉

−
r∑
i=1

ai

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−1

〉

=
1

n

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣ r∑
i=1

(
ait(1 + t)ai

(1 + t)ai − 1
− t

ln(1 + t)

)
xn

〉

−
r∑
i=1

aiN̂
(k)
n−1(y − 1|a1, . . . , ar)

=
1

n

r∑
i=1

ai

〈
(1 + t)ai ln(1 + t)

(1 + t)ai − 1

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣ t

ln(1 + t)
xn
〉

− r

n

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣ t

ln(1 + t)
xn

〉

−
r∑
i=1

aiN̂
(k)
n−1(y − 1|a1, . . . , ar)

19

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

109 Dae San Kim et al 91-120



=
1

n

r∑
i=1

ai

〈
(1 + t)ai ln(1 + t)

(1 + t)ai − 1

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)

Lifk
(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣ ∞∑
l=0

cl
tl

l!
xn

〉

− r

n

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣ ∞∑
l=0

cl
tl

l!
xn

〉

−
r∑
i=1

aiN̂
(k)
n−1(y − 1|a1, . . . , ar)

=
1

n

r∑
i=1

ai

n∑
l=0

(
n

l

)
clN̂

(k)
n−l(y − 1|a1, . . . , ai−1, ai+1, . . . , ar)

− r

n

n∑
l=0

(
n

l

)
clN̂

(k)
n−l(y − 1|a1, . . . , ar)

−
r∑
i=1

aiN̂
(k)
n−1(y − 1|a1, . . . , ar) .

Therefore, we obtain

N̂ (k)
n (x|a1, . . . , ar)

= xN̂
(k)
n−1(x− 1|a1, . . . , ar)

+
1

n

n−1∑
l=0

(
n

l

)
cl
(
N̂

(k−1)
n−l (x− 1|a1, . . . , ar)− N̂ (k)

n−l(x− 1|a1, . . . , ar)
)

+
1

n

r∑
i=1

ai

n∑
l=0

(
n

l

)
clN̂

(k)
n−l(x− 1|a1, . . . , ai−1, ai+1, . . . , ar)

− r

n

n∑
l=0

(
n

l

)
clN̂

(k)
n−l(x− 1|a1, . . . , ar)

−
r∑
i=1

aiN̂
(k)
n−1(x− 1|a1, . . . , ar)

=

(
x−

r∑
i=1

ai

)
N̂

(k)
n−1(x− 1|a1, . . . , ar)

+
1

n

n∑
l=0

(
n

l

)
cl
(
N̂

(k−1)
n−l (x− 1|a1, . . . , ar)− (r + 1)N̂

(k)
n−l(x− 1|a1, . . . , ar)

)
+

1

n

r∑
i=1

n∑
l=0

(
n

l

)
aiclN̂

(k)
n−l(x− 1|a1, . . . , ai−1, ai+1, . . . , ar) ,

which is the identity (26).
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3.7 A relation involving the Stirling numbers of the first kind

Theorem 7 For n− 1 ≥ m ≥ 1, we have

m

n−m∑
l=0

(
n

l

)
S1(n− l,m)N̂

(k)
l (a1, . . . , ar)

=
m

n

n−m∑
i=0

i∑
l=0

(
n

i

)(
i

l

)
S1(n− i,m)ci−l

×

(
r∑
j=1

ajN̂
(k)
l (−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

l (−1|a1, . . . , ar)

)

−m
r∑
j=1

aj

n−m−1∑
l=0

(
n− 1

l

)
S1(n− 1− l,m)N̂

(k)
l (−1|a1, . . . , ar)

+
n−m∑
l=0

(
n− 1

l

)
S1(n− 1− l,m− 1)

×
(
N̂

(k−1)
l (−1|a1, . . . , ar) + (m− 1)N̂

(k)
l (−1|a1, . . . , ar)

)
. (27)

Proof. We shall compute〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉
in two different ways. On the one hand, it is equal to〈

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣(ln(1 + t)
)m
xn

〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣m!
∞∑
l=0

S1(l,m)
tl

l!
xn

〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)

〈
∞∑
i=0

N̂
(k)
i (a1, . . . , ar)

ti

i!

∣∣∣xn−l〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)N̂

(k)
n−l(a1, . . . , ar)

= m!
n−m∑
l=0

(
n

l

)
S1(n− l,m)N̂

(k)
l (a1, . . . , ar) .
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On the other hand, it is equal to〈
∂t

(
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m)∣∣∣xn−1

〉

=

〈(
∂t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

))
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)(
∂tLifk

(
− ln(1 + t)

)) (
ln(1 + t)

)m∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

) (
∂t
(
ln(1 + t)

)m) ∣∣∣xn−1

〉
. (28)

The third term of (28) is equal to

m

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

= m

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣
(m− 1)!

∞∑
l=m−1

S1(l,m− 1)
tl

l!
xn−1

〉

= m!
n−1∑

l=m−1

(
n− 1

l

)
S1(l,m− 1)

×

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣xn−1−l

〉

= m!
n−1∑

l=m−1

(
n− 1

l

)
S1(l,m− 1)N̂

(k)
n−1−l(−1|a1, . . . , ar)

= m!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)N̂

(k)
l (−1|a1, . . . , ar) .
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The second term of (28) is equal to〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)(
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
(1 + t) ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

=

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk−1

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

−

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

= (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)N̂

(k−1)
l (−1|a1, . . . , ar)

− (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)N̂

(k)
l (−1|a1, . . . , ar) .

The first term of (28) is equal to〈(
∂t

r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

))
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

=

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

(
ln(1 + t)

)m∣∣∣
∑r

j=1

(
ajt(1+t)aj

(1+t)aj−1
− t

ln(1+t)

)
t

xn−1

〉

−
r∑
j=1

aj

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

(
ln(1 + t)

)m∣∣∣xn−1

〉

=
1

n

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣
r∑
j=1

(
ajt(1 + t)aj

(1 + t)aj − 1
− t

ln(1 + t)

)(
ln(1 + t)

)m
xn

〉

−
r∑
j=1

aj

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m
xn−1

〉
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=
1

n

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣
r∑
j=1

(
ajt(1 + t)aj

(1 + t)aj − 1
− t

ln(1 + t)

)
m!

∞∑
i=m

S1(i,m)
ti

i!
xn

〉

−
r∑
j=1

aj

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣m!
∞∑
i=m

S1(i,m)
ti

i!
xn−1

〉

=
m!

n

n∑
i=m

(
n

i

)
S1(i,m)

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

r∑
j=1

(
ajt(1 + t)aj

(1 + t)aj − 1
− t

ln(1 + t)

) ∣∣∣xn−i〉

−m!
r∑
j=1

aj

n−1∑
i=m

(
n− 1

i

)
S1(i,m)

×

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣xn−1−i

〉

=
m!

n

n∑
i=m

(
n

i

)
S1(i,m)

(
r∑
j=1

aj

〈
(1 + t)aj ln(1 + t)

(1 + t)aj − 1

r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣ t

ln(1 + t)
xn−i

〉
− r

〈
r∏
i=1

(
(1 + t)ai − 1

(1 + t)ai ln(1 + t)

)
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣ t

ln(1 + t)
xn−i

〉)

−m!
r∑
j=1

aj

n−1∑
i=m

(
n− 1

i

)
S1(i,m)N̂

(k)
n−1−i(−1|a1, . . . , ar)

=
m!

n

n∑
i=m

(
n

i

)
S1(i,m)

n−i∑
l=0

(
n− i
l

)
cl

×

(
r∑
j=1

ajN̂
(k)
n−i−l(−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

n−i−l(−1|a1, . . . , ar)

)

−m!
r∑
j=1

aj

n−1∑
i=m

(
n− 1

i

)
S1(i,m)N̂

(k)
n−1−i(−1|a1, . . . , ar)
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=
m!

n

n∑
i=m

n−i∑
l=0

(
n

i

)(
n− i
l

)
S1(i,m)cn−i−l

×

(
r∑
j=1

ajN̂
(k)
l (−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

l (−1|a1, . . . , ar)

)

−m!
r∑
j=1

aj

n−m−1∑
i=0

(
n− 1

i

)
S1(n− 1− i,m)N̂

(k)
i (−1|a1, . . . , ar)

=
m!

n

n−m∑
i=0

i∑
l=0

(
n

i

)(
i

l

)
S1(n− i,m)ci−l

×

(
r∑
j=1

ajN̂
(k)
l (−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

l (−1|a1, . . . , ar)

)

−m!
r∑
j=1

aj

n−m−1∑
i=0

(
n− 1

i

)
S1(n− 1− i,m)N̂

(k)
i (−1|a1, . . . , ar) .

Therefore, we get for n− 1 ≥ m ≥ 1

m!
n−m∑
l=0

(
n

l

)
S1(n− l,m)N̂

(k)
l (a1, . . . , ar)

=
m!

n

n−m∑
i=0

i∑
l=0

(
n

i

)(
i

l

)
S1(n− i,m)ci−l

×

(
r∑
j=1

ajN̂
(k)
l (−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

l (−1|a1, . . . , ar)

)

−m!
r∑
j=1

aj

n−m−1∑
i=0

(
n− 1

i

)
S1(n− 1− i,m)N̂

(k)
i (−1|a1, . . . , ar)

+ (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− 1− l,m− 1)N̂

(k−1)
l (−1|a1, . . . , ar)

− (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− 1− l,m− 1)N̂

(k)
l (−1|a1, . . . , ar)

+m!
n−m∑
l=0

(
n− 1

l

)
S1(n− 1− l,m− 1)N̂

(k)
l (−1|a1, . . . , ar) .
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Dividing both sides by (m− 1)!, we obtain, for n− 1 ≥ m ≥ 1,

m

n−m∑
l=0

(
n

l

)
S1(n− l,m)N̂

(k)
l (a1, . . . , ar)

=
m

n

n−m∑
i=0

i∑
l=0

(
n

i

)(
i

l

)
S1(n− i,m)ci−l

×

(
r∑
j=1

ajN̂
(k)
l (−1|a1, . . . , aj−1, aj+1, . . . , ar)− rN̂ (k)

l (−1|a1, . . . , ar)

)

−m
r∑
j=1

aj

n−m−1∑
l=0

(
n− 1

l

)
S1(n− 1− l,m)N̂

(k)
l (−1|a1, . . . , ar)

+
n−m∑
l=0

(
n− 1

l

)
S1(n− 1− l,m− 1)

×
(
N̂

(k−1)
l (−1|a1, . . . , ar) + (m− 1)N̂

(k)
l (−1|a1, . . . , ar)

)
.

Thus, we get (27).

3.8 A relation with the falling factorials

Theorem 8

N̂ (k)
n (x|a1, . . . , ar) =

n∑
m=0

(
n

m

)
N̂

(k)
n−m(a1, . . . , ar)(x)m . (29)

Proof. For (12) and (18), assume that N̂
(k)
n (x|a1, . . . , ar) =

∑n
m=0 Cn,m(x)m. By (11), we

have

Cn,m =
1

m!

〈
1∏r

j=1

(
ln(1+t)eaj ln(1+t)

eaj ln(1+t)−1

)Lifk
(
− ln(1 + t)

)
tm
∣∣∣xn〉

=
1

m!

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣tmxn〉

=

(
n

m

)〈 r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)∣∣∣xn−m〉

=

(
n

m

)
N̂

(k)
n−m(a1, . . . , ar) .

Thus, we get the identity (29).
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3.9 A relation with higher-order Frobenius-Euler polynomials

For λ ∈ C with λ 6= 1, the Frobenius-Euler polynomials of order r, H
(r)
n (x|λ) are defined

by the generating function (
1− λ
et − λ

)r
ext =

∞∑
n=0

H(r)
n (x|λ)

tn

n!

(see e.g. [6]).

Theorem 9

N̂ (k)
n (x|a1, . . . , ar) =

n∑
m=0

(
n−m∑
j=0

n−m−j∑
l=0

(
s

j

)(
n− j
l

)
(n)j

×(1− λ)−jS1(n− j − l,m)N̂
(k)
l (a1, . . . , ar)

)
H(s)
m (x|λ) . (30)

Proof. For (12) and

H(s)
n (x|λ) ∼

((
et − λ
1− λ

)s
, t

)
, (31)

assume that N̂
(k)
n (x|a1, . . . , ar) =

∑n
m=0 Cn,mH

(s)
m (x|λ). By (11), similarly to the proof of

(27), we have

Cn,m =
1

m!

〈 (
eln(1+t)−λ

1−λ

)s
∏r

j=1

(
ln(1+t)eaj ln(1+t)

eaj ln(1+t)−1

)Lifk
(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉

=
1

m!(1− λ)s

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m
(1− λ+ t)s

∣∣∣xn〉

=
1

m!(1− λ)s

×

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣min{s,n}∑
i=0

(
s

i

)
(1− λ)s−itixn

〉

=
1

m!(1− λ)s

n−m∑
i=0

(
s

i

)
(1− λ)s−i(n)i

×

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−i〉

=
1

m!(1− λ)s

n−m∑
i=0

(
s

i

)
(1− λ)s−i(n)i

n−m−i∑
l=0

m!

(
n− i
l

)
S1(n− i− l,m)N̂

(k)
l (a1, . . . , ar)

=
n−m∑
i=0

n−m−i∑
l=0

(
s

i

)(
n− i
l

)
(n)i(1− λ)−iS1(n− i− l,m)N̂

(k)
l (a1, . . . , ar) .

27
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Thus, we get the identity (30).

3.10 A relation with higher-order Bernoulli polynomials

Bernoulli polynomials B
(r)
n (x) of order r are defined by(

t

et − 1

)r
ext =

∞∑
n=0

B
(r)
n (x)

n!
tn

(see e.g. [14, Section 2.2]). In addition, Cauchy numbers of the first kind C
(r)
n of order r

are defined by (
t

ln(1 + t)

)r
=
∞∑
n=0

C
(r)
n

n!
tn

(see e.g. [2, (2.1)], [13, (6)]).

Theorem 10

N̂ (k)
n (x|a1, . . . , ar)

=
n∑

m=0

(
n−m∑
i=0

n−m−i∑
l=0

(
n

i

)(
n− i
l

)
C

(s)
i S1(n− i− l,m)N̂

(k)
l (a1, . . . , ar)

)
B(s)
m (x) . (32)

Proof. For (12) and

B(s)
n (x) ∼

((
et − 1

t

)s
, t

)
, (33)

assume that N̂
(k)
n (x|a1, . . . , ar) =

∑n
m=0 Cn,mB

(s)
m (x). By (11), similarly to the proof of

28
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(27), we have

Cn,m =
1

m!

〈 (
eln(1+t)−1

ln(1+t)

)s
∏r

j=1

(
ln(1+t)eaj ln(1+t)

eaj ln(1+t)−1

)Lifk
(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉

=
1

m!

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣ ( t

ln(1 + t)

)s
xn

〉

=
1

m!

〈
r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣ ∞∑
i=0

C
(s)
i

ti

i!
xn

〉

=
1

m!

n−m∑
i=0

C
(s)
i

(
n

i

)〈 r∏
j=1

(
(1 + t)aj − 1

(1 + t)aj ln(1 + t)

)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−i〉

=
1

m!

n−m∑
i=0

C
(s)
i

(
n

i

) n−m−i∑
l=0

m!

(
n− i
l

)
S1(n− i− l,m)N̂

(k)
l (a1, . . . , ar)

=
n−m∑
i=0

n−m−i∑
l=0

(
n

i

)(
n− i
l

)
C

(s)
i S1(n− i− l,m)N̂

(k)
l (a1, . . . , ar) .

Thus, we get the identity (32).
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SUPERSTABILITY AND STABILITY OF (r, s, t)-J∗-HOMOMORPHISMS:

FIXED POINT AND DIRECT METHODS

SHAHROKH FARHADABADI1, CHOONKIL PARK2, AND DONG YUN SHIN3∗

Abstract. In this paper, we introduce the following useful functional equations:

f(x+ y) + f(x− 2y) + f(y − x) = f(x), (0.1)

f

(∑p
i=1 xi

p− 1

)
+

p∑
i=2

f

∑p
j=1
j 6=i

xj − pxi

p− 1

+ f

(∑p
i=2 xi − x1

p− 1

)
= f(x1) (0.2)

and prove the superstability and the Hyers-Ulam stability of (r, s, t)-J∗-homomorphisms, asso-

ciated with those, by using the fixed point method and the direct method.

1. Introduction and preliminaries

The stability of functional equations originated from a question of Ulam [54] in 1940. He
proposed the following question “when and under what condition does an exact solution of a
functional equation near an approximately solution of that exist?” A next year, this question
was formulated and answered by Hyers [26] affirmatively, for Cauchy’s additive equation on
Banach spaces. In 1950, Aoki [1] was the second author to study this problem. In 1978, Rassias
[49] obtained a generalization of the result of Hyers by considering the stability problem with
unbounded Cauchy differences. For more epochal information and various aspects about the
stability of functional equations theory, we refer the reader to monographs (cf. [2, 7, 9, 10, 12,
14, 21, 27, 29, 30, 31, 32, 33, 34, 35, 39, 41, 42, 46, 50, 51, 52, 53]), which also include many
interesting results concerning the stability of different functional equations.

We say a functional equation (ξ) is stable if any function g satisfying the equation (ξ) ap-
proximately is near to true solution of (ξ). We say that a functional equation is superstable if
every approximately solution is an exact solution of that [51].

Throughout this paper, A and B denote J∗-algebras and {r, s, t} are positive integer con-
stants. The notion of J∗-algebras has been posed by Harris [22] in 1974. By a J∗-algebra
we mean a closed subspace A of a C∗-algebra such that xx∗x ∈ A whenever x ∈ A [22]. For
more study about J∗-algebras, one can refer to (cf. [11, 22, 23, 24, 25]). Moreover, we introduce
(r, s, t)-J∗-homomorphisms and (r, s, t)-J∗-derivations, which are an extension of J∗-derivations
and J∗-homomorphisms (see [19, 44, 45]).

Definition 1.1. A linear mapping h : A → B is called an (r, s, t)-J∗-homomorphism if

h(xrx∗sxt) = h(x)rh(x)∗sh(x)t

for all x ∈ A, and if r = s = t = n, then h : A → B is called an n-J∗-homomorphism.

2010 Mathematics Subject Classification. 39B52, 39B72, 47H10, 17Cxx, 46L05.

Key words and phrases. Functional equation; (r, s, t)-J∗-homomorphism; Hyers-Ulam stability; fixed point

method; superstability; direct method.
∗Corresponding author.
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Definition 1.2. A linear mapping δ : A → A is called an (r, s, t)-J∗-derivation if

δ(xrx∗sxt) = δ(x)rx∗sxt + xrδ(x)∗sxt + xrx∗sδ(x)t

for all x ∈ A, and if r = s = t = n, then δ : A → A is called an n-J∗-derivation.

With n = 1, we have the definitions of J∗-homomorphisms and J∗-derivations.
We will use the following definition and fundamental result of fixed point theory:

Definition 1.3. ([3, 4, 5, 6]) Let X be a set. A function d : X × X → [0,∞] is called a
generalized metric on X if d satisfies

(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X ;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X .

Theorem 1.4. ([3, 4, 5, 6]) Let (X , d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X , either

d(J nx,J n+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(J nx,J n+1x) <∞, ∀n ≥ n0;
(2) the sequence {J nx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(J n0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y,J y) for all y ∈ Y.

This theorem was used by Cǎdariu and Radu (see [3, 4, 5, 47]) and then others to obtain the
applications of fixed point theory in stability problems (cf. [8, 13, 15, 16, 17, 18, 19, 20, 28, 36,
38, 39, 40, 43, 48]).

Now consider the functional equation (0.2), which is a generalized version of the functional
equation (0.1). In this paper, in order to investigate the functional equation (0.2), we will
suppose that p ≥ 3.

2. Superstability of (r, s, t)-J∗-homomorphisms

In this section, we prove the superstability of (r, s, t)-J∗-homomorphisms associated with the
functional equation (0.2).

For the proof of our results, we first give some useful lemmas.

Lemma 2.1. ([37]) Let X and Y be linear spaces and let f : X → Y be an additive mapping
such that f(µx) = µf(x) for all µ ∈ T1 := {λ ∈ C : |λ| = 1} and all x ∈ X . Then the mapping
f is C-linear.

Lemma 2.2. Let n ≥ 2 be a fixed positive integer and f : A → B be a mapping such that∥∥∥∥(n− 1)f

(
x+ y + z

n

)
+ f

(
x+ z − (n+ 1)y

n

)
+ f

(
x+ y − (n+ 1)z

n

)∥∥∥∥
B

≤
∥∥∥∥f(x)− f

(
y + z − x

n

)∥∥∥∥
B

(2.1)

for all x, y, z ∈ A. Then f is additive.

Proof. From (2.1), it follows that f(0) = 0. Putting x = 0, y = x, z = −x in (2.1), we have
f
(
−n+2

n x
)

+ f
(
n+2
n x

)
= 0 for all x ∈ A. So f(−x) = −f(x) for all x ∈ A. Replacing x, y and

z by x+y
n+1 , x and y in (2.1), respectively, we get the equality

(n− 1)f

(
n+ 2

n(n+ 1)
(x+ y)

)
= f

(
n+ 2

n+ 1
x− n+ 2

n(n+ 1)
y

)
+ f

(
n+ 2

n+ 1
y − n+ 2

n(n+ 1)
x

)
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for all x, y ∈ A. By putting u = n+2
n+1x−

n+2
n(n+1)y and v = n+2

n+1y −
n+2

n(n+1)x, we conclude that

(n− 1)f

(
1

n− 1
(u+ v)

)
= f(u) + f(v)

for all u, v ∈ A. Letting v = 0, we see that (n−1)f
(

1
n−1u

)
= f(u) and so f(u+v) = f(u)+f(v)

for all u, v ∈ A. �

Lemma 2.3. Let p ≥ 3 be a fixed positive integer and f : A → B be a mapping such that∥∥∥∥∥∥f
(∑p

i=1 xi
p− 1

)
+

p∑
i=2

f

∑p
j=1
j 6=i

xj − pxi

p− 1

∥∥∥∥∥∥
B

≤
∥∥∥∥f(x1)− f

(∑p
i=2 xi − x1
p− 1

)∥∥∥∥
B

(2.2)

for all x1, · · · , xp ∈ A. Then f is additive.

Proof. By (2.2), we have f(0) = 0. Letting x1 = x, x2 = y, x3 = z and x4 = · · · = xp = 0 in
(2.2), we obtain∥∥∥∥(p− 2)f

(
x+ y + z

p− 1

)
+ f

(
x+ z − py
p− 1

)
+ f

(
x+ y − pz
p− 1

)∥∥∥∥
B
≤
∥∥∥∥f(x)− f

(
y + z − x
p− 1

)∥∥∥∥
B

for all x, y, z ∈ A, which is (2.1) for the case n = p − 1 ≥ 2. Therefore f is additive, as
desired. �

Theorem 2.4. Let p ≥ 3 be a fixed positive integer and ϕ : Ap → [0,∞) be a function such
that

lim
n→∞

b(r+s+t)nϕ(b−nx, · · · , b−nx) = 0

for all x ∈ A, where b 6= 1 is a real number. Let f : A → B be a mapping satisfying∥∥∥∥∥∥µf
(∑p

i=1 xi
p− 1

)
+

p∑
i=2

f

µ
∑p

j=1
j 6=i

xj − pxi

p− 1

∥∥∥∥∥∥
B

≤
∥∥∥∥f(µx1)− f

(
µ

∑p
i=2 xi − x1
p− 1

)∥∥∥∥
B
,(2.3)

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ ϕ(x, · · · , x) (2.4)

for all µ ∈ T1 and all x, x1, · · · , xp ∈ A. Then the mapping f : A → B is an (r, s, t)-J∗-
homomorphism.

Proof. Let µ = 1 in (2.3). By Lemma 2.3, the mapping f : A → B is additive. From (2.3), for
x1 = x3 = · · · = xp = x and x2 = 2x, we have

p+ 1

p− 1
‖µf(x)− f(µx)‖B =

∥∥∥∥µf (p+ 1

p− 1
x

)
+ f

(
−µp+ 1

p− 1

)∥∥∥∥
B
≤ ‖0‖B = 0

for all µ ∈ T1 and all x ∈ A. Hence f(µx) = µf(x) for all µ ∈ T1 and all x ∈ A. By Lemma
2.1, the mapping f : A → B is C-linear. From (2.4) and the assumption on ϕ, it follows that

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B

= lim
n→∞

b(r+s+t)n
∥∥∥∥f (( xbn)r ( xbn)∗s ( xbn)t

)
− f

( x
bn

)r
f
( x
bn

)∗s
f
( x
bn

)t∥∥∥∥
B

≤ lim
n→∞

b(r+s+t)nϕ
( x
bn
, · · · , x

bn

)
= 0

for all µ ∈ T1 and all x ∈ A. Hence f(xrx∗sxt) = f(x)rf(x)∗sf(x)t for all x ∈ A. �
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Corollary 2.5. Let θ be a nonnegative real number and q1, · · · , qp be positive real numbers such
that q1, · · · , qp > r+ s+ t or q1, · · · , qp < r+ s+ t. Let f : A → B be a mapping satisfying (2.3)
and

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ θ
(
‖x‖q1A + · · ·+ ‖x‖qpA

)
(2.5)

for all x ∈ A. Then the mapping f : A → B is an (r, s, t)-J∗-homomorphism.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x1, · · · , xp) := θ
(
‖x1‖q1A + · · ·+ ‖xp‖

qp
A
)

with b > 1 for the case q1, · · · , qp > r+s+t and with b < 1 for the case q1, · · · , qp < r+s+t. �

Corollary 2.6. Let θ be a nonnegative real number and q1, · · · , qp be positive real numbers such
that q1 + · · ·+ qp 6= r + s+ t. Let f : A → B be a mapping satisfying (2.3) and

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ θ‖x‖
q1+···+qp
A

for all x ∈ A. Then the mapping f : A → B is an (r, s, t)-J∗-homomorphism.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x1, · · · , xp) := θ
(
‖x1‖q1A · · · ‖xp‖

qp
A
)

with
b > 1 for the case q1 + · · ·+qp > r+s+ t and with b < 1 for the case q1 + · · ·+qp < r+s+ t. �

3. Hyers-Ulam stability of (r, s, t)-J∗-homomorphisms: fixed point method

In this section, by using the fixed point method, we prove the Hyers-Ulam stability of (r, s, t)-
J∗-homomorphisms associated with the functional equation (0.2).

For a given mapping f : A → B, we define

%µf(x1, · · · , xp) := f

(
µ

∑p
i=1 xi
p− 1

)
+

p∑
i=2

f

µ
∑p

j=1
j 6=i

xj − pxi

p− 1

+ f

(
µ

∑p
i=2 xi − x1
p− 1

)
− µf(x1)

for all µ ∈ T1 and all x1, · · · , xp ∈ A.

Lemma 3.1. The mapping f : A → B is a C-linear mapping if and only if

%µf(x1, · · · , xp) = 0

for all µ ∈ T1 and all x1, · · · , xp ∈ A.

Proof. The proof is easy and thus omitted. �

In the following theorems, we will except the case p = 3. This case will be considered
individually.

Theorem 3.2. Let ϕ : Ap → [0,∞) be a function with ϕ(0, · · · , 0) = 0 and p 6= 3 such that
there exists an L < 1 with

ϕ(x1, · · · , xp) <
L
k
ϕ(kx1, · · · , kxp) (3.1)

for all x1, · · · , xp ∈ A, where k = 2
p−1 . Suppose that f : A → B is an odd mapping satisfying

(2.4) and
‖%µf(x1, · · · , xp)‖B ≤ ϕ(x1, · · · , xp) (3.2)

for all µ ∈ T1 and all x1, · · · , xp ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism
H : A → B such that

‖f(x)−H(x)‖B ≤
L

2(1− L)
ϕ (0, x, · · · , x) (3.3)

for all x ∈ A.
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Proof. We first consider the set S := {g : A → B} and introduce the generalized metric d as
follows:

d(g, h) = inf
x∈A

{
C ∈ R+ : ‖g(x)− h(x)‖B ≤ Cϕ (0, x, · · · , x)

}
.

It is easy to show that (S, d) is complete (see the proof of [35, Lemma 2.1]). Now we define the
linear mapping J : S → S such that

J (g(x)) := kg
(x
k

)
for all x ∈ A. From (3.2), we can get f(0) = 0. By letting µ = 1, x1 = 0 and x2 = · · · = xp = x
in (3.2) and the fact that f(−x) = −f(x), (f is an odd mapping) and then by (3.1), we have∥∥∥∥2f(x) + (p− 1)f

(
−2

p− 1
x

)∥∥∥∥
B
≤ ϕ(0, x, · · · , x),∥∥∥kf (x

k

)
− f(x)

∥∥∥
B
≤ k

2
ϕ
(

0,
x

k
, · · · , x

k

)
≤ L

2
ϕ (0, x, · · · , x)

for all x ∈ A. This means that

d(J (f), f) ≤ L
2

(3.4)

Assume that g, h ∈ S are given with d(g, h) = ε. Then we have

‖J (g(x))− J (h(x))‖B = k
∥∥∥g (x

k

)
− h

(x
k

)∥∥∥
B
≤ kεϕ

(
0,
x

k
, · · · , x

k

)
< Lεϕ (0, x, · · · , x)

for all x ∈ A. This implies that d (J (g),J (h)) < Lε = Ld(g, h), which means J is a strictly
contractive mapping.

By Theorem 1.4, we have the following:
(1) J has a fixed point, i.e., there exists a mapping H : A → B, such that J (H) = H. So

H(x) = kH
(x
k

)
(3.5)

for all x ∈ A. The mapping H is also the unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This signifies that H is a unique mapping satisfying (3.5), moreover there exists a C ∈ (0,∞)
such that

‖f(x)−H(x)‖B ≤ Cϕ (0, x, · · · , x)

for all x ∈ A;
(2) The sequence {J n(g)} converges to H, for each given g ∈ S. Thus d (J n(f),H)→ 0, as

n→∞. This implies the equality

H(x) = lim
n→∞

knf
( x
kn

)
for all x ∈ A;

(3) d(g,H) ≤ 1
1−Ld (g,J (g)), for all g ∈M. Therefore (3.4) shows us that

d(f,H) ≤ 1

1− L
d (f,J (f)) ≤ L

2(1− L)
.

By this, we get the inequality (3.3).
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It follows from (3.1) that

‖%µh(x1, · · · , xp)‖B = kn
∥∥∥%µf (x1

kn
, · · · , xp

kn

)∥∥∥
B
≤ knϕ

(x1
kn
, · · · , xp

kn

)
< Lnϕ (x1, · · · , xp)

for all x1, · · · , xp ∈ A, in which the right-hand side tends to zero as n→∞. Hence by Lemma
3.1, we deduce that H is C-linear.

By (3.1) and (2.4), we obtain∥∥h(xrx∗sxt)− h(x)rh(x)∗sh(x)t
∥∥
B

= k(r+s+t)n
∥∥∥∥f (( xkn)r( xkn)∗s( xkn)t

)
− f

( x
kn

)r
f
( x
kn

)∗s
f
( x
kn

)t∥∥∥∥
B

≤ k(r+s+t)nϕ
( x
kn
, · · · , x

kn

)
< L(r+s+t)nϕ (x, · · · , x)

for all x ∈ A. The right-hand side tends to zero as n→∞, and so the mapping H : A → B is
an (r, s, t)-J∗-homomorphism, as desired. �

Theorem 3.3. Let ϕ : Ap → [0,∞) be a function with ϕ(0, · · · , 0) = 0 and p 6= 3 such that
there exists an L < 1 with

ϕ(x1, · · · , xp) < kLϕ
(x1
k
, · · · , xp

k

)
(3.6)

for all x1, · · · , xp ∈ A, where k = 2
p−1 . Suppose that f : A → B is an odd mapping satisfying

(3.2) and (2.4). Then there exists a unique (r, s, t)-J∗-homomorphism H : A → B such that

‖f(x)−H(x)‖B ≤
L

(1− L)(p− 1)
ϕ
(

0,
x

k
, · · · , x

k

)
(3.7)

for all x ∈ A.

Proof. Let S be the defined set in the proof of Theorem 3.2. Consider the following generalized
metric d:

d(g, h) = inf
x∈A

{
C ∈ R+ : ‖g(x)− h(x)‖B ≤ Cϕ

(
0,
x

k
, · · · , x

k

)}
.

It is easy to show that (S, d) is complete (see the proof of [35, Lemma 2.1]). we define the linear
mapping J : S → S such that

J (g(x)) :=
1

k
g(kx)

for all x ∈ A. By the same argument as in the proof of Theorem 3.2, we can obtain the mapping
H : A → B, as the unique fixed point of J such that

H(x) := lim
n→∞

1

kn
f(knx)

for all x ∈ A. By (3.2) and (3.6), we have∥∥∥∥f(x)− 1

k
f(kx)

∥∥∥∥
B
≤ 1

2
ϕ (0, x, · · · , x) ≤ L

(p− 1)
ϕ
(

0,
x

k
, · · · , x

k

)
for all x ∈ A. This means that d(f,J (f)) ≤ L

(p−1) . Hence

d(f,H) ≤ 1

1− L
d (f,J (f)) ≤ L

(1− L)(p− 1)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

126 FARHADABADI et al 121-134



SUPERSTABILITY AND STABILITY OF (r, s, t)-J∗-HOMOMORPHISMS

which implies that the inequality (3.7) holds.
The rest of the proof is similar to the proof of Theorem 3.2. �

Theorem 3.4. Let ϕ : A3 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y, z) <
L
2
ϕ(2x, 2y, 2z) (3.8)

for all x, y, z ∈ A. Suppose that f : A → B is an odd mapping satisfying∥∥∥∥f (µx+ y + z

2

)
+ f

(
µ
x+ z − 3y

2

)
+ f

(
µ
x+ y − 3z

2

)
+f

(
µ
y + z − x

2

)
− µf(x)

∥∥∥∥
B
≤ ϕ(x, y, z), (3.9)

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ ϕ(x, x, x) (3.10)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism
H : A → B such that

‖f(x)−H(x)‖B ≤
L

2(1− L)
ϕ (2x, 0, 0) (3.11)

for all x ∈ A.

Proof. Consider the defined set S in the proof of Theorem 3.2 and the following generalized
metric d:

d(g, h) = inf
x∈A

{
C ∈ R+ : ‖g(x)− h(x)‖B ≤ Cϕ (2x, 0, 0)

}
.

Using the same method as in the proof of Theorem 3.2, we can get the mappings J : S → S
and H : A → B, with

J (g(x)) := 2g
(x

2

)
, H(x) := lim

n→∞
2nf

( x
2n

)
for all x ∈ A. By (3.8) and (3.9), we obtain∥∥∥2f

(x
2

)
− f(x)

∥∥∥
B
≤ ϕ (x, 0, 0) <

L
2
ϕ (2x, 0, 0)

for all x ∈ A, which means d(f,J (f)) ≤ L
2 . Hence d(f,H) ≤ L

2(1−L) . This implies that the

inequality (3.11) holds. �

Theorem 3.5. Let ϕ : A3 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y, z) < 2Lϕ
(x

2
,
y

2
,
z

2

)
for all x, y, z ∈ A. Suppose that f : A → B is an odd mapping satisfying (3.9) and (3.10). Then
there exists a unique (r, s, t)-J∗-homomorphism H : A → B such that

‖f(x)−H(x)‖B ≤
L

(1− L)
ϕ (x, 0, 0)

for all x ∈ A.

Proof. The proof is similar to the proof of Theorem 3.4. �
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4. Hyers-Ulam stability of (r, s, t)-J∗-homomorphisms: direct method

In this section, by using the direct method, we prove the Hyers-Ulam stability of (r, s, t)-J∗-
homomorphisms associated with the functional equation (0.2).

Theorem 4.1. Let ϕ : Ap → [0,∞) be a function with ϕ(0, · · · , 0) = 0 and p ≥ 4. Denote by
φ a function such that

φ(x1, · · · , xp) :=
∞∑
n=0

k−(n+1)ϕ (knx1, · · · , knxp) <∞, (4.1)

lim
n→∞

k−(r+s+t)nϕ (knx, · · · , knx) = 0 (4.2)

for all x, x1, · · · , xp ∈ A, where k = 2
p−1 . Suppose that f : A → B is an odd mapping satisfying

(3.2) and (2.4). Then there exists a unique (r, s, t)-J∗-homomorphism h : A → B such that

‖f(x)− h(x)‖B ≤
1

p− 1
φ(0, x, · · · , x) (4.3)

for all x ∈ A.

Proof. It follows from (3.2) that∥∥∥∥1

k
f(kx)− f(x)

∥∥∥∥
B
≤ 1

2
ϕ(0, x, · · · , x)

for all x ∈ A. Using the induction method, we obtain∥∥∥∥ 1

kn
f(knx)− f(x)

∥∥∥∥
B
≤ 1

p− 1

n−1∑
s=0

k−(s+1)ϕ(0, ksx, · · · , ksx) (4.4)

for all n ≥ 1 and all x ∈ A. Assume that m, l are positive integers with m > l. By (4.4), for
m− l > 0 and klx, we have∥∥∥∥ 1

km
f(kmx)− 1

kl
f(klx)

∥∥∥∥
B

=
1

kl

∥∥∥∥ 1

km−l
f(km−lklx)− f(klx)

∥∥∥∥
B

≤ 1

p− 1

m−1∑
s=l

k−(s+1)ϕ(0, ksx, · · · , ksx)

≤ 1

p− 1

∞∑
s=l

k−(s+1)ϕ(0, ksx, · · · , ksx)

for all x ∈ A. By (4.1), the right-hand side tends to zero as l → ∞. Therefore the sequence
{ 1
kn f(knx)} is Cauchy. Since A is a complete space, the sequence { 1

kn f(knx)} is convergent
and we can define for all x ∈ A, the mapping h : A → B by

h(x) := lim
n→∞

1

kn
f(knx).

Passing the limit n→∞ in (4.4) and then by (4.1), we obtain (4.3).
It follows from (4.1) and (3.2) that

‖%µh(x1, · · · , xp)‖B = lim
n→∞

1

kn
‖%µf (knx1, · · · , knxp)‖B

≤ lim
n→∞

1

kn
ϕ (knx1 · · · , knxp) = 0
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for all µ ∈ T1 and all x1, · · · , xp ∈ A. So by Lemma 3.1 we deduce that h is C-linear.
By (4.2) and substituting x by knx in (2.4), we obtain∥∥h(xrx∗sxt)− h(x)rh(x)∗sh(x)t

∥∥
B

= lim
n→∞

1

k(r+s+t)n

∥∥f ((knx)r(knx)∗s(knx)t
)
− f (knx)r f (knx)∗

s
f (knx)t

∥∥
B

≤ lim
n→∞

1

k(r+s+t)n
ϕ (knx, · · · , knx) = 0

for all x ∈ A. Hence h(xrx∗sxt) = h(x)rh(x)∗sh(x)t for all x ∈ A.
Let g : A → B be another (r, s, t)-J∗-homomorphism satisfying (4.3). Then we have

‖h(x)− g(x)‖B ≤ 1

kn
‖f(knx)− h(knx)‖B +

1

kn
‖f(knx)− g(knx)‖B

≤ 1

kn

(
2

p− 1
φ (0, knx, · · · , knx)

)
=

2

p− 1

∞∑
s=n

k−(s+1)ϕ (0, ksx, · · · , ksx)

for all x ∈ A. By (4.1), the right-hand side tends to zero as n → ∞, which means h is
unique. �

Theorem 4.2. Let ϕ : Ap → [0,∞) be a function with ϕ(0, · · · , 0) = 0 and p ≥ 4. Denote by
φ a function such that

φ(x1, · · · , xp) :=
∞∑
n=0

knϕ
(
k−(n+1)x1, · · · , k−(n+1)xp

)
<∞ (4.5)

for all x1, · · · , xp ∈ A, where k = 2
p−1 . Suppose that f : A → B be an odd mapping satisfying

(3.2) and (2.4). Then there exists a unique (r, s, t)-J∗-homomorphism h : A → B satisfying
(4.3).

Proof. It follows from (3.2) that∥∥∥kf (x
k

)
− f(x)

∥∥∥
B
≤ 1

p− 1
ϕ
(

0,
x

k
· · · , x

k

)
for all x ∈ A. By the same method which was done in the proof of Theorem 4.1, we can get the
unique and C-linear mapping h(x) := limn→∞ k

nf
(

1
knx
)

satisfying (4.3). By (2.4), (4.5) and
the fact that k < 1, we have∥∥h(xrx∗sxt)− h(x)rh(x)∗sh(x)t

∥∥
B

= lim
n→∞

k(r+s+t)n
∥∥∥∥f (( xkn)r( xkn)∗s( xkn)t

)
− f

( x
kn

)r
f
( x
kn

)∗s
f
( x
kn

)t∥∥∥∥
B

≤ lim
n→∞

k(r+s+t)nϕ
( x
kn
, · · · , x

kn

)
≤ lim

n→∞
knϕ

( x
kn
, · · · , x

kn

)
= 0

for all x ∈ A. Hence h(xrx∗sxt) = h(x)rh(x)∗sh(x)t for all x ∈ A. �

Corollary 4.3. Let θ be a nonnegative real number and q1, · · · , qp be positive real numbers such
that q1, · · · , qp > r + s+ t or q1, · · · , qp < 1. Let f : A → B be an odd mapping satisfying (2.5)
and

‖%µf(x1, · · · , xp)‖B ≤ θ(‖x1‖q1A + · · ·+ ‖xp‖
qp
A )
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for all µ ∈ T1 and all x1, · · · , xp ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism
h : A → B such that

‖f(x)− h(x)‖B ≤
p∑
j=2

θ‖x‖qjA
2 |1− kqj−1|

for all x ∈ A.

Proof. Defining ϕ(x1, · · · , xp) = θ
(
‖x1‖q1A + · · ·+ ‖xp‖

qp
A
)

and applying Theorem 4.1 for the
case q1, · · · , qp > r + s+ t, and Theorem 4.2 for the case q1, · · · , qp < 1, we get the result. �

Theorem 4.4. Let ϕ : A2 → [0,∞) be a function with ϕ(0, 0) = 0. Denote by φ a function
such that

φ(x, y) :=
∞∑
n=0

2−(n+1)ϕ (2nx, 2ny) <∞

for all x, y ∈ A. Suppose that f : A → B is an odd mapping satisfying

‖f(µx+ µy) + f(µx− 2µy) + f(µy − µx)− µf(x)‖B ≤ ϕ(x, y), (4.6)

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ ϕ(x, x) (4.7)

for all µ ∈ T1 and all x, y ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism h : A → B
such that

‖f(x)− h(x)‖B ≤ φ(0, x) (4.8)

for all x ∈ A.

Proof. From (4.6), it follows that∥∥∥∥1

2
f(2x)− f(x)

∥∥∥∥
B
≤ 1

2
ϕ(0, x)

for all x ∈ A. Using the same method as in the proof of Theorem 4.1, we conclude that the
mapping h(x) := limn→∞

1
2n f (2nx) is a unique (r, s, t)-J∗-homomorphism satisfying (4.8). �

Theorem 4.5. Let ϕ : A2 → [0,∞) be a function with ϕ(0, 0) = 0. Denote by φ a function
such that

φ(x, y) :=

∞∑
n=0

2nϕ
(

2−(n+1)x, 2−(n+1)y
)
<∞,

lim
n→∞

2(r+s+t)nϕ
(
2−nx, 2−nx

)
= 0

for all x, y ∈ A. Suppose that f : A → B is an odd mapping satisfying (4.6) and (4.7). Then
there exists a unique (r, s, t)-J∗-homomorphism h : A → B satisfying (4.8).

Proof. The proof is similar to the proof of Theorem 4.4. �

Corollary 4.6. Let θ be a nonnegative real number and q1, q2 be positive real numbers such
that q1, q2 < 1 or q1, q2 > r + s+ t. Let f : A → B be an odd mapping satisfying

‖f(µx+ µy) + f(µx− 2µy) + f(µy − µx)− µf(x)‖B ≤ θ(‖x‖q1A + ‖y‖q2A ),

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ θ(‖x‖q1A + ‖x‖q2A )

for all µ ∈ T1 and all x, y ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism h : A → B
such that

‖f(x)− h(x)‖B ≤
θ‖x‖q2A
|2− 2q2 |

for all x ∈ A.
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Proof. Defining ϕ(x, y) = θ
(
‖x‖q1A + ‖y‖q2A

)
and applying Theorem 4.4 for the case q1, q2 < 1,

and Theorem 4.5 for the case q1, q2 > r + s+ t, we get the result. �

Theorem 4.7. Let ϕ : A3 → [0,∞) be a function. Denote by φ a function such that

φ(x, y, z) :=
∞∑
n=1

2−nϕ (2nx, 2ny, 2nz) <∞

for all x, y, z ∈ A. Suppose that f : A → B is an odd mapping satisfying (3.9) and (3.10). Then
there exists a unique (r, s, t)-J∗-homomorphism h : A → B such that

‖f(x)− h(x)‖B ≤ φ(x, 0, 0) (4.9)

for all x ∈ A.

Proof. By (3.9), we get
∥∥1
2f(2x)− f(x)

∥∥
B ≤

1
2ϕ(2x, 0, 0) for all x ∈ A. The same method

as in the proof of Theorem 4.1, leads us to the unique (r, s, t)-J∗-homomorphism h(x) :=
limn→∞

1
2n f (2nx)satisfying (4.9). �

Theorem 4.8. Let ϕ : A3 → [0,∞) be a function. Denote by φ a function such that

φ(x, y, z) :=
∞∑
n=0

2nϕ
(
2−nx, 2−ny, 2−nz

)
<∞,

lim
n→∞

2(r+s+t)nϕ
(
2−nx, 2−nx, 2−nx

)
= 0

for all x, y, z ∈ A. Suppose that f : A → B is an odd mapping satisfying (3.9) and (3.10). Then
there exists a unique (r, s, t)-J∗-homomorphism h : A → B satisfying (4.9).

Proof. The proof is similar to the proof of Theorem 4.7. �

Corollary 4.9. Let θ be a nonnegative real number and q1, q2, q3 be positive real numbers such
that q1, q2, q3 < 1 or q1, q2, q3 > r + s+ t. Let f : A → B be an odd mapping satisfying∥∥∥∥f (µx+ y + z

2

)
+ f

(
µ
x+ z − 3y

2

)
+ f

(
µ
x+ y − 3z

2

)
+f

(
µ
y + z − x

2

)
− µf(x)

∥∥∥∥
B
≤ θ

(
‖x‖q1A + ‖y‖q2A + ‖z‖q3A

)
,

‖f(xrx∗sxt)− f(x)rf(x)∗sf(x)t‖B ≤ θ
(
‖x‖q1A + ‖x‖q2A + ‖x‖q3A

)
for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique (r, s, t)-J∗-homomorphism
h : A → B such that

‖f(x)− h(x)‖B ≤
2q1

|2− 2q1 |
θ‖x‖q1A

for all x ∈ A.

Proof. Defining ϕ(x, y, z) = θ
(
‖x‖q1A + ‖y‖q2A + ‖z‖q3A

)
and applying Theorem 4.7 for the case

q1, q2, q3 < 1, and Theorem 4.8 for the case q1, q2, q3 > r + s+ t, we get the result. �

Remark 4.10. The obtained results in this paper, could be more remarkable and interesting. In
other words, as a consequence including simpler and better results, one can set q1 = · · · = qp = q,
as well as r = s = t = 1 (or a fixed n ∈ N) in all the statements. Furthermore, all the obtained
results do also hold for (r, s, t)-J∗-derivations similarly. The reader can directly verify this point
just with a little difference in details.
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1,2,3 University of Oradea, Department of Mathematics
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Abstract

In [1] and [6] Marx and Strohhäcker have proved that if f ∈ A is a convex function, then it has the
property of starlikeness of order 1

2
. In [5, Theorem 9.5.6], P. T. Mocanu extended this result to the class A2

for a convex function of order − 1
2
. In this paper we extend the results proven by Marx and Strohhäcker and

by P. T. Mocanu and we’ll prove that, if the function f ∈ An, n ≥ 3, is a close-to-convex function, then it
is starlike of order 1

2
.

Keywords: Analytic function, univalent function, integral operator, close-to-convex function.
2000 Mathematical Subject Classification: 30C45, 30A20, 34A40.

1 Introduction and preliminaries
Let U be the unit disc of the complex plane U = {z ∈ C : |z| < 1}. Let H(U) be the class of holomorphic

functions in U . Also, let An = {f ∈ H(U) : f(z) = z + an+1zn+1 + . . . , z ∈ U}, with A1 = A.
Let S = {f ∈ A : f univalent in U} be the class of holomorphic and univalent functions in the open unit

disc U , with conditions f(0) = 0, f 0(0) = 1, that is the holomorphic and univalent functions with the following
power series development f(z) = z + a2z2 + . . . , z ∈ U.
Denote by K =

n
f ∈ A : Re zf

00(z)
f 0(z) + 1 > 0, z ∈ U

o
the class of normalized convex functions in U and by

C =
n
f ∈ A : ∃ ϕ ∈ K, Re f

0(z)
ϕ0(z) > 0, z ∈ U

o
the class of normalized close-to-convex functions in U .

An equivalent formulation would involve the existence of a starlike function h (not necessarily normalized)

such that Re zf
0(z)

h(z) > 0, z ∈ U. We consider K
³
− 1
2γ

´
=
n
f ∈ An : Re zf

00(z)
f 0(z) + 1 > −

1
2γ , z ∈ U, γ ≥ 1

o
.

Let S∗ =
n
f ∈ A : Re zf

0(z)
f(z) > 0, z ∈ U

o
denote the class of starlike functions in U , and

S∗(α) =
n
f ∈ A : Re zf

0(z)
f(z) > α, z ∈ U

o
, denote the class of starlike functions of order α, with 0 ≤ α < 1.

In order to prove our original results, we use the following lemmas:

Lemma 1.1 [2], [3], [4, Theorem 2.3.i, p. 35] Let ψ : C3×U → C, satisfy the condition Reψ(is, t) ≤ 0, z ∈ U,
for s, t ∈ R, t ≤ −n2 (1 + s2). If p(z) = 1 + pnz

n + pn+1z
n+1 + . . . satisfies Re [p(z), zp0(z); z] > 0, then

Re p(z) > 0, z ∈ U.

More general forms of this lemma can be found in [6].

Lemma 1.2 [5, Theorem 4.6.3, p. 84] The function f ∈ A, with f 0(z) 6= 0, z ∈ U , is close-to-convex if and
only if

R θ2
θ1
Re

h
1 + zf 00(z)

f 0(z)

i
dθ > −π, z = reiθ, for all θ1, θ2, with 0 ≤ θ1 < θ2 ≤ 2π and r ∈ (0, 1).

Definition 1.1 [4, Definition 2.2.b, p. 21] We denote by Q the set of functions q that are analytic and injective

on U \E(q), where E(q) =
½
ζ ∈ ∂U : lim

z→ζ
q(z) =∞

¾
and are such that q0(ζ) 6= 0, for ζ ∈ ∂U \E(q). The set

E(q) is called exception set. The subclass of Q for which f(0) = a is denoted by Q(a).

1
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Definition 1.2 [4, Definition 2.3.a, p. 27] Let Ω be a set in C, q ∈ Q and n be a positive integer. The class of
admissible functions Ψn[Ω, q] consists of those functions ψ : C× U → C that satisfy the admissibility condition

(A) ψ(r, s, t) 6∈ Ω

where r = q(ζ), s = mζq0(ζ), R
¡
t
s + 1

¢
≥ mRe

h
ζq00(ζ)
q0(ζ) + 1

i
, z ∈ U , ζ ∈ ∂U \ E(q), m ≥ n. We write Ψ1[Ω, q]

as Ψ[Ω, q].

In the special case when Ω is a simply connected domain, Ω 6= C, and h is a conformal mapping of U onto
Ω, we denote this class by Ψn[h, q].
If ψ : C2 × U → C, then the admissibility condition (A) reduces to

(A0) ψ(q(ζ),mζq0(ζ); z) 6∈ Ω,

where z ∈ U , ζ ∈ ∂U \E(q) and m ≥ n.
If ψ : C× U → C, then the admissibility condition (A) reduces to

(A00) ψ(q(ζ); z) 6∈ Ω

where z ∈ U and ζ ∈ ∂U \E(q).

Definition 1.3 [4, p. 36] Let f and F be members of H(U). The function f is said to be subordinate to F ,
written f ≺ F or f(z) ≺ F (z), if there exists a function w analytic in U , with w(0) = 0 and |w(z)| < 1, and
f(0) = F (0) and f(U) ⊂ F (U).

Definition 1.4 [4, p. 16] Let ψ : C3 × U → C and let h be univalent in U . If p is analytic in U and satisfies
the (second-order) differential subordination
(i) ψ(p(z), zp0(z), z2p00(z); z) ≺ h(z),

then p is called a solution of the differential subordination. The univalent function q is called a dominant of
the solutions of the differential subordination, or more simply a dominant, if p ≺ q for all p satisfying
(i).
A dominant eq that satisfies eq ≺ q for all dominant q of (i) is said to be the best dominant of (i). (Note

that the best dominant is unique up to a rotation of U).
If we require the more restrictive condition p ∈ [a, n], then p will be called an (q, n)-solution, q an (a, n)-

dominant, and eq the best (a, n)-dominant,
Lemma 1.3 [4, Theorem 2.3.c, p. 30] Let ψ ∈ Ψn[h, q] with q(0) = a. If p ∈ H[a, n], ψ(p(z), zp0(z), z2p00(z); z)
is analytic in U , and
(ii) ψ(p(z), zp0(z), z2p00(z); z) ≺ h(z),

then p(z) ≺ q(z), z ∈ U.

Theorem 1.1 [1, 6, Marx-Strohhacker] If f ∈ A and satisfy the condition Re
³
zf 00(z)
f 0(z) + 1

´
> 0, then

(a) Re zf
0(z)

f(z) >
1
2

£
i.e., f ∈ S∗

¡
1
2

¢¤
and

(b) Re f(z)z > 1
2 , for z ∈ U .

In [5] has shown that the odd and convex functions of order −12 are starlike functions of order
1
2 .

Theorem 1.2 [5, Marx-Strohhscker, Theorem 9.5.6, p. 218] If f ∈ A2 and satisfy the condition Re
³
zf 00(z)
f 0(z) + 1

´
> −12 , then Re

zf 0(z)
f(z) >

1
2

£
i.e., f ∈ S∗

¡
1
2

¢¤
, for z ∈ U .

2 Main results
We’ll extend the theorem Marx-Strohhäcker for the functions f ∈ An, n ≥ 3, which are close-to-convex

functions.

2
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Theorem 2.1 Let n ≥ 3, γ ≥ 1, f ∈ An, satisfy the condition

Re
zf 00(z)

f 0(z)
+ 1 > − 1

2γ
, (2.1)

then Re zf
0(z)

f(z) >
1
2 .

Proof. According to Lemma 1.2 we obtainZ θ2

θ1

Re

∙
1 +

zf 00(z)

f 0(z)

¸
dθ ≥

Z θ2

θ1

− 1
2γ
dθ = − 1

2γ

Z θ2

θ1

dθ = − 1
2γ
(θ2 − θ1) > −

2π

2γ
= −π

γ
> −π, λ ≥ 1. (2.2)

From (2.2) we have f ∈ C, hence it is univalent.
Let p(z) = 2 · zf

0(z)
f(z) −1. Since f ∈An and f is close-to-convex function (univalent), the function p is analytic

in U and p(0) = 1.
A simple computation leads to

p(z) + 1

2
=
zf 0(z)

f(z)
. (2.3)

By differentiating (2.3), we obtain
zp0(z)

p(z) + 1
= 1 +

zf 00(z)

f 0(z)
− zf

0(z)

f(z)
. (2.4)

Using (2.3) in (2.4), we have
p(z) + 1

2
+
zp0(z)

p(z)
= 1 +

zf 00(z)

f 0(z)
. (2.5)

Using (2.1) in (2.5), we obtain Re
h
p(z)+1
2 + zp0(z)

p(z)+1

i
> − 1

2γ , which is equivalent to

Re

∙
p(z) + 1

2
+

zp0(z)

p(z) + 1
+
1

2γ

¸
> 0. (2.6)

Let ψ : C2 × U → C, ψ(p(z), zp0(z); z) = p(z)+1
2 + zp0(z)

p(z)+1 +
1
2γ , where ψ(r, s) =

r+1
2 + s

r+1 +
1
2γ . Then (2.6) is

equivalent to Reψ(p(z), zp0(z); z) > 0, z ∈ U.
In order to prove Theorem 2.1, we use Lemma 1.1. For that we calculate Reψ(is, t) = Re

³
is+1
2 + t

1+is +
1
2γ

´
= Re

³
is+1
2 + t(1−is)

1+s2 + 1
2γ

´
= 1

2 +
t

1+s2 +
1
2γ ≤

1
2 −

n(1+s2)
2(1+s2) +

1
2γ =

1−n
2 + 1

2γ =
(1−n)γ+1

2γ ≤ 0. Since n ≥ 3,

γ ≥ 1. Now, using Lemma 1.1, we get that Re p(z) > 0, z ∈ U , i.e., Re zf
0(z)

f(z) >
1
2 , z ∈ U.

Remark 2.1 Each of the four conditions in the Marx-Strohhäcker theorem can be rewritten in terms of subor-
dination. This leads to the following equivalent form of the theorem.

Theorem 2.2 Let n ≥ 3, γ ≥ 1, f ∈ An, satisfies the condition zf 00(z)
f 0(z) + 1 ≺

1−( 1γ+1)z
1+z , then zf 0(z)

f(z) ≺
1
1+z .

Theorem 2.3 Let n ≥ 3, γ ≥ 1, f ∈ An satisfies the conditions

Re

µ
zf 00(z)

f 0(z)
+ 1

¶
> − 1

2γ
(2.7)

and

Re
zf 0(z)

f(z)
>
1

2
(2.8)

then Re f(z)z > 1
2 , for z ∈ U.

Proof. In order to prove Theorem 2.1, we saw that, if f ∈An, n ≥ 3 and satisfies the condition (2.1) or
(2.7), then the function f is close-to-convex (univalent).

3
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Let p(z) = 2f(z)
z − 1. Since f ∈ An, n ≥ 3 and f is close-to-convex function (univalent) then the function p

is analytic in U and p(0) = 1. A simple computation leads to

p(z) + 1

2
=
f(z)

z
. (2.9)

By differentiating (2.9), we obtain
zp0(z)

p(z) + 1
=
zf 0(z)

f(z)
− 1. (2.10)

Using (2.8) in (2.10), we have

Re

µ
zp0(z)

p(z) + 1
+
1

2

¶
> 0, z ∈ U. (2.11)

Let ψ : C2 × U → C, ψ(p(z), zp0(z); z) = zp0(z)
1+p(z) +

1
2 , where ψ(r, s) =

1
2 +

s
1+r . Then (2.11) is equivalent to

Reψ(p(z), zp0(z); z) > 0, z ∈ U.
In order to prove Theorem 2.1, we use Lemma 1.1. For that we calculate Reψ(is, t) = Re

h
1
2 +

t
1+is

i
=

Re
h
1
2 +

t(1−is)
1+s2

i
= 1

2 +
t

1+s2 ≤
1
2 −

n(1+s2)
2(1+s2) =

1−n
2 < 0, since n ≥ 3. Therefore, by applying Lemma 1.1 we

conclude that p satisfies Re p(z) > 0. This is equivalent to Re f(z)z > 1
2 , z ∈ U.

For 0 < γ < 1, n ≥ 3, Theorem 2.2 can be written as the following corollary.

Corollary 2.4 Let n ≥ 3, 0 < γ < 1, f ∈ An satisfy the conditions Re
h
zf 00(z)
f 0(z) + 1

i
> −γ

2 and Re
zf 0(z)
f(z) > 1

2 ,

then Re f(z)z > 1
2 , z ∈ U.

Theorem 2.5 Let n ≥ 3, γ ≥ 1, f ∈ An satisfy differential subordination

zf 00(z)

f 0(z)
+ 1 ≺

1−
³
1
γ + 1

´
z

1 + z
, (2.12)

and
zf 0(z)

f(z)
≺ 1

1 + z
(2.13)

then f(z)
z ≺

1
1+z , z ∈ U.

Proof. Consider

p(z) =
2f(z)

z
− 1. (2.14)

Since f ∈ An, and f is close-to-convex function (univalent) then the function p is analytic in U , and p(0) = 1.
By differentiating (2.14), we obtain

zp0(z)

p(z) + 1
+ 1 =

zf 0(z)

z
. (2.15)

Using (2.13) in (2.15), we have
zp0(z)

p(z) + 1
+ 1 ≺ 1

1 + z
. (2.16)

Since Re 1
1+z ≥

1
2 , differential subordination (2.16) is equivalent to

Re

µ
zp0(z)

p(z) + 1
+
1

2

¶
> 0, z ∈ U. (2.17)

Let ψ : C2 × U → C, ψ(p(z), zp0(z); z) = zp0(z)
p(z)+1 +

1
2 , then (2.17) becomes Reψ(p(z), zp

0(z); z) > 0, z ∈ U.
In order to prove Theorem 2.5, we use Lemma 1.3. For that we calculate Reψ(is, t) = Re

³
t

1+is +
1
2

´
=

Re
h
t(1−is)
1+s2 + 1

2

i
= t

1+s2 +
1
2 ≤

−n(1+s2)
2(1+s2) +

1
2 =

1−n
2 < 0. Using Definition 1.2, we have ψ ∈ Ψn[h, q]. Therefore

by Lemma 1.3, we conclude that p(z) ≺ q(z), i.e., f(z)z ≺
1
1+z , for z ∈ U.

4

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

138 Georgia Irina Oros et al 135-139



Theorem 2.6 If f ∈ An, n ≥ 3, γ ≥ 1 and satisfy the condition Re
³
zf 00(z)
f 0(z) + 1

´
> − 1

2γ , then Re
p
f 0(z) > 1

2 ,

for z ∈ U.

Proof. Consider p(z) = 2
p
f 0(z) − 1, z ∈ U. Since f ∈ An, n ≥ 3, and f is close-to-convex function

(univalent) then the function p is analytic in U and p(0) = 1. A simple computation leads to

p(z) + 1

2
=
p
f 0(z). (2.18)

By differentiating (2.18), we have 2zp0(z)
1+p(z) + 1 =

zf 00(z)
f 0(z) + 1. Using (2.1), we have

Re

∙
2zp0(z)

1 + p(z)
+ 1 +

1

2γ

¸
> 0. (2.19)

If we let ψ : C2 × U → C, ψ(p(z), zp0(z)) = 2zp0(z)
1+p(z) +

1+2γ
2γ , then (2.19) becomes Reψ(p(z), zp0(z)) > 0.

In order to prove Theorem 2.6, we use Lemma 1.1. For that, we calculate Reψ(is, t) = Re
³

2t
1+is +

1+2γ
2γ

´
= Re

³
2t(1−is)
1+s2 + 1+2γ

2γ

´
= 2t

1+s2 +
1+2γ
2γ ≤ −n(1+s

2)
1+s2 + 1+2γ

2γ = −2γn+1+2γ
2γ = 2γ(1−n)+1

2γ ≤ 0, since n ≥ 3, γ ≥ 1.
Using Lemma 1.1, we have Re p(z) > 0, i.e., Re

p
f 0(z) > 1

2 .
For 0 < γ < 1, n ≥ 3, Theorem 2.6 can be written as the following corollary.

Corollary 2.7 If f ∈ An, n ≥ 3, 0 < γ < 1, satisfy the condition Re
³
zf 00(z)
f 0(z) + 1

´
> −γ

2 , then Re
p
f 0(z) > 1

2 ,

for z ∈ U .

In differential subordination language Theorem 2.6 can be written as

Theorem 2.8 If f ∈ An, n ≥ 3, γ ≥ 1, and satisfy the differential subordination

zf 00(z)

f 0(z)
+ 1 ≺

1−
³
1
γ + 1

´
z

1 + z
, (2.20)

then
p
f 0(z) ≺ 1

1+z , for z ∈ U .
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A finite difference method for Burgers’ equation in the

unbounded domain using artificial boundary conditions ∗

Quan Zheng†, Yufeng Liu, Lei Fan

College of Sciences, North China University of Technology, Beijing 100144, China

Abstract: This paper discusses the numerical solution of one-dimensional Burgers’ equation

in the infinite domain. The original problem is converted by Hopf-Cole transformation to the

heat equation in the infinite domain, the latter is reduced to an equivalent problem in a finite

computational domain with two artificial integral boundary conditions, a finite difference method

is constructed for last problem by the method of reduction of order, and therefore the numerical

solution of Burgers’ equation is obtained. The method is proved and verified to be uniquely

solvable, unconditionally stable and convergent with the order 2 in space and the order 3/2 in

time for solving the heat equation as well as Burgers’ equation in the computational domain.

Keywords: Burgers’ equation; infinite domain; Hopf-Cole transformation; Artificial bound-

ary condition; Finite difference method

1 Introduction

When an analytic solution is not available, or the analytic one is not suitable to be used, a

numerical method is necessary for solving partial differential equations. Therefore, several kinds

of exterior problems in the areas of heat transfer, fluid dynamics and other applications were

solved numerically by using artificial boundary conditions [1-5].

The artificial boundary methods were established on bounded computational domains for

various problems of heat equation on unbounded domains and the feasibility and effectiveness

of the methods were shown by the numerical examples [6, 7]. Moreover, for the heat equation in

∗The research is supported by National Natural Science Foundation of China (11471019).
†E-mail: zhengq@ncut.edu.cn (Q. Zheng).
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a semi-unbounded domain [−1,∞)× [0,∞), by using an artificial integral boundary condition

ux(0, t) = − 1√
π

∫ t

0

uλ(0, λ)√
t− λ

dλ,

Sun and Wu [8] firstly proved that the finite difference scheme is uniquely solvable, uncondition-

ally stable and convergent with the order 2 in space and the order 3/2 in time under an energy

norm. Wu and Zhang [9] also obtained the high-order artificial boundary conditions for the

heat equation in unbounded domains, but only proved that the reduced initial-boundary-value

problems were stable.

Furthermore, Han, Wu and Xu [10] started to consider the nonlinear Burgers’ equation in

the unbounded domain as follows:

wt + wwx − νwxx = F (x, t), ∀(x, t) ∈ R× (0, T ], (1.1)

w(x, 0) = f(x), ∀x ∈ R, (1.2)

w(x, t) → 0, when |x| → +∞, ∀t ∈ [0, T ], (1.3)

where ν = 1
Re , Re is the Reynolds number, and the given functions F and f are sufficiently

smooth with compact supports supp{F (x, t)} ⊂ [xl, xr]× [0, T ] and supp{f(x)} ⊂ [xl, xr]. They

obtained nonlinear artificial boundary conditions, constructed a nonlinear difference method

with no theoretical convergence analysis, and supported it by numerical examples. Recently,

Sun and Wu [11] introduced a function transformation to reduce nonlinear Burgers’ equation to a

linear initial boundary value problem, deduced a linear finite difference scheme, and also proved

that the finite difference scheme is uniquely solvable, unconditionally stable and convergent with

the order 2 in space and 3/2 in time.

In this paper, we consider the problem (1.1)-(1.3) with F ≡ 0 and convert it into an initial

value problem of heat equation by using Hopf-Cole transformation in the following. Let

ω(x, t) = −
∫ ∞

x
w(y, t)dy, ∀(x, t) ∈ R× (0, T ],

we obtain

ωt +
1

2
ω2
x − νωxx = 0,

ω(x, 0) = −
∫ ∞

x
f(y)dy, ∀x ∈ R,

ω(x, t) → 0, when |x| → +∞, ∀t ∈ [0, T ].

2
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Let u = exp(−ω/2ν)− 1, then we have the initial value problem of heat equation:

ut − νuxx = 0, ∀(x, t) ∈ R× (0, T ], (1.4)

u(x, 0) = ϕ(x) := exp(
1

2ν

∫ ∞

x
f(y)dy)− 1, (1.5)

u(x, t) → 0, when |x| → +∞, ∀t ∈ [0, T ], (1.6)

where the sufficiently smooth given function ϕ(x) has compact support supp{ϕ(x)} ⊂ [xl, xr].

By using artificial linear integral boundary conditions similar to that in [8], we reduce the

problem (1.4)-(1.6) to a problem in the bounded computational domain:

ut − νuxx = 0, ∀(x, t) ∈ [xl, xr]× [0, T ], (1.7)

u(x, 0) = ϕ(x), ∀x ∈ [xl, xr], (1.8)

ux(xl, t) =
1√
πν

∫ t

0

uλ(xl, λ)√
t− λ

dλ, ∀t ∈ [0, T ], (1.9)

ux(xr, t) = − 1√
πν

∫ t

0

uλ(xr, λ)√
t− λ

dλ, ∀t ∈ [0, T ]. (1.10)

In section 2, we construct a finite difference scheme for solving the problem (1.7)-(1.10).

Then a new solution of Burgers’ equation is obtained and the difficulty for solving the nonlinear

problem is avoided. In section 3, we prove that the finite difference scheme is uniquely solvable,

unconditionally stable and convergent with the order 2 in space and 3/2 in time. In section 4,

a numerical example confirms the stability and convergence of the finite difference method.

2 The construction of the difference scheme

In order to construct the finite difference method, the bounded computational domain is

divided into an M × N uniform mesh. Let h = (xr − xl)/M , xi = xl + ih for 0 ≤ i ≤ M ,

τ = T/N , tn = nτ for 0 ≤ n ≤ N , r = ντ
h2
, and uni be the numerical solution of u(x, t) at (xi, tn).

Introduce the notations:

un
i− 1

2

=
1

2
(uni + uni−1), δxu

n
i− 1

2

=
1

h
(uni − uni−1), u

n− 1
2

i =
1

2
(uni + un−1

i ),

δtu
n− 1

2
i =

1

τ
(uni − un−1

i ), δ2xu
n
i =

1

h2
(uni+1 − 2uni + uni−1),

∥un∥A =

√√√√h

M∑
i=1

(un
i− 1

2

)2, ∥δxun∥ =

√√√√h

M∑
i=1

(δxuni− 1
2

)2.

3
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Lemma 2.1 Suppose f(t) ∈ C2[0, tn], then

|
∫ tn

0
f ′(t)

dt√
tn − t

−
n∑
k=1

f(tk)− f(tk−1)

τ

∫ tk

tk−1

dt√
tn − t

| ≤ 1

12
(20

√
2− 23) max

0≤t≤tn
|f ′′(t)|τ

3
2 .

Proof Lemma 2.1 is proved by using
√
tn − t − ( tk−tτ

√
tn − tk−1 +

t−tk−1

τ

√
tn − tk) =

1
8(tn −

ξk)
− 3

2 (t− tk−1)(tk − t) to correct (2.2) and thereupon (2.1) in [8], as corrected in [12]. �

By introducing a new variable v = ∂u
∂x to reduce the order of heat equation, the problem

(1.7)-(1.10) is equivalent to the problem of first-order differential equations:

∂u

∂x
= ν

∂v

∂x
, ∀(x, t) ∈ [xl, xr]× [0, T ], (2.1)

v − ∂u

∂x
= 0, ∀(x, t) ∈ [xl, xr]× [0, T ], (2.2)

u(x, 0) = ϕ(x), xl ≤ x ≤ xr, (2.3)

v(xl, t) =
1√
πν

∫ t

0

∂u(xl, λ)

∂λ

1√
t− λ

dλ, (2.4)

v(xr, t) = − 1√
πν

∫ t

0

∂u(xr, λ)

∂λ

1√
t− λ

dλ. (2.5)

Define the grid functions:

Uni = u(xi, tn), V n
i = v(xi, tn), 0 ≤ i ≤M, n ≥ 0.

Using Lemma 2.1, it follows from (2.5) that

V n
M = − 1√

πν

n∑
k=1

∫ tk

tk−1

∂u(xr, λ)

∂λ

dλ√
tn − λ

= − 1√
πν

n∑
k=1

UkM − Uk−1
M

τ

∫ tk

tk−1

dλ√
tn − λ

+O(τ
3
2 )

= − 2√
πν

n∑
k=1

(UkM − Uk−1
M )an−k +O(τ

3
2 )

= − 2√
πν

[a0U
n
M −

n−1∑
k=1

(an−k−1 − an−k)U
k
M − an−1U

0
M ] +O(τ

3
2 ), n = 1, 2, · · · .

Therefore, we have

V
n− 1

2
M =

1

2
(V n−1
M + V n

M ) = − 2√
πν

[a0U
n− 1

2
M −

n−1∑
k=1

(an−k−1 − an−k)U
k− 1

2
M − an−1U

0
M ] +O(τ

3
2 ),

and similarly,

V
n− 1

2
0 =

1

2
(V n−1

0 + V n
0 ) =

2√
πν

[a0U
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)U
k− 1

2
0 − an−1U

0
0 ] +O(τ

3
2 ).
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Using Taylor expansion, we have

δtU
n− 1

2

i− 1
2

− νδxV
n− 1

2

i− 1
2

= p
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (2.6)

V
n− 1

2

i− 1
2

− δxU
n− 1

2

i− 1
2

= q
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (2.7)

U0
i = ϕ(xi), 0 ≤ i ≤M, (2.8)

V
n− 1

2
0 =

2√
πν

[a0U
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)U
k− 1

2
0 − an−1U

0
0 ] + sn−

1
2 , n ≥ 1, (2.9)

V
n− 1

2
M = − 2√

πν
[a0U

n− 1
2

M −
n−1∑
k=1

(an−k−1 − an−k)U
k− 1

2
M − an−1U

0
M ] + tn−

1
2 , n ≥ 1, (2.10)

where

|pn−
1
2

i− 1
2

| ≤ c(τ2 + h2), |qn−
1
2

i− 1
2

| ≤ c(τ2 + h2), 1 ≤ i ≤M, n ≥ 1, (2.11)

|tn−
1
2 | ≤ cτ

3
2 , |sn−

1
2 | ≤ cτ

3
2 , n ≥ 1, (2.12)

and c is a constant.

Thus, we construct a difference scheme for (2.1)-(2.5) in the following:

δtu
n− 1

2

i− 1
2

− νδxv
n− 1

2

i− 1
2

= 0, 1 ≤ i ≤M, n ≥ 1, (2.13)

v
n− 1

2

i− 1
2

− δxu
n− 1

2

i− 1
2

= 0, 1 ≤ i ≤M, n ≥ 1, (2.14)

u0i = ϕ(xi), 0 ≤ i ≤M, (2.15)

v
n− 1

2
0 =

2√
πν

[a0u
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
0 − an−1u

0
0], n ≥ 1, (2.16)

v
n− 1

2
M = − 2√

πν
[a0u

n− 1
2

M −
n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
M − an−1u

0
M ]. n ≥ 1, (2.17)

Theorem 2.2 The difference scheme (2.13)-(2.17) is equivalent to the following (2.18)-(2.22):

u0i = ϕ(xi), 0 ≤ i ≤M, (2.18)

1

2
(δtu

n− 1
2

i− 1
2

+ δtu
n− 1

2

i+ 1
2

)− νδ2xu
n− 1

2
i = 0, 1 ≤ i ≤M − 1, n ≥ 1, (2.19)

δtu
n− 1

2
1
2

+
2ν

h
[

2√
πν

(a0u
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
0 − an−1u

0
0)− δxu

n− 1
2

1
2

], n ≥ 1, (2.20)

δtu
n− 1

2

M− 1
2

+
2ν

h
[

2√
πν

(a0u
n− 1

2
M −

n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
0 − an−1u

0
M ) + δxu

n− 1
2

M− 1
2

], n ≥ 1, (2.21)

5
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where

am =
1

√
tm+1 +

√
tm

=
1

√
τ(
√
m+ 1 +

√
m)

, m = 0, 1, 2, · · · . (2.22)

Proof Multiplying (2.13) by 1
2h and using (2.14) we obtain

v
n− 1

2
i = δxu

n− 1
2

i− 1
2

+
h

2ν
δtu

n− 1
2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (2.23)

v
n− 1

2
i = δxu

n− 1
2

i+ 1
2

− h

2ν
δtu

n− 1
2

i+ 1
2

, 0 ≤ i ≤M − 1, n ≥ 1, (2.24)

From (2.23) and (2.24) for i from 1 to M − 1 we obtain

δxu
n− 1

2

i− 1
2

+
h

2ν
δtu

n− 1
2

i− 1
2

= δxu
n− 1

2

i+ 1
2

− h

2ν
δtu

n− 1
2

i+ 1
2

, 1 ≤ i ≤M − 1, n ≥ 1,

or
1

2
(δtu

n− 1
2

i− 1
2

+ δtu
n− 1

2

i+ 1
2

)− νδ2xu
n− 1

2
i = 0, 1 ≤ i ≤M − 1, n ≥ 1,

which is (2.19).

When i = 0, from (2.16) and (2.24), we know that

2
√
ν√
π
[a0u

n− 1
2

0 −
n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
0 − an−1u

0
0] = νδxu

n− 1
2

1
2

− h

2
δtu

n− 1
2

1
2

.

Dividing by h/2 on the both sides we obtain (2.20).

Similarly, when i =M , from (2.17) and (2.23), we know that

−2
√
ν√
π
[a0u

n− 1
2

M −
n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
M − an−1u

0
M ] = νδxu

n− 1
2

M− 1
2

+
h

2
δtu

n− 1
2

M− 1
2

,

Dividing by h/2 on the both sides we obtain (2.21). �

The difference scheme (2.18)-(2.21) can be sorted as the following:

(
1

2
−r)uni+1+(1+2r)uni +(

1

2
−r)uni−1 = (

1

2
+r)un−1

i+1 +(1−2r)un−1
i +(

1

2
+r)un−1

i−1 , 1 ≤ i ≤M − 1,

(2.25)

(1 + 2r +
4
√
r√
π
)un0 + (1− 2r)un1 = (1− 2r − 4

√
r√
π
)un−1

0 + (1 + 2r)un−1
1

+
4
√
rτ√
π

n−1∑
k=1

(an−k−1 − an−k)(u
k
0 + uk−1

0 ) +
8
√
rτ√
π
an−1u

0
0, (2.26)

(1 + 2r +
4
√
r√
π
)unM + (1− 2r)unM−1 = (1− 2r − 4

√
r√
π
)un−1
M + (1 + 2r)un−1

M−1

+
4
√
rτ√
π

n−1∑
k=1

(an−k−1 − an−k)(u
k
M + uk−1

M ) +
8
√
rτ√
π
an−1u

0
M . (2.27)

6
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3 The error estimate of the difference scheme

Lemma 3.1 For any F = {F1, F2, F3, · · · }, we have

n∑
l=1

[a0Fl −
l−1∑
k=1

(al−k−1 − al−k)Fk]Fl ≥
1

2
√
tn

n∑
l=1

F 2
l , n = 1, 2, · · · ,

where am is defined in (2.22).

Proof Let bm = am−1 − am = 1√
τ
( 1√

m+
√
m−1

− 1√
m+1+

√
m
), m ≥ 1, then bm > 0, and

n∑
l=1

[a0Fl −
l−1∑
k=1

(al−k−1 − al−k)Fk]Fl

=

n∑
l=1

a0F
2
l −

n∑
l=1

l−1∑
m=1

(am−1 − am)Fl−mFl

≥
n∑
l=1

a0F
2
l − 1

2

n∑
l=1

l−1∑
m=1

bm(F
2
l−m + F 2

l )

=
n∑
l=1

a0F
2
l − 1

2

n∑
l=1

l−1∑
m=1

bl−mF
2
m − 1

2

n∑
l=1

l−1∑
m=1

bmF
2
l

=
n∑
l=1

a0F
2
l − 1

2

n∑
m=1

n∑
l=m+1

bl−mF
2
m − 1

2

n∑
l=1

l−1∑
m=1

bmF
2
l

≥
n∑
l=1

a0F
2
l − (

n−1∑
m=1

bm)

n∑
l=1

F 2
l

= [
1√
τ
− 1√

τ
(1− 1

√
n+

√
n− 1

)]

n∑
l=1

F 2
l

≥ 1

2
√
tn

n∑
l=1

F 2
l . �

Lemma 3.2 Suppose {uni } be the solution of

δtu
n− 1

2

i− 1
2

− νδxv
n− 1

2

i− 1
2

= P
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (3.1)

v
n− 1

2

i− 1
2

− δxu
n− 1

2

i− 1
2

= Q
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (3.2)

u0i = ϕ(xi), 0 ≤ i ≤M, (3.3)

v
n− 1

2
0 =

2√
πν

[a0u
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
0 − an−1u

0
0] + Sn−

1
2 , n ≥ 1, (3.4)

v
n− 1

2
M = − 2√

πν
[a0u

n− 1
2

M −
n−1∑
k=1

(an−k−1 − an−k)u
k− 1

2
M − an−1u

0
M ] + Tn−

1
2 . n ≥ 1, (3.5)
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where Supp{ϕ(x)} ⊂ [x0, xM ], then

∥un∥2A ≤ exp( 2T
4−τ ) ·

1
1− τ

4
{∥u0∥2A +

√
πνtn
2 τ

∑n
l=1[(T

l− 1
2 )2 + (Sl−

1
2 )2]

+2τ
∑n

l=1(∥P
l− 1

2 ∥2A + ∥Ql−
1
2 ∥2A)}, n = 1, 2, · · · .

(3.6)

Proof Multiplying (3.1) by 2u
n− 1

2

i− 1
2

and multiplying (3.2) by 2v
n− 1

2

i− 1
2

, then adding the results,

we have

1
τ [(u

n
i− 1

2

)2 − (un−1
i− 1

2

)2] + 2(v
n− 1

2

i− 1
2

)2 = 2
h(u

n− 1
2

i v
n− 1

2
i − u

n− 1
2

i−1 v
n− 1

2
i−1 ) + 2u

n− 1
2

i− 1
2

P
n− 1

2

i− 1
2

+ 2v
n− 1

2

i− 1
2

Q
n− 1

2

i− 1
2

≤ 2
h(u

n− 1
2

i v
n− 1

2
i − u

n− 1
2

i−1 v
n− 1

2
i−1 ) + 1

2(u
n− 1

2

i− 1
2

)2 + 2(P
n− 1

2

i− 1
2

)2 + 1
2(v

n− 1
2

i− 1
2

)2 + 2(Q
n− 1

2

i− 1
2

)2,

1 ≤ i ≤M,n ≥ 1. (3.7)

Multiplying the above inequality by τh and summing up for i from 1 to M , we obtain

(∥un∥2A − ∥un−1∥2A) + 2τ∥vn−
1
2 ∥2A ≤ 2τ(u

n− 1
2

M v
n− 1

2
M − u

n− 1
2

0 v
n− 1

2
0 ) +

τ

2
∥un−

1
2 ∥2A +

τ

2
∥vn−

1
2 ∥2A

+2τ∥Pn−
1
2 ∥2A + 2τ∥Qn−

1
2 ∥2A, n ≥ 1. (3.8)

Noticing τ
2∥u

n− 1
2 ∥2A ≤ τ

4 (∥u
n∥2A + ∥un−1∥2A), thus

∥ul∥2A − ∥ul−1∥2A ≤ 2τ(u
l− 1

2
M v

l− 1
2

M − u
l− 1

2
0 v

l− 1
2

0 ) +
τ

4
(∥ul∥2A + ∥ul−1∥2A)

+2τ∥P l−
1
2 ∥2A + 2τ∥Ql−

1
2 ∥2A, l = 1, 2, . . . , n.

Summing up for l from 1 to n, we have

∥un∥2A ≤ ∥u0∥2A + 2τ
n∑
l=1

(u
l− 1

2
M v

l− 1
2

M − u
l− 1

2
0 v

l− 1
2

0 )

+
τ

4
∥un∥2A +

τ

2

n−1∑
l=0

∥ul∥2A + 2τ

n∑
l=1

(∥P l−
1
2 ∥2A + ∥Ql−

1
2 ∥2A).

Substituting (3.4) and (3.5) into the above inequality, and using Lemma 3.1, we have

∥un∥2A ≤ 1

1− τ
4

[∥u0∥2A + 2τ

n∑
l=1

(u
l− 1

2
M v

l− 1
2

M − u
l− 1

2
0 v

l− 1
2

0 ) + 2τ

n∑
l=1

(∥P l−
1
2 ∥2A + ∥Ql−

1
2 ∥2A)

+
τ

2

n−1∑
l=0

∥ul∥2A]
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=
1

1− τ
4

∥u0∥2A +
2τ

1− τ
4

· (− 2√
πν

)

n∑
l=1

[a0u
l− 1

2
M −

l−1∑
k=1

(al−k−1 − al−k)u
k− 1

2
M ]u

l− 1
2

M

+
2τ

1− τ
4

n∑
l=1

u
l− 1

2
M T l−

1
2 − 2τ

1− τ
4

· ( 2√
πν

)

n∑
l=1

[a0u
l− 1

2
0 −

l−1∑
k=1

(al−k−1 − al−k)u
k− 1

2
0 ]u

l− 1
2

0

+
2τ

1− τ
4

n∑
l=1

u
l− 1

2
0 Sl−

1
2 +

2τ

1− τ
4

n∑
l=1

(∥P l−
1
2 ∥2A + ∥Ql−

1
2 ∥2A) +

2τ

4− τ

n−1∑
l=0

∥ul∥2A

≤ 1

1− τ
4

∥u0∥2A − 2τ

1− τ
4

· 2√
πν

· 1

2
√
tn

n∑
l=1

(u
l− 1

2
M )2 +

τ

1− τ
4

(
2√
πνtn

n∑
l=1

(u
l− 1

2
M )2

+

√
πνtn
2

n∑
l=1

(T l−
1
2 )2)− 2τ

1− τ
4

· 2√
πν

· 1

2
√
tn

n∑
l=1

(u
l− 1

2
0 )2

+
τ

1− τ
4

(
2√
πνtn

n∑
l=1

(u
l− 1

2
0 )2 +

√
πνtn
2

n∑
l=1

(Sl−
1
2 )2)

+
2τ

1− τ
4

n∑
l=1

(∥P l−
1
2 ∥2A + ∥Ql−

1
2 ∥2A) +

2τ

4− τ

n−1∑
l=0

∥ul∥2A

≤ 1

1− τ
4

∥u0∥2A +
τ

1− τ
4

√
πνtn
2

n∑
l=1

[(T l−
1
2 )2 + (Sl−

1
2 )2]

+
2τ

1− τ
4

n∑
l=1

(∥P l−
1
2 ∥2A + ∥Ql−

1
2 ∥2A) +

2τ

4− τ

n−1∑
l=0

∥ul∥2A, n = 1, 2, · · · .

Using Gronwall’s lemma, we can obtain (3.6). �

Theorem 3.3 The difference scheme (2.18)-(2.22) is uniquely solvable.

Proof By Theorem 2.2, it suffices to prove that the difference scheme (2.13)-(2.17) is solvable u-

niquely. When initial value is homogeneous, by Lemma 3.2, we have ∥un∥2A = 0, n = 1, 2, · · · . �

Theorem 3.4 Let {uni |0 ≤ i ≤M,n ≥ 1} be the solution of (2.18)-(2.22), then

∥un∥2A ≤
exp( 2T

4−τ )

1− τ
4

∥u0∥2A, n = 1, 2, · · · . (3.9)

Proof From Theorem 2.2, it suffices to prove that (3.9) hold for the difference scheme (2.13)-

(2.17). Therefore, (3.9) follows directly from Lemma 3.2. �

Theorem 3.5 Suppose (1.4)-(1.6) have solution u(x, t) ∈ C4,3
x,t (R × [0, T ]). Let {uni } be the

solution of (2.18)-(2.22), and let ũni = Uni − uni , then

∥ũn∥2A ≤ CT

4− τ
(
√
πνT + 4) exp(

2T

4− τ
)(τ

3
2 + h2)2, n = 1, 2, · · · , [T/τ ], (3.10)

where C is a constant independent of τ and h.
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Proof Subtracting (2.13)-(2.17) from (2.6)-(2.10), respectively, we obtain the error equations:

δtũ
n− 1

2

i− 1
2

− νδxṽ
n− 1

2

i− 1
2

= p
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (3.11)

ṽ
n− 1

2

i− 1
2

− δxũ
n− 1

2

i− 1
2

= q
n− 1

2

i− 1
2

, 1 ≤ i ≤M, n ≥ 1, (3.12)

ũ0i = 0, 0 ≤ i ≤M, (3.13)

ṽ
n− 1

2
0 =

2√
πν

[a0ũ
n− 1

2
0 −

n−1∑
k=1

(an−k−1 − an−k)ũ
k− 1

2
0 − an−1ũ

0
0] + sn−

1
2 , n ≥ 1, (3.14)

ṽ
n− 1

2
M = − 2√

πν
[a0ũ

n− 1
2

M −
n−1∑
k=1

(an−k−1 − an−k)ũ
k− 1

2
M − an−1ũ

0
M ] + tn−

1
2 , n ≥ 1. (3.15)

Using Lemma 3.2 and applying (2.11), (2.12) and (3.13), we obtain

∥ũn∥2A = exp(
2T

4− τ
) · 1

1− τ
4

· {∥ũ0∥2A +

√
πνtn
2

τ

n∑
l=1

[(tl−
1
2 )2 + (sl−

1
2 )2]

+2τ

n∑
l=1

(∥pl−
1
2 ∥2 + ∥ql−

1
2 ∥2)}

≤ CT

4− τ
(
√
πνT + 4) exp(

2T

4− τ
)(τ

3
2 + h2)2, n = 1, 2, · · · , [T/τ ]. �

Theorem 3.5 shows that the convergence order of (2.18)-(2.21) is 2 in space and 3/2 in time

for the problem (1.7)-(1.10). Finally, the numerical solution of Burgers’ equation is obtained by

wni = −ν
h

uni+1 − uni−1

1 + uni
, (3.16)

which keeps the corresponding unique solvability, unconditional stability and convergence.

4 The numerical example

For the problem of Burgers’ equation with an initial condition f(x) = − 8νx(x2−9)
(x2−9)2+1

in the

support [xl, xr] = [−3, 3], the exact solution is w(x, t) = 2ν
1

2
√

πνt

∫ 3
−3

x−ξ
2νt

(ξ2−9)2 exp(− (x−ξ)2

4νt
)dξ

1+ 1
2
√
πνt

∫ 3
−3(ξ

2−9)2 exp(− (x−ξ)2

4νt
)dξ

. The

numerical solutions are obtained by the proposed scheme, then the convergence order w.r.t h is

shown in Table 1, and the convergence order w.r.t τ is shown in Table 2.

Table 1. Convergence w.r.t. h of the problem for T = 1, ν = 0.1, τ = 0.01 and τ = h4/3 respectively.

M N L∞-error order L2-error order N L∞-error order L2-error order

50 100 2.2705e-3 — 2.0737e-3 — 9 3.1455e-3 — 2.5729e-3 —

100 100 6.0651e-4 1.9044 5.5643e-4 1.8979 22 7.6893e-4 2.0324 6.5174e-4 1.9810

200 100 1.6444e-4 1.8830 1.4962e-4 1.8949 54 1.8419e-4 2.0617 1.6620e-4 1.9714

400 100 5.0024e-5 1.7169 4.5653e-5 1.7125 137 4.5577e-5 2.0148 4.1607e-5 1.9980

800 100 3.0569e-5 0.7106 1.9714e-5 1.2115 345 1.1295e-5 2.0126 1.0393e-5 2.0012
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Table 2. Convergence w.r.t. τ of the problem for T = 1, ν = 0.1, h = 0.002 and h = τ3/4 respectively.

N M L∞-error order L2-error order M L∞-error order L2-error order

20 3000 1.0398e-3 — 2.1342e-4 — 95 8.7265e-4 — 7.2610e-4 —

40 3000 3.6910e-4 1.4942 6.2138e-5 1.7801 159 2.9735e-4 1.5532 2.6197e-4 1.4708

80 3000 1.0386e-4 1.8294 1.8884e-5 1.7183 267 1.0258e-4 1.5354 9.3238e-5 1.4904

160 3000 2.6518e-5 1.9696 6.3713e-6 1.5675 450 3.5936e-5 1.5132 3.2868e-5 1.5042

320 3000 1.5322e-5 0.7914 2.6822e-6 1.2482 757 1.2623e-5 1.5094 1.1614e-5 1.5008

5 Conclusions

In this works, a new finite difference method for Burgers’ equation in the unbounded domain

is presented by (2.18), (2.25)-(2.27) and (3.16) succinctly. The inequality in Lemma 2.1 is

slightly stronger than Lemma 1 in [8]. Lemma 3.2 is proved by using Gronwall’s lemma, but for

heat equation in the semi-infinite domain, similar Lemma 4 in [8], i.e. Lemma 3.2.4 in [12], was

incorrectly proved by not using Gronwall’s lemma, and the lemma can be modified and proved as

Lemma 3.2. Finally, the proposed method is clearly proved and verified to be uniquely solvable,

unconditionally stable and convergent with the order 2 in space and the order 3/2 in time to

solve Burgers’ equation in the unbounded domain.
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Abstract

In this paper, by considering Barnes-type Peters polynomials of the second kind
as well as poly-Cauchy polynomials of the second kind, we define and investigate
the mixed-type polynomials of these polynomials. From the properties of Sheffer
sequences of these polynomials arising from umbral calculus, we derive new and
interesting identities.
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1 Introduction

In this paper, we consider the polynomials

ŝ(k)
n (x) = ŝ(k)

n (x|λ;µ) = ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

called the Barnes-type Peters of the second kind and poly-Cauchy of the second kind
mixed-type polynomials, whose generating function is given by

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)x =

∞∑
n=0

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

tn

n!
,

(1)

where λ1, . . . , λr, µ1, . . . , µr ∈ C with λ1, . . . , λr 6= 0. Here, Lifk(x) (k ∈ Z) is the polyfac-
torial function ([8]) defined by

Lifk(x) =
∞∑
m=0

xm

m!(m+ 1)k
.

When x = 0, ŝ
(k)
n = ŝ

(k)
n (0) = ŝ

(k)
n (0|λ;µ) = ŝ

(k)
n (0;λ1, . . . , λr;µ1, . . . , µr) are called the the

Barnes-type Peters of the second kind and poly-Cauchy of the second kind mixed-type
numbers.

Recall that the Barnes-type Peters polynomials of the second kind, denoted by
ŝn(x|λ1, . . . , λr;µ1, . . . , µr), are given by the generating function as

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
(1 + t)x =

∞∑
n=0

ŝn(x|λ1, . . . , λr;µ1, . . . , µr)
tn

n!
.

If r = 1, then ŝn(x|λ;µ) are the Peters polynomials of the second kind. Peters polynomials
were mentioned in [12, p.128] and have been investigated in e.g. [7].

The poly-Cauchy polynomials of the second kind, denoted by ĉ
(k)
n (x) ([6, 9]), are given

by the generating function as

Lifk
(
− ln(1 + t)

)
(1 + t)x =

∞∑
n=0

ĉ(k)
n (x)

tn

n!
.

The generalized Barnes-type Euler polynomials En(x|λ1, . . . , λr;µ1, . . . , µr) are defined
by the generating function

r∏
j=1

(
2

1 + eλjt

)µj
ext =

∞∑
n=0

En(x|λ1, . . . , λr;µ1, . . . , µr)
tn

n!
.

If µ1 = · · · = µr = 1, then En(x|λ1, . . . , λr) = En(x|λ1, . . . , λr; 1, . . . , 1) are called

the Barnes-type Euler polynomials. If further λ1 = · · · = λr = 1, then E
(r)
n (x) =

En(x|1, . . . , 1; 1, . . . , 1) are called the Euler polynomials of order r.
In this paper, by considering Barnes-type Peters polynomials of the second kind as

well as poly-Cauchy polynomials of the second kind, we define and investigate the mixed-
type polynomials of these polynomials. From the properties of Sheffer sequences of these
polynomials arising from umbral calculus, we derive new and interesting identities.
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2 Umbral calculus

Let C be the complex number field and let F be the set of all formal power series in the
variable t:

F =

{
f(t) =

∞∑
k=0

ak
k!
tk

∣∣∣∣∣ak ∈ C

}
. (2)

Let P = C[x] and let P∗ be the vector space of all linear functionals on P. 〈L|p(x)〉 is
the action of the linear functional L on the polynomial p(x), and we recall that the vector
space operations on P∗ are defined by 〈L+M |p(x)〉 = 〈L|p(x)〉 + 〈M |p(x)〉, 〈cL|p(x)〉 =
c 〈L|p(x)〉, where c is a complex constant in C. For f(t) ∈ F , let us define the linear
functional on P by setting

〈f(t)|xn〉 = an, (n ≥ 0). (3)

In particular, 〈
tk|xn

〉
= n!δn,k (n, k ≥ 0), (4)

where δn,k is the Kronecker’s symbol.

For fL(t) =
∑∞

k=0

〈L|xk〉
k!

tk, we have 〈fL(t)|xn〉 = 〈L|xn〉. That is, L = fL(t). The map
L 7→ fL(t) is a vector space isomorphism from P∗ onto F . Henceforth, F denotes both
the algebra of formal power series in t and the vector space of all linear functionals on
P, and so an element f(t) of F will be thought of as both a formal power series and a
linear functional. We call F the umbral algebra and the umbral calculus is the study of
umbral algebra. The order O

(
f(t)

)
of a power series f(t)(6= 0) is the smallest integer k

for which the coefficient of tk does not vanish. If O
(
f(t)

)
= 1, then f(t) is called a delta

series; if O
(
f(t)

)
= 0, then f(t) is called an invertible series. For f(t), g(t) ∈ F with

O
(
f(t)

)
= 1 and O

(
g(t)

)
= 0, there exists a unique sequence sn(x) (deg sn(x) = n) such

that
〈
g(t)f(t)k|sn(x)

〉
= n!δn,k, for n, k ≥ 0. Such a sequence sn(x) is called the Sheffer

sequence for
(
g(t), f(t)

)
which is denoted by sn(x) ∼

(
g(t), f(t)

)
, (see [1, 4-12]).

For f(t), g(t) ∈ F and p(x) ∈ P, we have

〈f(t)g(t)|p(x)〉 = 〈f(t)|g(t)p(x)〉 = 〈g(t)|f(t)p(x)〉 (5)

and

f(t) =
∞∑
k=0

〈
f(t)|xk

〉 tk
k!
, p(x) =

∞∑
k=0

〈
tk|p(x)

〉 xk
k!

(6)

([12, Theorem 2.2.5]). Thus, by (6), we get

tkp(x) = p(k)(x) =
dkp(x)

dxk
and eytp(x) = p(x+ y). (7)

Sheffer sequences are characterized in the generating function ([12, Theorem 2.3.4]).

Lemma 1 The sequence sn(x) is Sheffer for
(
g(t), f(t)

)
if and only if

1

g
(
f̄(t)

)eyf̄(t) =
∞∑
k=0

sk(y)

k!
tk (y ∈ C) ,

3
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where f̄(t) is the compositional inverse of f(t).

For sn(x) ∼
(
g(t), f(t)

)
, we have the following equations ([12, Theorem 2.3.7, Theorem

2.3.5, Theorem 2.3.9]):

f(t)sn(x) = nsn−1(x) (n ≥ 1), (8)

sn(x) =
n∑
j=0

1

j!

〈
g
(
f̄(t)

)−1
f̄(t)j|xn

〉
xj, (9)

sn(x+ y) =
n∑
j=0

(
n

j

)
sj(x)pn−j(y) , (10)

where pn(x) = g(t)sn(x).
Assume that pn(x) ∼

(
1, f(t)

)
and qn(x) ∼

(
1, g(t)

)
. Then the transfer formula ([12,

Corollary 3.8.2]) is given by

qn(x) = x

(
f(t)

g(t)

)n
x−1pn(x) (n ≥ 1).

For sn(x) ∼
(
g(t), f(t)

)
and rn(x) ∼

(
h(t), l(t)

)
, assume that

sn(x) =
n∑

m=0

Cn,mrm(x) (n ≥ 0) .

Then we have ([12, p.132])

Cn,m =
1

m!

〈
h
(
f̄(t)

)
g
(
f̄(t)

) l(f̄(t)
)m∣∣∣∣∣xn

〉
. (11)

3 Main results

From the definition (1), ŝ
(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) is the Sheffer sequence for the pair

g(t) =
r∏
j=1

(
1 + eλjt

eλjt

)µj 1

Lifk(−t)
and f(t) = et − 1.

So,

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) ∼

(
r∏
j=1

(
1 + eλjt

eλjt

)µj 1

Lifk(−t)
, et − 1

)
. (12)
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3.1 Explicit expressions

Let (n)j = n(n− 1) · · · (n− j + 1) (j ≥ 1) with (n)0 = 1. The (signed) Stirling numbers
of the first kind S1(n,m) are defined by

(x)n =
n∑

m=0

S1(n,m)xm .

Theorem 1 Let λµ =
∑r

j=1 λjµj. Then, we have

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

= 2−
∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

S1(n,m)Em−l(x+ λµ|λ1, . . . , λr;µ1, . . . , µr) (13)

=
n∑
j=0

n∑
l=j

(
n

l

)
S1(l, j)ŝ

(k)
n−lx

j (14)

=
n∑
j=0

n−j∑
l=0

l∑
i=0

(
n

l

)(
l

i

)
S1(n− l, j)ĉ(k)

i ŝl−i(λ1, . . . , λr;µ1, . . . , µr)x
j (15)

=
n∑
l=0

(
n

l

)
ŝn−l(λ1, . . . , λr;µ1, . . . , µr)ĉ

(k)
l (x) , (16)

=
n∑
l=0

(
n

l

)
ŝl(x|λ1, . . . , λr;µ1, . . . , µr)ĉ

(k)
n−l . (17)

Proof. Since

r∏
j=1

(
1 + eλjt

eλjt

)µj 1

Lifk(−t)
ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) ∼ (1, et − 1) (18)

and
(x)n ∼ (1, et − 1) , (19)

5
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we have

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

=
r∏
j=1

(
eλjt

1 + eλjt

)µj
Lifk(−t)(x)n

=
n∑

m=0

S1(n,m)
r∏
j=1

(
eλjt

1 + eλjt

)µj
Lifk(−t)xm

=
n∑

m=0

S1(n,m)
r∏
j=1

(
eλjt

1 + eλjt

)µj m∑
l=0

(−1)ltl

l!(l + 1)k
xm

=
n∑

m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

r∏
j=1

(
eλjt

1 + eλjt

)µj
xm−l

= 2−
∑r
j=1 µj

n∑
m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

eλµt
r∏
j=1

(
2

1 + eλjt

)µj
xm−l

= 2−
∑r
j=1 µj

n∑
m=0

S1(n,m)
m∑
l=0

(−1)l
(
m
l

)
(l + 1)k

Em−l(x+ λµ|λ1, . . . , λr;µ1, . . . , µr) .

So, we get (13).
By (9) with (12), we get〈

g
(
f̄(t)

)−1
f̄(t)j|xn

〉
=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)j∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣j! ∞∑
l=j

S1(l, j)
tl

l!
xn

〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

〈
∞∑
i=0

ŝ
(k)
i

ti

i!

∣∣∣xn−l〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)ŝ

(k)
n−l .

6
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On the other hand,〈
g
(
f̄(t)

)−1
f̄(t)j|xn

〉
= j!

n∑
l=j

(
n

l

)
S1(l, j)

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj ∣∣∣Lifk
(
− ln(1 + t)

)
xn−l

〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

n−l∑
i=0

(
n− l
i

)
ĉ

(k)
i

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj ∣∣∣xn−l−i〉

= j!
n∑
l=j

(
n

l

)
S1(l, j)

n−l∑
i=0

(
n− l
i

)
ĉ

(k)
i

〈
∞∑
m=0

ŝm(λ1, . . . , λr;µ1, . . . , µr)
tm

m!

∣∣∣xn−l−i〉

= j!
n∑
l=j

n−l∑
i=0

(
n

l

)(
n− l
i

)
S1(l, j)ĉ

(k)
i ŝn−l−i(λ1, . . . , λr;µ1, . . . , µr) .

Thus, we obtain

ŝ(k)
n (x) =

n∑
j=0

n∑
l=j

(
n

l

)
S1(l, j)ŝ

(k)
n−lx

j

=
n∑
j=0

n−j∑
l=0

l∑
i=0

(
n

l

)(
l

i

)
S1(n− l, j)ĉ(k)

i ŝl−i(λ1, . . . , λr;µ1, . . . , µr)x
j ,

which are the identities (14) and (15).
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Next,

ŝ(k)
n (y|λ1, . . . , λr;µ1, . . . , µr) =

〈
∞∑
i=0

ŝ
(k)
i (y|λ1, . . . , λr;µ1, . . . , µr)

ti

i!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj ∣∣∣Lifk
(
− ln(1 + t)

)
(1 + t)yxn

〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj ∣∣∣ ∞∑
l=0

ĉ
(k)
l (y)

tl

l!
xn

〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj ∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)

〈
∞∑
i=0

ŝi(λ1, . . . , λr;µ1, . . . , µr)
ti

i!

∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
ĉ

(k)
l (y)ŝn−l(λ1, . . . , λr;µ1, . . . , µr) .

Thus, we obtain (16).
Finally, we obtain that

ŝ(k)
n (y|λ1, . . . , λr;µ1, . . . , µr) =

〈
∞∑
i=0

ŝ
(k)
i (y|λ1, . . . , λr;µ1, . . . , µr)

ti

i!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
Lifk

(
− ln(1 + t)

)∣∣∣ r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
(1 + t)yxn

〉

=

〈
Lifk

(
− ln(1 + t)

)∣∣∣ ∞∑
l=0

ŝl(y|λ1, . . . , λr;µ1, . . . , µr)
tl

l!
xn

〉

=
n∑
l=0

ŝl(y|λ1, . . . , λr;µ1, . . . , µr)

(
n

l

)〈
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉
=

n∑
l=0

ŝl(y|λ1, . . . , λr;µ1, . . . , µr)

(
n

l

)〈 ∞∑
i=0

ĉ
(k)
i

ti

i!

∣∣∣xn−l〉

=
n∑
l=0

(
n

l

)
ŝl(y|λ1, . . . , λr;µ1, . . . , µr)ĉ

(k)
n−l .

8
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Thus, we get the identity (17).

3.2 Sheffer identity

Theorem 2

ŝ(k)
n (x+ y|λ1, . . . , λr;µ1, . . . , µr) =

n∑
j=0

(
n

j

)
ŝ

(k)
j (x|λ1, . . . , λr;µ1, . . . , µr)(y)n−j . (20)

Proof. By (12) with

pn(x) =
r∏
j=1

(
1 + eλjt

eλjt

)µj 1

Lifk(−t)
ŝn(x|λ1, . . . , λr;µ1, . . . , µr)

= (x)n ∼ (1, et − 1) ,

using (10), we have (20).

3.3 Difference relations

Theorem 3

ŝ(k)
n (x+ 1|λ1, . . . , λr;µ1, . . . , µr)− ŝ(k)

n (x|λ1, . . . , λr;µ1, . . . , µr)

= nŝ
(k)
n−1(x|λ1, . . . , λr;µ1, . . . , µr) . (21)

Proof. By (8) with (12), we get

(et − 1)ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) = nŝ

(k)
n−1(x|λ1, . . . , λr;µ1, . . . , µr) .

By (7), we have (21).

9
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3.4 Recurrence

Theorem 4

ŝ
(k)
n+1(x|λ1, . . . , λr;µ1, . . . , µr)

= (x+ λµ)ŝ(k)
n (x− 1|λ1, . . . , λr;µ1, . . . , µr)

− 2−1−
∑r
j=1 µj

n∑
m=0

m∑
l=0

r∑
i=1

S1(n,m)
(−1)m−l

(
m
l

)
(m− l + 1)k

µiλiEl(x+ λ(µ+ ei)− 1|λ;µ+ ei)

− 2−
∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)m−l
(
m
l

)
(m− l + 2)k

S1(n,m)El(x+ λµ− 1|λ;µ) (22)

= (x+ µλ)ŝ(k)
n (x− 1|λ1, . . . , λr;µ1, . . . , µr)

− 1

2

n∑
j=0

n−j∑
l=0

r∑
i=1

(
n

l

)
µiλ

j+1
i S1(n− l, j)ŝ(k)

l Ej

(
x+ λi − 1

λi

)

− 2−
∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)m−l
(
m
l

)
(m− l + 2)k

S1(n,m)El(x+ λµ− 1|λ;µ) , (23)

λµ =
∑r

j=1 λiµi.

Remark. Comparing (22) and (23),

2−
∑r
j=1 µj

n∑
m=0

m∑
l=0

r∑
i=1

(−1)m−l
(
m
l

)
(m− l + 1)k

µiλiS1(n,m)El
(
x+ λ(µ+ ei)− 1|λ;µ+ ei

)
=

n∑
j=0

n−j∑
l=0

r∑
i=1

(
n

l

)
µiλ

j+1
i S1(n− l, j)ŝ(k)

l Ej

(
x+ λi − 1

λi

)
.

Proof. By applying

sn+1(x) =

(
x− g′(t)

g(t)

)
1

f ′(t)
sn(x) (24)

([12, Corollary 3.7.2]) with (12), we get

ŝ
(k)
n+1(x|λ1, . . . , λr;µ1, . . . , µr)

= xŝ(k)
n (x− 1|λ1, . . . , λr;µ1, . . . , µr)− e−t

g′(t)

g(t)
ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) .

10

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

160 Dae San Kim et al 151-174



Since

g′(t)

g(t)
=
(
ln g(t)

)′
=

(
r∑
i=1

µi ln(1 + eλit)−
( r∑
i=1

µiλi

)
t− ln Lifk(−t)

)′

=
r∑
i=1

µiλie
λit

1 + eλit
−

r∑
i=1

µiλi +
Lif ′k(−t)
Lifk(−t)

,

by (13), we have

g′(t)

g(t)
ŝ(k)
n (x)

=

(
r∑
i=1

µiλie
λit

1 + eλit
−

r∑
i=1

µiλi +
Lif ′k(−t)
Lifk(−t)

)
ŝ(k)
n (x)

= 2−1−
∑r
j=1 µj

n∑
m=0

m∑
l=0

S1(n,m)
(−1)l

(
m
l

)
(l + 1)k

r∑
i=1

µiλie
(λµ+λi)t

2

1 + eλit

r∏
j=1

(
2

1 + eλjt

)µj
xm−l

− λµŝ(k)
n (x) +

n∑
m=0

S1(n,m)
r∏
j=1

(
eλjt

1 + eλjt

)µj
Lif ′k(−t)xm . (25)

The first term in (25) is

2−1−
∑r
j=1 µj

n∑
m=0

m∑
l=0

r∑
i=1

S1(n,m)
(−1)l

(
m
l

)
(l + 1)k

µiλiEm−l
(
x+ λ(µ+ ei)|λ;µ+ ei

)
,

where λ = (λ1, . . . , λr), µ = (µ1, . . . , µr) and ei = (0, . . . , 0︸ ︷︷ ︸
i−1

, 1, 0, . . . , 0︸ ︷︷ ︸
r−i

) (i = 1, 2, . . . , r).

Since

Lifk−1(−t)− Lifk(−t) =

(
1

2k
− 1

2k−1

)
t+ · · · ,

11

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

161 Dae San Kim et al 151-174



the third term in (25) is

2−
∑r
j=1 µj

n∑
m=0

S1(n,m)eλµtLif ′k(−t)
r∏
j=1

(
2

1 + eλjt

)µj
xm

= 2−
∑r
j=1 µj

n∑
m=0

S1(n,m)eλµt
Lifk−1(−t)− Lifk(−t)

−t
Em(x|λ;µ)

= −2−
∑r
j=1 µj

n∑
m=0

S1(n,m)eλµt
(
Lifk−1(−t)− Lifk(−t)

)Em+1(x|λ;µ)

m+ 1

= −2−
∑r
j=1 µj

n∑
m=0

S1(n,m)

m+ 1
eλµt

×

(
m+1∑
l=0

(−1)ltl

l!(l + 1)k−1
Em+1(x|λ;µ)−

m+1∑
l=0

(−1)ltl

l!(l + 1)k
Em+1(x|λ;µ)

)

= −2−
∑r
j=1 µj

n∑
m=0

S1(n,m)

m+ 1
eλµt

×

(
m+1∑
l=0

(−1)l
(
m+1
l

)
(l + 1)k−1

Em+1−l(x|λ;µ)−
m+1∑
l=0

(−1)l
(
m+1
l

)
(l + 1)k

Em+1−l(x|λ;µ)

)

= −2−
∑r
j=1 µj

n∑
m=0

S1(n,m)

m+ 1
eλµt

m+1∑
l=1

(−1)l
(
m+1
l

)
l

(l + 1)k
Em+1−l(x|λ;µ)

= 2−
∑r
j=1 µj

n∑
m=0

S1(n,m)
m∑
l=0

(−1)m−l
(
m
l

)
(m+ 2− l)k

El(x+ λµ|λ;µ) .

Thus, we obtain

ŝ
(k)
n+1(x) = (x+ λµ)ŝ(k)

n (x− 1)

− 2−1−
∑r
j=1 µj

n∑
m=0

m∑
l=0

r∑
i=1

S1(n,m)
(−1)m−l

(
m
l

)
(m+ 1− l)k

µiλiEl
(
x+ λ(µ+ ei)− 1|λ;µ+ ei

)
− 2−

∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)m−l
(
m
l

)
(m+ 2− l)k

S1(n,m)El(x+ λµ− 1|λ;µ) ,

which is (22).

12
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On the other hand, by (14) with (22), we have

g′(t)

g(t)
ŝ(k)
n (x)

=

(
r∑
i=1

µiλie
λit

1 + eλit
−

r∑
i=1

µiλi +
Lif ′k(−t)
Lifk(−t)

)
ŝ(k)
n (x)

=
1

2

r∑
i=1

µiλie
λit

2

1 + eλit

n∑
j=0

n−j∑
l=0

(
n

l

)
S1(n− l, j)ŝ(k)

l xj

− µλŝ(k)
n (x) + 2−

∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)m−l
(
m
l

)
(m+ 2− l)k

S1(n,m)El(x+ λµ|λ;µ) . (26)

The first term in (26) is

1

2

n∑
j=0

n−j∑
l=0

(
n

l

)
S1(n− l, j)ŝ(k)

l

r∑
i=1

µiλie
λit

2

1 + eλit
xj

=
1

2

n∑
j=0

n−j∑
l=0

(
n

l

)
S1(n− l, j)ŝ(k)

l

r∑
i=1

µiλie
λitλjiEj

(
x

λi

)

=
1

2

n∑
j=0

n−j∑
l=0

(
n

l

)
S1(n− l, j)ŝ(k)

l

r∑
i=1

µiλ
j+1
i Ej

(
x+ λi
λi

)
.

Thus, we obtain

ŝ
(k)
n+1(x) = (x+ µλ)ŝ(k)

n (x− 1)

− 1

2

n∑
j=0

n−j∑
l=0

r∑
i=1

(
n

l

)
µiλ

j+1
i S1(n− l, j)ŝ(k)

l Ej

(
x+ λi − 1

λi

)

− 2−
∑r
j=1 µj

n∑
m=0

m∑
l=0

(−1)m−l
(
m
l

)
(m+ 2− l)k

S1(n,m)El(x+ λµ− 1|λ;µ) .

which is (23).

3.5 Differentiation

Theorem 5

d

dx
ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) = n!

n−1∑
l=0

(−1)n−l−1

l!(n− l)
ŝ

(k)
l (x|λ1, . . . , λr;µ1, . . . , µr) . (27)
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Proof. We shall use

d

dx
ŝn(x) =

n−1∑
l=0

(
n

l

)〈
f̄(t)|xn−l

〉
ŝl(x)

(Cf. [12, Theorem 2.3.12]). Since〈
f̄(t)|xn−l

〉
=
〈
ln(1 + t)|xn−l

〉
=

〈
∞∑
m=1

(−1)m−1tm

m

∣∣∣xn−l〉

=
n−l∑
m=1

(−1)m−1

m

〈
tm|xn−l

〉
=

n−l∑
m=1

(−1)m−1

m
(n− l)!δm,n−l

= (−1)n−l−1(n− l − 1)! ,

with (12), we have

d

dx
ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

=
n−1∑
l=0

(
n

l

)
(−1)n−l−1(n− l − 1)!ŝ

(k)
l (x|λ1, . . . , λr;µ1, . . . , µr)

= n!
n−1∑
l=0

(−1)n−l−1

l!(n− l)
ŝ

(k)
l (x|λ1, . . . , λr;µ1, . . . , µr) ,

which is the identity (27).

3.6 A more relation

The classical Cauchy numbers cn of the first kind are defined by

t

ln(1 + t)
=
∞∑
n=0

cn
tn

n!

(see e.g. [3, 8]).

Theorem 6

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

= xŝ
(k)
n−1(x− 1|λ1, . . . , λr;µ1, . . . , µr) +

1

n

n∑
l=1

(
n

l

)
cn−l

(
ŝ

(k−1)
l (x− 1)− ŝ(k)

l (x− 1)
)

+
r∑
i=1

µiλiŝ
(k)
n−1(x− λi − 1|λ;µ+ ei) . (28)
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Proof. For n ≥ 1, we have

ŝ(k)
n (y|λ1, . . . , λr;µ1, . . . , µr)

=

〈
∞∑
l=0

ŝ
(k)
l (y|λ1, . . . , λr;µ1, . . . , µr)

tl

l!

∣∣∣xn〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn〉

=

〈
∂t

(
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y

)∣∣∣xn−1

〉

=

〈(
∂t

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj)
Lifk

(
− ln(1 + t)

)
(1 + t)y

∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj (
∂tLifk

(
− ln(1 + t)

))
(1 + t)y

∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(∂t(1 + t)y)

∣∣∣xn−1

〉
.

The third term is

y

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−1

〉
= yŝ

(k)
n−1(y − 1|λ1, . . . , λr;µ1, . . . , µr) .

Since

Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
=

(
1

2k
− 1

2k−1

)
t+ · · · ,
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the second term is〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
(1 + t) ln(1 + t)

(1 + t)y
∣∣∣xn−1

〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

(1 + t)y−1
∣∣∣ t

ln(1 + t)
xn−1

〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

(1 + t)y−1
∣∣∣ ∞∑
l=0

cl
tl

l!
xn−1

〉

=
n−1∑
l=0

(
n− 1

l

)
cl

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
(1 + t)y−1

∣∣∣Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
t

xn−1−l

〉

=
n−1∑
l=0

1

n− l

(
n− 1

l

)
cl

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
(1 + t)y−1

∣∣∣ (Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

))
xn−l

〉
=

n−1∑
l=0

1

n− l

(
n

l

)
cl

(〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk−1

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−l〉

−

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y−1

∣∣∣xn−l〉)

=
1

n

n−1∑
l=0

(
n

l

)
cl
(
ŝ

(k−1)
n−l (y − 1|λ1, . . . , λr;µ1, . . . , µr)− ŝ(k)

n−l(y − 1|λ1, . . . , λr;µ1, . . . , µr)
)

=
1

n

n∑
l=1

(
n

l

)
cn−l

(
ŝ

(k−1)
l (y − 1|λ1, . . . , λr;µ1, . . . , µr)− ŝ(k)

l (y − 1|λ1, . . . , λr;µ1, . . . , µr)
)
.
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Since

∂t

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
=

r∑
i=1

µiλi(1 + t)−λi−1 (1 + t)λi

(1 + (1 + t)λi

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
,

the first term is

r∑
i=1

µiλi

〈
(1 + t)λi

(1 + (1 + t)λi

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)y−λi−1|xn−1

〉

=
r∑
i=1

µiλiŝ
(k)
n−1(y − λi − 1|λ;µ+ ei) .

Therefore, we obtain

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

= xŝ
(k)
n−1(x− 1|λ1, . . . , λr;µ1, . . . , µr) +

1

n

n∑
l=1

(
n

l

)
cn−l

(
ŝ

(k−1)
l (x− 1)− ŝ(k)

l (x− 1)
)

+
r∑
i=1

µiλiŝ
(k)
n−1(x− λi − 1|λ;µ+ ei) ,

which is the identity (28).

3.7 A relation including the Stirling numbers of the first kind

Theorem 7 For n− 1 ≥ m ≥ 1, we have

m

n−m∑
l=0

(
n

l

)
S1(n− l,m)ŝ

(k)
l (λ1, . . . , λr;µ1, . . . , µr)

= (m− 1)
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1|λ1, . . . , λr;µ1, . . . , µr)

+
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k−1)
l (−1|λ1, . . . , λr;µ1, . . . , µr)

+m
n−m−1∑
l=0

r∑
i=1

(
n− 1

l

)
S1(n− l − 1,m)µiλiŝ

(k)
l (−λi − 1|λ;µ+ ei) . (29)
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Proof. We shall compute〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉

in two different ways. On the one hand, it is equal to〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣(ln(1 + t)
)m
xn

〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣m!
∞∑
l=0

S1(l,m)
tl

l!
xn

〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣xn−l〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)

〈
∞∑
i=0

ŝ
(k)
i (λ1, . . . , λr;µ1, . . . , µr)

ti

i!

∣∣∣xn−l〉

= m!
n∑

l=m

(
n

l

)
S1(l,m)ŝ

(k)
n−l(λ1, . . . , λr;µ1, . . . , µr)

= m!
n−m∑
l=0

(
n

l

)
S1(n− l,m)ŝ

(k)
l (λ1, . . . , λr;µ1, . . . , µr) .

On the other hand, it is equal to〈
∂t

(
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m)∣∣∣xn−1

〉

=

〈(
∂t

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj (
∂tLifk

(
− ln(1 + t)

)) (
ln(1 + t)

)m∣∣∣xn−1

〉

+

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

) (
∂t
(
ln(1 + t)

)m) ∣∣∣xn−1

〉
. (30)

18

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 20, NO.1, 2016, COPYRIGHT 2016 EUDOXUS PRESS, LLC

168 Dae San Kim et al 151-174



The third term of (30) is equal to

m

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

= m

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣
(m− 1)!

∞∑
l=m−1

S1(l,m− 1)
tl

l!
xn−1

〉

= m!
n−1∑

l=m−1

(
n− 1

l

)
S1(l,m− 1)

×

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣xn−1−l

〉

= m!
n−1∑

l=m−1

(
n− 1

l

)
S1(l,m− 1)ŝ

(k)
n−1−l(−1|λ1, . . . , λr;µ1, . . . , µr)

= m!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1|λ1, . . . , λr;µ1, . . . , µr) .

The second term of (30) is equal to〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj (Lifk−1

(
− ln(1 + t)

)
− Lifk

(
− ln(1 + t)

)
(1 + t) ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

=

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk−1

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

−

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−1

∣∣∣(ln(1 + t)
)m−1

xn−1

〉

= (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k−1)
l (−1|λ1, . . . , λr;µ1, . . . , µr)

− (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1|λ1, . . . , λr;µ1, . . . , µr) .
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The first term of (30) is equal to〈(
∂t

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj)
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−1

〉

=
r∑
i=1

µiλi

〈
(1 + t)λi

1 + (1 + t)λi

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−λi−1

∣∣∣(ln(1 + t)
)m
xn−1

〉
=

r∑
i=1

µiλi

〈
(1 + t)λi

1 + (1 + t)λi

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−λi−1

∣∣∣∣∣m!
∞∑
l=m

S1(l,m)
tl

l!
xn−1

〉

= m!
r∑
i=1

µiλi

n−1∑
l=m

(
n− 1

l

)
S1(l,m)

×

〈
(1 + t)λi

1 + (1 + t)λi

r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)
(1 + t)−λi−1

∣∣∣∣∣xn−1−l

〉

= m!
r∑
i=1

µiλi

n−1∑
l=m

(
n− 1

l

)
S1(l,m)ŝ

(k)
n−1−l(−λi − 1|λ;µ+ ei)

= m!
n−m−1∑
l=0

r∑
i=1

(
n− 1

l

)
S1(n− 1− l,m)µiλiŝ

(k)
l (−λi − 1|λ;µ+ ei) .

Therefore, we get, for n− 1 ≥ m ≥ 1,

m!
n−m∑
l=0

(
n

l

)
S1(n− l,m)ŝ

(k)
l (λ1, . . . , λr;µ1, . . . , µr)

= m!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1)

+ (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k−1)
l (−1)

− (m− 1)!
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1)

+m!
n−m−1∑
l=0

r∑
i=1

(
n− 1

l

)
S1(n− l − 1,m)µiλiŝ

(k)
l (−λi − 1|λ;µ+ ei) .
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Dividing both sides by (m− 1)!, we obtain, for n− 1 ≥ m ≥ 1,

m

n−m∑
l=0

(
n

l

)
S1(n− l,m)ŝ

(k)
l (λ1, . . . , λr;µ1, . . . , µr)

= (m− 1)
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k)
l (−1|λ1, . . . , λr;µ1, . . . , µr)

+
n−m∑
l=0

(
n− 1

l

)
S1(n− l − 1,m− 1)ŝ

(k−1)
l (−1|λ1, . . . , λr;µ1, . . . , µr)

+m

n−m−1∑
l=0

r∑
i=1

(
n− 1

l

)
S1(n− l − 1,m)µiλiŝ

(k)
l (−λi − 1|λ;µ+ ei) .

Thus, we get (29).

3.8 A relation with the falling factorials

Theorem 8

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) =

n∑
m=0

(
n

m

)
ŝ

(k)
n−m(x)m . (31)

Proof. For (12) and (19), assume that ŝ
(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) =

∑n
m=0 Cn,m(x)m. By

(11), we have

Cn,m =
1

m!

〈
1∏r

j=1

(
1+eλj ln(1+t)

eλj ln(1+t)

)µj Lifk
(
− ln(1 + t)

)
tm
∣∣∣xn〉

=
1

m!

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣tmxn〉

=

(
n

m

)〈 r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)∣∣∣xn−m〉

=

(
n

m

)
ŝ

(k)
n−m .

Thus, we get the identity (31).

3.9 A relation with higher-order Frobenius-Euler polynomials

For α ∈ C with α 6= 1, the Frobenius-Euler polynomials of order r, H
(r)
n (x|α) are defined

by the generating function (
1− α
et − α

)r
ext =

∞∑
n=0

H(r)
n (x|α)

tn

n!
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(see e.g. [10]).

Theorem 9

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) =

n∑
m=0

(
n−m∑
j=0

n−m−j∑
l=0

(
s

j

)(
n− j
l

)
(n)j

×(1− α)−jS1(n− j − l,m)ŝ
(k)
l

)
H(s)
m (x|α) . (32)

Proof. For (12) and

H(s)
n (x|α) ∼

((
et − α
1− α

)s
, t

)
, (33)

assume that ŝ
(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) =

∑n
m=0 Cn,mH

(s)
m (x|α). By (11), similarly to

the proof of (29), we have

Cn,m =
1

m!

〈 (
eln(1+t)−α

1−α

)s
∏r

j=1

(
1+eλj ln(1+t)

eλj ln(1+t)

)µj Lifk
(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉

=
1

m!(1− α)s

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m
(1− α + t)s

∣∣∣xn〉

=
1

m!(1− α)s

×

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣min{s,n}∑
i=0

(
s

i

)
(1− α)s−itixn

〉

=
1

m!(1− α)s

n−m∑
i=0

(
s

i

)
(1− α)s−i(n)i

×

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−i〉

=
1

m!(1− α)s

n−m∑
i=0

(
s

i

)
(1− α)s−i(n)i

n−m−i∑
l=0

m!

(
n− i
l

)
S1(n− i− l,m)ŝ

(k)
l

=
n−m∑
i=0

n−m−i∑
l=0

(
s

i

)(
n− i
l

)
(n)i(1− α)−iS1(n− i− l,m)ŝ

(k)
l .

Thus, we get the identity (32).
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3.10 A relation with higher-order Bernoulli polynomials

Bernoulli polynomials B
(r)
n (x) of order r are defined by(

t

et − 1

)r
ext =

∞∑
n=0

B
(r)
n (x)

n!
tn

(see e.g. [12, Section 2.2]). In addition, Cauchy numbers of the first kind C
(r)
n of order r

are defined by (
t

ln(1 + t)

)r
=
∞∑
n=0

C
(r)
n

n!
tn

(see e.g. [2, (2.1)], [11, (6)]).

Theorem 10

ŝ(k)
n (x|λ1, . . . , λr;µ1, . . . , µr)

=
n∑

m=0

(
n−m∑
i=0

n−m−i∑
l=0

(
n

i

)(
n− i
l

)
C

(s)
i S1(n− i− l,m)ŝ

(k)
l

)
B(s)
m (x) . (34)

Proof. For (12) and

B(s)
n (x) ∼

((
et − 1

t

)s
, t

)
, (35)

assume that ŝ
(k)
n (x|λ1, . . . , λr;µ1, . . . , µr) =

∑n
m=0 Cn,mB

(s)
m (x). By (11), similarly to the

proof of (29), we have

Cn,m =
1

m!

〈 (
eln(1+t)−1

ln(1+t)

)s
∏r

j=1

(
1+eλj ln(1+t)

eλj ln(1+t)

)µj Lifk
(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn〉

=
1

m!

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣ ( t

ln(1 + t)

)s
xn

〉

=
1

m!

〈
r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣ ∞∑
i=0

C
(s)
i

ti

i!
xn

〉

=
1

m!

n−m∑
i=0

C
(s)
i

(
n

i

)〈 r∏
j=1

(
(1 + t)λj

1 + (1 + t)λj

)µj
Lifk

(
− ln(1 + t)

)(
ln(1 + t)

)m∣∣∣xn−i〉

=
1

m!

n−m∑
i=0

C
(s)
i

(
n

i

) n−m−i∑
l=0

m!

(
n− i
l

)
S1(n− i− l,m)ŝ

(k)
l

=
n−m∑
i=0

n−m−i∑
l=0

(
n

i

)(
n− i
l

)
C

(s)
i S1(n− i− l,m)ŝ

(k)
l .

Thus, we get the identity (34).
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Abstract: This paper is concerned with the dynamical behavior and the expression of the 
solution for a system of two rational difference equations 

-3 -3
1 1

-3 -1 -3 -1

0,1, ,n n
n n

n n n n

x yx y n
A x y B y x+ += =
+ +

"， ， =  

where the parameters ,A B  and the initial conditions 3 2 1 0 3 2 1, , , , , , , 0x x x x y y y y− − − − − − are 

positive real numbers. 

 

Keywords: difference equations; expression of solutions; recursive sequences, equilibrium 

point; asymptotical stability. 

 
1. Introduction 

Rational difference equations that are one of the most important and practical classes of 

nonlinear difference equations have applications in various scientific branches such as 

biology, ecology, physiology, physics, engineering and economics, etc [1-4]. Although 

difference equations are very simple in form, it is extremely difficult to understand 

thoroughly the behaviors of their solutions. So recently there has been an increasing interest 

in the study of qualitative analysis of rational difference equation and systems of difference 

equations [5-7]. In particular, Papaschinopoulos and Schinas [8] studied the oscillatory 

behavior, the boundedness of the solutions, and the global asymptotic stability of the positive 

equilibrium of the system of two nonlinear difference equations 
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1 1, ,n n
n n

n p n q

y xx A y A n
x y+ +

− −

= + = + = "0,1, ,              (1.1) 

where ,p q  are positive integers. Clark and Kulenovic [9, 10] investigated the global 
stability properties and asymptotic behavior of solutions of the recursive sequences 

 1 1, ,n n
n n

n n

x yx y n
a cy b dx+ += =
+ +

"0,1, .=            (1.2) 

where  and the initial conditions , , , (0, )a b c d ∈ ∞ 0x  and 0y  are arbitrary nonnegative 

numbers. The periodicity of the positive solutions of the system of rational difference 
equations 

           1 1
1 1

1 , ,n
n n

n n n

yx y n
y x y+ +

− −

= = = "0,1, ,                (1.3) 

was studied by Cinar in [11]. Yalcinkaya [12] has obtained the sufficient conditions for the 
global asymptotic stability of the system of two nonlinear difference equations 

1 1
1 1

1 1

, ,
1 1

n n n n
n n

n n n n

x y y xx y n
x y y x

− −
+ +

− −

+ +
= =

− −
"0,1, .=           (1.4) 

More recently, Din et al. [13] studied the equilibrium points, local asymptotic stability of an 

equilibrium point, instability of equilibrium points, periodicity behavior of positive solutions, 

and global character of an equilibrium point of the following fourth-order system of rational 

difference equations 

3 1 3
1 1

1 2 3 1 1 1 2 3

, ,n n
n n

n n n n n n n n

x yx y
y y y y x x x x

0,1, .nα α
β γ β γ

− −
+ +

− − − − − −

= =
+ +

"=     (1.5) 

In [14], Elsayed deals with the form of the solutions of the following rational difference 

system 

-1 -1
1 1

-1 -1

0,1, ,
1 1

n n
n n

n n n n

x yx y n
x y y x+ += = =

± + +
"

∓
， ，           (1.6) 

with nonzero real number initial conditions. Other related results on the difference equation 

can be found in references [15-28] and references therein. 

Based on the above results, we are mainly interested in study the asymptotic behavior and 

the expression of the solution for the following nonlinear rational difference equations 

 -3 -3
1 1

-3 -1 -3 -1

0,1, ,n n
n n

n n n n

x yx y n
A x y B y x+ += =
+ +

"， ， =         (1.7) 

where the parameters ,A B  and the initial conditions 3 2 1 0 3 2 1, , , , , , , 0x x x x y y y y− − − − − − are 

positive real numbers. 
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This paper proceeds as follows. In Section 2, we introduce some definitions and 

preliminary results. The main results and their proofs are given in Section 3. 

2. Preliminaries and notations 

In this section we prepare some materials used throughout this paper, namely notations, the 

basic definitions and preliminary results. We refer to the monographs of Kocic et al. [5, 29, 

30]. 

Lemma 2.1 Let ,x yI I  be some intervals of real numbers and 4 4: x y xf I I I× → , 

4 4: x yg I I I× → y  be continuously differentiable functions. Then for every initial conditions 

, the system of difference equations ( , ) , ( 3, 2, 1,0)i i x yx y I I i∈ × = − − −

1 -1 -2 -3 -1 -2 -3

1 -1 -2 -3 -1 -2 -3

( , , , , , , , ),
0,1, 2, ,

( , , , , , , , ),
n n n n n n n n n

n n n n n n n n n

x f x x x x y y y y
n

y g x x x x y y y y
+

+

=⎧
=⎨ =⎩

"        (2.1) 

has a unique solution .  n 3{( , )}n nx y ∞
=−

Definition 2.1 A point ( , ) x yx y I I∈ ×  is called an equilibrium point of system (2.1) if 

( )( , , , , , , , ), . , , , , , ,x f x x x x y y y y y g x x x x y y y y= = . 

That is, ( , ) ( , )n nx y x y=  for all when the initial conditions 1n ≥

0 1 2 3 0 1 2 3( , , , , , , , ) ( , , , , , , , )x x x x y y y y x x x x y y y y− − − − − − = . 

Definition 2.2 Let ( , )x y  be an equilibrium point of system (2.1). Then 
(1) The equilibrium ( , )x y  of system (2.1) is said to be stable relative to x yI I×  if for 

every 0ε > , there exits 0δ >  such that for any initial conditions 

( , )i i x yx y I I∈ × ( 3, 2, 1,0i )=− − − , with 0

3 ii
x x δ

=−
− <∑ , 0

3 ii
y y δ

=−
− <∑  implies 

,n nx x y yε ε− < − < . 

(2) The equilibrium ( , )x y  of system (2.1) is called an attractor relative to x yI I×  if for all 

( , )i i x yx y I I∈ × ( 3, 2, 1,0i )=− − − , limn nx x→∞  and limn ny y→∞ =  hold. =

(3) The equilibrium ( , )x y  of system (2.1) is called asymptotically stable relative to x yI I×  

if it is stable and an attractor. 
(4) The equilibrium ( , )x y of system (2.1) is called unstable if it is not stable. 

Definition 2.3 Let ( , )x y  be an equilibrium point of the system (2.1), and f  and  are 

continuously differentiable functions at 

g

( , )x y . The linearized system of system (2.1) about 
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the equilibrium point ( , )x y  is 

1 ( )n n J nX F X F X+ = =  

where  and 1 2 3 1 2 3( , , , , , , , )T
n n n n n n n n nX x x x x y y y y− − − − − −= JF  is a Jacobian matrix of the 

system (2.1) about the equilibrium point ( , )x y . 
Lemma 2.2 Assume that , is a system of difference equations and 1 ( ) , 0,1,n nX F X n+ = = "

X  is the equilibrium point of this system i.e., ( )F X X= . If all eigenvalues of the Jacobian 

matrix JF  about X  lie inside the open unit disk 1λ < , then X  is locally 

asymptotically stable. If one of them has a modulus greater than one, then X  is unstable. 

3. Main results and their proofs 

It is obviously, if or , then  is the unique equilibrium point of 
the system (1.7). 

1, 1A B> ≠ 1, 1B A> ≠ 0,0（ ）

Theorem 3.1 Let  be positive solutions of system (1.7), then for all , 3{ , }n n nx y ∞
=− 0k ≥

(1)  

3
1

2
1

1
1

0
1

, 4

, 4
0

, 4

, 4

k

k

n

k

k

x n k
A
x n k
Ax
x n k
A
x n k

A

−
+

−
+

−
+

+

⎧ = +⎪
⎪
⎪ = +⎪

≤ ≤ ⎨
⎪ = +
⎪
⎪
⎪ = +
⎩

1,

2,

3,

4.

      (2)  

3
1

2
1

1
1

0
1

, 4

, 4
0

, 4

, 4

k

k

n

k

k

y n k
B
y n k

By
y n k

B
y n k

B

−
+

−
+

−
+

+

⎧ = +⎪
⎪
⎪ = +⎪

≤ ≤ ⎨
⎪ = +
⎪
⎪
⎪ = +
⎩

1,

2,

3,

4.

    (3.1) 

Proof. This assertion is true for , Assume that it is true for 0k = k m= , then for , 
we have 

1k m= +

4( 1)-3 4 1 -3 3
4( 1) 1 1 ( 1) 1

4( 1) 1-3 4 2 -2 2
4( 1) 2 1 ( 1) 1

4( 1) 2-3 4 3 -1 1
4( 1) 3 1 ( 1) 1

4( 1) 4

1 , 4( 1) 1;

1 , 4( 1)

1 , 4( 1)

m m
m m m

m m
m m m

n
m m

m m m

m

x x x xx n
A A A A A

x x x xx n
A A A A Ax

x x x xx n
A A A A A

x

+ + −
+ + + + +

+ + + −
+ + + + +

+ + + −
+ + + + +

+ +

≤ = ≤ = = + +

2,

3,

m

m

m

≤ = ≤ = = + +
=

≤ = ≤ = = + +

≤ 4( 1) 3-3 4 4 0 0
1 ( 1) 1

1 , 4( 1)m m
m m

x x x x n m
A A A A A
+ + +

+ + +

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪ = ≤ = = + +
⎪⎩

4.
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4( 1)-3 4 1 -3 3
4( 1) 1 1 ( 1) 1

4( 1) 1-3 4 2 -2 2
4( 1) 2 1 ( 1) 1

4( 1) 2-3 4 3 -1 1
4( 1) 3 1 ( 1) 1

4( 1) 4

1 , 4( 1) 1;

1 , 4( 1)

1 , 4( 1)

m m
m m m

m m
m m m

n
m m

m m m

m

y y y yy n
B B B B B

y y y yy n
B B B B By

y y y yy n
B B B B B

y

+ + −
+ + + + +

+ + + −
+ + + + +

+ + + −
+ + + + +

+ +

≤ = ≤ = = + +

≤ = ≤ = = +
=

≤ = ≤ = = +

≤

2,

3,

m

m

m

+

+

4( 1) 3-3 4 4 0 0
1 ( 1) 1

1 , 4( 1)m m
m m

y y y y n m
B B B B B
+ + +

+ + +

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪ 4.= ≤ = = +
⎪⎩

+

 

This completes our inductive proof. 
Corollary 3.1 If , then by Theorem 3.1 1, 1A B> > 3{( , )}n n nx y ∞

=−  the solutions of the system 

(1.7) exponentially converges to the equilibrium poin . t 0, 0（ ）

Theorem 3.2 For the equilibrium point  of the system (1.7), the following results 

hold: 

0, 0（ ）

）(1) If , then the equilibrium point  of the system (1.7) is locally 
asymptotically stable.  

1, 1A B> > 0,0（

(2) If  or 1A < 1B < , then the equilibrium point  of the system (1.7) is unstable. 0,0（ ）

）

n

Proof. We can easily obtain that the linearized system of (1.7) about the equilibrium point 
 is 0, 0（

1n Dϕ ϕ+ =                            (3.2) 

where 

1

2

3

1

2

3

10 0 0 0 0 0 0

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0

,
10 0 0 0 0 0 0

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0

n

n

n

n
n

n

n

n

n

x A
x
x
x

D
y

By
y
y

ϕ

−

−

−

−

−

−

⎡ ⎤
⎢ ⎥⎡ ⎤
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦

 

the characteristic equation of (3.2) is 

4 41 1( ) ( )( )f
A B

λ λ λ 0= − − = .                    (3.3) 

(1) If , then we have 1, 1A B> >
1 1| | 1, | |
A B

1< < , this shows that all the roots of 

characteristic equation (3.3) lie inside unit disk. So the unique equilibrium  is 0, 0（ ）
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locally asymptotically stable.  

(2) It is easy to see that if  or 1A < 1B < , then there exists at least one root λ  of the 

characteristic equation (3.3) such that 1λ > . Thus, the equilibrium  of the 

system (1.7) is unstable when 

0, 0（ ）

1A <  or 1B < . 
By Corollary 3.1 and Theorem 3.2, we have the following result. 

Corollary 3.2 If , then the equilibrium point  is globally asymptotically 
stable. 

1, 1A B> > 0, 0（ ）

1

Theorem 3.3 If , then every solution of the system (1.7) is bounded when the 
initial conditions 

1A B= =

3 2 1 0 3 2, , , , , ,x x x x y y y− − − − − −  and 0y  are positive real numbers. 

Proof. It follows from Eq. (1.7) that 

-3 -3
1 -3 1

-3 -1 -3 -1

, .
1 1

n n
n n n

n n n n

x y
-3nx x y y

x y y x+ += ≤ = ≤
+ +

 

Then the subsequences 
{ 4 3nx − } , {0n

∞
= 4 2nx − } 0n

∞
= , { 4 1nx − } 0n

∞
= , { 4nx } 0n

∞
=  

are decreasing and so are bounded from above by M =max{ 3 2 1, , , 0x x x x− − − }, also, the 

subsequences 
{ 4 3ny − } , {0n

∞
= 4 2ny − } 0n

∞
= , { 4 1ny − } 0n

∞
= , { 4ny } 0n

∞
=  

are decreasing and so are bounded from above by =max{m 3 2 1, , , 0y y y y− − − }. Hence, every 

solution of the system (1.7) is bounded for any positive initial conditions. 
In next section, we study the expressions of the solutions for the systems (1.7) with the 

parameters . A B=

Theorem 3.4 If , suppose that A B= 3{( , )}n n nx y ∞
=−  are solutions of the system (1.7). Also, 

assume that 3 2 1 0 3 2, , , , , , 1x x x x y y y− − − − − −  and 0y  are arbitrary positive numbers and let 

3 2 1 0 3 2 1 0, , , , , , ,x a x b x c x d y e y f y g y h− − − − − −= = = = = = = = . Then 

2 2 11

4 3 2 1 2 2 1
0

2 2 11

4 2 2 1 2 2 1
0

2 1 21

4 1 2 2 2 1 2
0

2 1

4

,

,

,

i in

n i i i
i

i in

n i i i
i

i in

n i i i
i

i

n

A A ag Aag agx a
A A ag A ag Aag ag

A A bh Abh bhx b
A A bh A bh Abh bh

A A ce Ace cex c
A A ce A ce Ace ce

Ax d

−−

− + −
=

−−

− + −
=

+−

− + +
=

+

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+
=

∏

∏

∏

"
"

"
"

"
"

21

2 2 2 1 2
0

,
in

i i i
i

A df Adf df
A A df A df Adf df

−

+ +
=

+ + +
+ + + + +∏ "

"

           (3.4) 
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2 2 11

4 3 2 1 2 2 1
0

2 2 11

4 2 2 1 2 2 1
0

2 1 21

4 1 2 2 2 1 2
0

2 1

4

,

,

,

i in

n i i i
i

i in

n i i i
i

i in

n i i i
i

i

n

A A ce Ace cey e
A A ce A ce Ace ce

A A df Adf dfy f
A A df A df Adf df

A A ag Aag agy g
A A ag A ag Aag ag

Ay h

−−

− + −
=

−−

− + −
=

+−

− + +
=

+

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+
=

∏

∏

∏

"
"

"
"

"
"

21

2 2 2 1 2
0

,
in

i i i
i

A bh Abh bh
A A bh A bh Abh bh

−

+ +
=

+ + +
+ + + + +∏ "

"

           (3.5) 

where . 1, 2,n = "
Proof. If A B= , then the system (1.7) is reduced to 

-3 -3
1 1

-3 -1 -3 -1

.n
n n

n n n n

xx y
A x y A y x+ += =
+ +

， ny                (3.6) 

It is easy to prove that Eqs. (3.4) and (3.5) hold for 1n = . Now suppose that  
and that Eqs. (3.4) and (3.5) hold for

, 1k N k∈ >

1n k= − . That is, 

2 2 12

4 7 2 1 2 2 1
0

2 2 12

4 6 2 1 2 2 1
0

2 1 22

4 5 2 2 2 1 2
0

2

4 4

,

,

,

i ik

k i i i
i

i ik

k i i i
i

i ik

k i i i
i

i

k

A A ag Aag agx a
A A ag A ag Aag ag

A A bh Abh bhx b
A A bh A bh Abh bh

A A ce Ace cex c
A A ce A ce Ace ce

Ax d

−−

− + −
=

−−

− + −
=

+−

− + +
=

+

−

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

=

∏

∏

∏

"
"

"
"

"
"

1 22

2 2 2 1 2
0

,
ik

i i i
i

A df Adf df
A A df A df Adf df

−

+ +
=

+ + + +
+ + + + +∏ "

"

 

2 2 12

4 7 2 1 2 2 1
0

2 2 12

4 6 2 1 2 2 1
0

,

,

i ik

k i i i
i

i ik

k i i i
i

A A ce Ace cey e
A A ce A ce Ace ce

A A df Adf dfy f
A A df A df Adf df

−−

− + −
=

−−

− + −
=

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

∏

∏

"
"

"
"

 

2 1 22

4 5 2 2 2 1 2
0

2 1 22

4 4 2 2 2 1 2
0

,

.

i ik

k i i i
i

i ik

k i i i
i

A A ag Aag agy g
A A ag A ag Aag ag

A A bh Abh bhy h
A A bh A bh Abh bh

+−

− + +
=

+−

− + +
=

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

∏

∏

"
"

"
"

 

Then, it follows from Eq. (3.6) and our assumptions that 
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4 7
4 3

4 7 4 5
2 2 12

2 1 2 2 1
0

2 2 1 2 1 22 2

2 1 2 2 1 2 2 2 1 2
0 0

2

k
k

k k
i ik

i i i
i

i i i ik k

i i i i i i
i i

i

xx
A x y

A A ag Aag aga
A A ag A ag Aag ag

A A ag Aag ag A A ag Aag agA a g
A A ag A ag Aag ag A A ag A ag Aag ag
Aa

−
−

− −

−−

+ −
=

− +− −

+ − + +
= =

=
+

+ + + +
+ + + + +=

+ + + + + + + +
+

+ + + + + + + + + +

+

=

∏

∏ ∏

"
"

" "
" "

2 12

2 1 2 2 1
0

2 2 2 1

2 2 1 2 2 2 12

2 1 2 2 1 2 1 2 2
0

2 2 1

1

ik

i i i
i

k k

i i k kk

i i i k k
i

i i

A ag Aag ag
A A ag A ag Aag ag

A ag
A A ag Aag ag

A A ag Aag ag A A ag Aag aga
A A ag A ag Aag ag A A ag Aag ag

A A aga

−−

+ −
=

− −

− − −−

+ − − −
=

−

+ + +
+ + + + +

+
+ + + +

⎛ ⎞+ + + + + + + +
= ⎜ ⎟+ + + + + + + + +⎝ ⎠

+ +
=

∏

∏

"
"

"

" "
" "

"1

2 1 2 2 1
0

.
k

i i i
i

Aag ag
A A ag A ag Aag ag

−

+ −
=

+ +
+ + + + +∏ "

 

That is 

 
2 2 11

4 3 2 1 2 2 1
0

i ik

k i i i
i

A A ag Aag agx a
A A ag A ag Aag ag

−−

− + −
=

+ + + +
=

+ + + + +∏ "
"

.  

In addition to, by Eq. (3.6) and our assumptions one has 

4 7
4 3

4 7 4 5
2 2 12

2 1 2 2 1
0

2 2 1 2 1 22 2

2 1 2 2 1 2 2 2 1 2
0 0

2

k
k

k k
i ik

i i i
i

i i i ik k

i i i i i i
i i

i

yy
A y x

A A ce Ace cee
A A ce A ce Ace ce

A A ce Ace ce A A ce Ace ceA e c
A A ce A ce Ace ce A A ce A ce Ace ce
Ae

−
−

− −

−−

+ −
=

− +− −

+ − + +
= =

=
+

+ + + +
+ + + + +=

+ + + + + + + +
+

+ + + + + + + + + +

+

=

∏

∏ ∏

"
"

" "
" "

2 12

2 1 2 2 1
0

2 2 2 1

2 2 1 2 2 2 12

2 1 2 2 1 2 1 2 2
0

2 2 1

1

ik

i i i
i

n n

i i k kk

i i i k k
i

i i

A ce Ace ce
A A ce A ce Ace ce

A ce
A A ce Ace ce
A A ce Ace ce A A ce Ace cee

A A ce A ce Ace ce A A ce Ace ce

A A cee

−−

+ −
=

− −

− − −−

+ − − −
=

−

+ + +
+ + + + +

+
+ + + +

⎛ ⎞+ + + + + + + +
= ⎜ ⎟+ + + + + + + + +⎝ ⎠

+ +
=

∏

∏

"
"

"
" "

" "

"1

2 1 2 2 1
0

.
k

i i i
i

Ace ce
A A ce A ce Ace ce

−

+ −
=

+ +
+ + + + +∏ "

 

That is, 
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2 2 11

4 3 2 1 2 2 1
0

i ik

k i i i
i

A A ce Ace cey e
A A ce A ce Ace ce

−−

− + −
=

+ + + +
=

+ + + + +∏ "
"

. 

Similarly, one can prove 
2 2 11

4 2 2 1 2 2 1
0

2 1 21

4 1 2 2 2 1 2
0

2 1 21

4 2 2 2 1 2
0

,

,

,

i ik

k i i i
i

i ik

k i i i
i

i ik

k i i i
i

A A bh Abh bhx b
A A bh A bh Abh bh

A A ce Ace cex c
A A ce A ce Ace ce

A A df Adf dfx d
A A df A df Adf df

−−

− + −
=

+−

− + +
=

+−

+ +
=

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

∏

∏

∏

"
"

"
"

"
"

 

2 2 11

4 2 2 1 2 2 1
0

2 1 21

4 1 2 2 2 1 2
0

2 1 21

4 2 2 2 1 2
0

,

,

.

i ik

k i i i
i

i ik

k i i i
i

i ik

k i i i
i

A A df Adf dfy f
A A df A df Adf df

A A ag Aag agy g
A A ag A ag Aag ag

A A bh Abh bhy h
A A bh A bh Abh bh

−−

− + −
=

+−

− + +
=

+−

+ +
=

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

+ + + +
=

+ + + + +

∏

∏

∏

"
"

"
"

"
"

 

Hence, Eqs. (3.4) and (3.5) hold for n k= . The proof is complete according to the 
mathematical induction. 
Corollary 3.3 If 1A B= = , suppose that 3{( , )}n n nx y ∞

=−  are solutions of the system (1.7). 

Also, assume that 3 2 1 0 3 2, , , , , , 1x x x x y y y− − − − − −  and 0y  are arbitrary positive numbers and let 

3 2 1 0 3 2 1 0, , , , , , ,x a x b x c x d y e y f y g y h− − − − − −= = = = = = = = , then one has 
1 1

4 3 4 2
0 0

1 1

4 1 4
0 0

1 2 1 2, ,
1 (2 1) 1 (2 1)
1 (2 1) 1 (2 1), ,
1 (2 2) 1 (2 2)

n n

n n
i i

n n

n n
i i

iag ibhx a x b
i ag i bh
i ce i dfx c x d
i ce i df

− −

− −
= =

− −

−
= =

+ +
= =

+ + + +

+ + + +
= =

+ + + +

∏ ∏

∏ ∏
 

1 1

4 3 4 2
0 0

1 1

4 1 4
0 0

1 2 1 2, ,
1 (2 1) 1 (2 1)
1 (2 1) 1 (2 1), ,
1 (2 2) 1 (2 2)

n n

n n
i i

n n

n n
i i

ice idfy e y f
i ce i df
i ag i bhy g y h
i ag i bh

− −

− −
= =

− −

−
= =

+ +
= =

+ + + +

+ + + +
= =

+ + + +

∏ ∏

∏ ∏
 

where . 1, 2,n = "

4. Conclusions 
It is obvious that the system of two rational difference equations (1.7) is the extension of the 
models in [9, 10, 13, 14]. In this paper, we investigated the globally asymptotically stable of 
the equilibrium point for the difference equation (1.7) with the parameters , 
and the unstable of the equilibrium point  with the parameter  or 

0,0（ ） 1, 1A B> >

(0,0) 1A < 1B <  using 
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linearization method. Moreover, the expressions of solutions of the system (1.7) with the 
parameters  are obtained according to the mathematical induction. This paper 
presents the use of a variational iteration method and mathematical induction for systems of 
nonlinear difference equations. This technique is a powerful tool for solving various 
difference equations and can also be applied to other nonlinear differential equations in 
mathematical physics. In addition, the sufficient conditions that we obtained are very simple, 
which provide flexibility for the application and analysis of nonlinear difference equation. In 
addition, the system can be used to analyze and describe the pier buffering isolation system. 

A B=
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1. Introduction 

The joint probability density function(pdf) and marginal pdf of order statistics of 

independent but not necessarily identically distributed(innid) random variables was 

derived by Vaughan and Venables[22]  by means of permanents. In addition, 

Balakrishnan[3], and Bapat and Beg[8] obtained the joint pdf and distribution 

function(df) of order statistics of innid random variables by means of permanents. In the 

first of two papers, Balasubramanian et al.[5] obtained the distribution of single order 

statistic in terms of distribution functions of the minimum and maximum order statistics 

of some subsets of  },...,,{ 21 nXXX  where iX ’s are innid random variables. Later, 

Balasubramanian et al.[6] generalized their previous results[5] to the case of the joint 

distribution function of several order statistics. Recurrence relationships among the 

distribution functions of order statistics arising from innid random variables were 

obtained by Cao and West[10]. Using multinomial arguments, the pdf of 1: nrX  (1 r  

n+1) was obtained by Childs and Balakrishnan[11] by adding another independent 

random variable to the original n variables nXXX ,...,, 21 . Also, Balasubramanian et 
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2 

 

al.[7] established the identities satisfied by distributions of order statistics from non-

independent non-identical variables through operator methods based on the difference 

and differential operators. In a paper published in 1991, Beg[9] obtained several 

recurrence relations and identities for product moments of order statistics of innid 

random variables using permanents. Recently, Cramer et al.[13] derived the expressions 

for the distribution and density functions by Ryser’s method and the distributions of 

maxima and minima based on permanents.  

A multivariate generalization of classical order statistics for random samples from a 

continuous multivariate distribution was defined by Corley[12]. Guilbaud[17] expressed 

the probability of the functions of innid  random vectors as a linear combination of 

probabilities of the functions of  independent and identically distributed(iid) random 

vectors and thus also for order statistics of random variables. Expressions for 

generalized joint densities of order statistics of iid random variables in terms of Radon-

Nikodym derivatives with respect to product measures based on df were derived by 

Goldie and Maller[16]. Several identities and recurrence relations for pdf and df of order 

statistics of iid random variables were established by numerous authors including 

Arnold et al.[1], Balasubramanian and Beg[4], David[14], and Reiss[21]. Furthermore, 

Arnold et al.[1], David[14], Gan and Bain[15], and Khatri[18] obtained the probability 

function(pf) and df of order statistics of iid random variables from a discrete parent. 

Balakrishnan[2] showed that several relations and identities that have been derived for 

order statistics from continuous distributions also hold for the discrete case. In a paper 

published in 1986, Nagaraja[19] explored the behavior of higher order conditional 

probabilities of order statistics in a attempt to understand the structure of discrete order 

statistics. Later, Nagaraja[20] considered some results on order statistics of a random 

sample taken from a discrete population.  

In general, the distribution theory for order statistics is complex when the parent 

distribution is discrete. In this study, the joint distributions of p order statistics of innid 

discrete random variables are obtained as an p fold integral. 
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As far as we know, these approaches have not been considered in the framework of 

order statistics from innid discrete random variables. 

From now on, the subscripts and superscripts are defined in the first place in which 

they are used and these definitions will be valid unless they are redefined. 

Let nXXX ,...,, 21  be innid discrete random variables and nnnn XXX ::2:1 ...  be 

the order statistics obtained by arranging the n iX ’s in increasing order of magnitude. 

Let iF  and if  be df and pf of iX  (i =1, 2,…, n), respectively. For notational 

convenience we write
1 2, ,..., pz z z
 , 

11 ,...,, kmkm pp

,   and 
V

  instead of 
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1 2 1 3 2 10
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22

...
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 and 

 

1 21 2

(1) ( 1)

1 1

( )( ) ( )

0

...
i pi i rr r p

p
i ir r p

F xF x F x

v v 



    in 

the expressions below, respectively .)..,2,1,0( ix 0( 0)z  .  

 

2. Theorems for distribution and probability functions 
 

In this section, the theorems related to pf and df of nrnrnr p
XXX ::: ,...,,

21
 

(1 nrrr p  ...21 , p=1, 2,…, n) will be given. We will now express the following 

theorem for the joint pf of order statistics of innid discrete random variables.  

 

Theorem 2.1. 

1 2

1

11
( ) ( 1) ( )

, ,..., : 1 2
1 1 1

( , ,..., ) D [ ]
w

p l l rw
w

rp p
w w w

r r r n p i i i
P w l r w

f x x x v v dv





   

 
   

 
    ,       (2.1) 
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where 1 2 ... px x x   , 
P

denotes the sum over all !n  permutations ),...,,( 21 niii  of 

(1,2,…,n), 1
1

1
1 ])!1([D 




 

p

w
ww rr , 00 r , 11  nrp , 0)0( 

li
v , 1)1( p

il
v  and 

( ) ( )
( )

 [ ( )] ( )
( )

l

r rl w w l
rw

i ww w
i i i w i w

i w

f x
v v F x F x

f x
     . 

Proof. Consider the event  

},...,,{ :2:1: 21 pnrnrnr xXxXxX
p
 . 

 The above event can be realized mutually exclusive as follows: 11 1 kr   

observations are less than 1x , 1w wk m   (w=1, 2,…, p) observations are equal to wx , 

111   rmkr  ( p 3,..., 2, ) observations are in interval ),( 1  xx  and 

pp rmn   observation exceed px . The probability function of the above event can be 

written as 

},...,,{),...,,( :2:1:21:,...,, 2121 pnrnrnrpnrrr xXxXxXPxxxf
pp

 .       (2.2) 

(2.2) can be expressed as 

1 2, ,..., : 1 2( , ,..., )
pr r r n pf x x x  

1 1 1 1

11

1
, ..., , 1 1 1

C [ ( ) ( ) ] ( )
w w w w

l l j

p p w w w w
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i w i w i w
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 
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 
      ,      (2.3) 

where 
1

1 1
1 1

1 1
C [( 1 )!] [( 1 )!] ,

p p

w w w w w w
w w

r k m r k m


 
 

 

 
       
 
   ,00 m  ,01 pk 0)( 0 xF

li
, 

1)( 1 pi xF
l

, )()( wiwi xXPxF
ll
  and 111   wwww rrkm  (w =1, 2,…, p+1). 

(2.3) can be written as  

1 2
1 1 1 1

11

, ,..., : 1 2 1
, ..., , 1 1

( , ,..., ) C [ ( ) ( ) ]
w w

p l l
p p w w

r kp

r r r n p i w i w
m k m k P w l r m

f x x x F x F x
 

 


   

 
    

 
     
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11
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       

   
         (2.4) 

Also, (2.4) can be clearly written as 
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The following expression can be written from the last identity. 
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In (2.5), if )()( )(  wiwiw
w

i xFxfyv
jjj

, the following identity is obtained. 
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where n  and using (2.7) for each 1wm  and wk  in (2.6), we get  
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Thus, the proof is completed. 

 

Specially, in Theorem 2.1, by taking 2p  , 3n  , 1 1r  , 2 2r  , 
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Morever, the above identity in the iid case can be expressed as 

2
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This result is obtained, if 1i  , 2j   and 3n   in equation (6) in [18]. 

In case 1 2 ... px x x   , 
1 2
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r r rp
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in (2.1), where ...   is to be carried out over the region: 
1 2

(1) (2) ( )... ,
r r rp

p
i i iv v v    

   
1 11

(1)
1 1 ,

r rri i iF x v F x      
2 22

(2)
2 2 ,

r rri i iF x v F x   …,    ( )

r rp r pp

p
i p i i pF x v F x    .  
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2 1 1 1 1 2 1 1 1

2 2

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 1 3 3
2 2 1 1 1 2 2 3 1

2 2

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 1 1 1 3
1 ( ) ( ) ( ) ( )
2

F x F x f x F x     

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  2 3 32 2
3 1 1 1 1 3 1 1 1

3 3

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 1 2 2
3 3 1 1 1 3 3 2 1

3 3

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 1 1 1 2
1 ( ) ( ) ( ) ( )
2

F x F x f x F x     


 

  2 3 33 3
1 2 2 2 2 1 2 2 2

1 1

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 2 3 3
1 1 2 2 2 1 1 3 2

1 1

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 2 2 2 3
1 ( ) ( ) ( ) ( )
2

F x F x f x F x     


 

  2 3 31 1
3 2 2 2 2 3 2 2 2

3 3

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 2 1 1
3 3 2 2 2 3 3 1 2

3 3

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 2 2 2 1
1 ( ) ( ) ( ) ( )
2

F x F x f x F x     


 

  2 3 31 1
2 3 3 3 3 2 3 3 3

2 2

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 3 1 1
2 2 3 3 3 2 2 1 3

2 2

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 3 3 3 1
1 ( ) ( ) ( ) ( )
2

F x F x f x F x     


 

  2 3 32 2
1 3 3 3 3 1 3 3 3

1 1

( ) ( )1 1 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 ( ) 6 ( )

f x f xF x f x F x F x f x F x f x F x F x
f x f x


          



 3 2 2
1 1 3 3 3 1 1 2 3

1 1

( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 2 ( )

f x f x f xF x F x F x F x f x F x F x F x f x
f x f x

       

 3 3 3 2
1 ( ) ( ) ( ) ( ) .
2

F x F x f x F x     

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Morever, the above identity in the iid case can be expressed as 

  2 3 36 ( ) ( ) 3 ( ) ( ) ( ) 3 ( ) ( ) ( ) ( ) 6 ( ) ( ) ( )F x f x F x F x f x F x f x F x F x F x F x f x           
   3 ( ) ( ) ( ) ( ) 6 ( ) ( ) ( ) 3 ( ) ( ) ( ) ( )F x F x F x f x F x F x f x F x F x f x F x         

2 3 36 ( ) ( ) 3 ( ) ( ) 3 ( ) ( ) 3 ( ) ( ) ( ) ( )F x f x F x f x F x f x F x f x F x F x       
2 2 2 23 ( ) 3 ( ) ( ) ( ) 3 ( ) 3 ( ) ( ) ( )f x F x f x f x F x F x f x f x      

 3 2( ) 3 ( ) 1 ( ) .f x f x F x    

This result is obtained, if 1r  , 2s   and 3n   in equation (2.4.3) in [14]. 

 

We will now express the following theorem to obtain the joint df of order statistics of 

innid discrete random variables.  

Theorem 2.2. 

1 2

1

11
( ) ( 1) ( )

, ,..., : 1 2
1 1 1

( , ,..., ) D [ ]
w

p l l rw
w

rp p
w w w

r r r n p i i i
P w l r wV

F x x x v v dv





   

 
   

 
    .       (2.8) 

Proof. We have 

1 2 1 2
1 2

, ,..., : 1 2 , ,..., : 1 2
, ,...,

( , ,..., ) ( , ,..., )
p p

p

r r r n p r r r n p
z z z

F x x x f z z z  .                   (2.9) 

Using (2.1) in (2.9), (2.8) is obtained. 

3. Results for distribution and probability functions 

 

In this section, the results related to pf and df of  nrnrnr p
XXX ::: ,...,,

21
 will be 

given. We will express the following result for pf of the rth order statistic of innid 

discrete random variables. 

Result 3.1. 

     1

1

1
1

1

1

)(

)(11
1: 1

1

1
11

11

1
]1[ 

)!()!1(
1)(

rll

ri

ri

i

n

rl
i

r

l
i

P

xF

xF
nr dvvv

rnr
xf 



















  






.       (3.1) 

 
 
Proof. In (2.1), if 1p , (3.1) is obtained.  
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In Result 3.2 and Result 3.3, the pf ’s of minimum and maximum order statistics 

of innid discrete random variables are given, respectively. 

Result 3.2.  

   1

2

1
)(

)(
1:1 1

11

11

]1[ 
)!1(

1)( i

n

l
i

P

xF

xF
n dvv

n
xf

l

i

i












  



.         (3.2) 

 
 
Proof. Putting 11 r  in (3.1), one will get (3.2).  

 

Result 3.3.  

   1
1

1

1
)(

)(
1:   

)!1(
1)(

1

1

nl

ni

ni

i
P

n

l
i

xF

xF
nn dvv

n
xf   















.          (3.3) 

 
 
Proof. On taking nr 1  in (3.1), one will get (3.3). 

 

In the following result, we will give the joint pf of npnn XXX ::2:1 ,...,, .  

Result 3.4. If 1 2 ... px x x   , 

( ) ( )
1,2,..., : 1 2

1 1

1( , ,..., )  ... [1 ]
( )! l w

pn
p w

p n p i i
P l p w

f x x x v dv
n p   

 
    

    ,        (3.4) 

where ...   is to be carried out over the region: 
1 2

(1) (2) ( )...
p

p
i i iv v v   , 

   
1 11

(1)
1 1 ,i i iF x v F x      

2 22

(2)
2 2 ,i i iF x v F x   …,    ( )

p pp

p
i p i i pF x v F x   . 

Proof. On taking wr w  for 1, 2, ...,w p  and ...   instead of  in (2.1), one 

will get (3.4). 
 

 We will now give three results for the df of single order statistic of innid discrete 

random variables. 
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Result 3.5.  
 

     1

1

1
1

1

1

)(

011
1: 1

1

1
11

1
]1[ 

)!()!1(
1)(

rll

ri

i

n
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i

r

l
i

P

xF

nr dvvv
rnr

xF 


















  






.       (3.5) 

 
Proof. On taking 1p  in (2.8), one will get (3.5). 

 
 

Result 3.6.  
 

   1

2

1
)(

0
1:1 1

11

]1[ 
)!1(

1)( i

n

l
i

P

xF

n dvv
n

xF
l

i












  



.          (3.6) 

 
 
Proof. Putting 11 r  in (3.5), one will get (3.6). 
 
Result 3.7.  
 

   1
1

1

1
)(

0
1:

1

 
)!1(

1)(
nl

ni

i
P

n

l
i

xF

nn dvv
n

xF   














.          (3.7) 

 
 
Proof. On taking nr 1  in (3.5), one will get (3.7). 

Specially, in (3.7), by taking n=2 and     1

1 2 2 1

2

11 1
1 1

1

( )
 [ ( )] ( )

( )
i

i i i i
i

f x
v v F x F x

f x
     , the 

following identity is obtained. 

   

      
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2 1

2 2 2 1
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1 1

2:2 1
0

( )21
11 1

1 1
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1 1

1 1 1 1
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i i
P
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i i i i
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v f x
v F x v F x
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F x f x
F x F x F x F x

f x



  
            

          

 



2
2 1 1 1

2 1 2 1 2 1 1 1
2 1

2
1 1 2 1

1 1 1 1 1 1 2 1
1 1

( ) ( )           ( ) ( ) ( ) ( )
2 ( )

( ) ( )              ( ) ( ) ( ) ( ).
2 ( )

P

F x f xF x F x F x F x
f x

F x f xF x F x F x F x
f x




 

     
 
 
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 

  
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Morever, the above identity for iid case can be expressed as 
 

2
2:2 1 1( )  ( ).F x F x  

Also, the above identity for 1 1x   can be written as 
 

 

2
2:2

2

(1)  (1)

          (0) (1) .

F F

f f



 
 

 
In the following result, we will give the joint df of npnn XXX ::2:1 ,...,, .  

Result 3.8.  
1 21 2

(1) ( 1)
1 1

( )( ) ( )
( ) ( )

1,2,..., : 1 2
1 10

1( , ,..., )  ... [1 ]
( )!

i pi i p

l w
p

i ip

F xF x F x pn
p w

p n p i i
P l p wv v

F x x x v dv
n p 


  

 
  

  
     .  (3.8) 

 
Proof. On considering wr w  for 1, 2, ...,w p  from (2.8), one will get (3.8). 
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