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SOME NEW RESULTS ON PRODUCTS OF THE

APOSTOL-GENOCCHI POLYNOMIALS

YUAN HE

Abstract. We perform a further investigation for the Apostol-Genocchi poly-

nomials numbers. By making use of the generating function methods and sum-
mation transform techniques, we establish some new formulae for products of

any arbitrary number of the Apostol-Genocchi polynomials and numbers. The

results presented here are the corresponding generalizations of some known for-
mulae on the classical Genocchi polynomials and numbers.

1. Introduction

The classical Bernoulli polynomials Bn(x) and the classical Genocchi polynomi-
als Gn(x) are usually defined by means of the following generating functions:

text

et − 1
=

∞∑
n=0

Bn(x)
tn

n!
(|t| < 2π) (1.1)

and

2text

et + 1
=
∞∑
n=0

Gn(x)
tn

n!
(|t| < π). (1.2)

The rational numbers Bn and Gn given by

Bn = Bn(0) and Gn = Gn(0) (1.3)

are called the classical Bernoulli numbers and the classial Genocchi numbers, re-
spectively. These polynomials and numbers play important roles in different areas
of mathematics such as number theory, combinatorics, special functions and anal-
ysis. Numerous interesting properties for them can be found in many books and
papers; see for example, [7, 14, 17, 18, 19, 26, 27, 29, 30, 31].

We now turn to some widely-investigated analogues of the classical Bernoulli
polynomials Bn(x) and the classical Genocchi polynomials Gn(x), i.e., the Apostol-
Bernoulli polynomials Bn(x;λ) and the Apostol-Genocchi polynomials Gn(x;λ).
They are usually defined by means of the following generating functions (see, e.g.,
[20, 21, 24]):

text

λet − 1
=
∞∑
n=0

Bn(x;λ)
tn

n!
(1.4)

(|t| < 2π when λ = 1; |t| < | log λ| when λ 6= 1)

2010 Mathematics Subject Classification. 11B68; 05A19.
Keywords. Apostol-Bernoulli polynomials; Apostol-Genocchi polynomials; Convolution for-

mulae; Recurrence relations.
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and

2text

λet + 1
=
∞∑
n=0

Gn(x;λ)
tn

n!
(1.5)

(|t| < π when λ = 1; |t| < | log(−λ)| when λ 6= 1)

In particular, Bn(λ) and Gn(λ) given by

Bn(λ) = Bn(0;λ) and Gn(λ) = Gn(0;λ) (1.6)

are called the Apostol-Bernoulli numbers and the Apostol-Genocchi numbers, re-
spectively. Obviously, Bn(x;λ) and Gn(x;λ), respectively, reduces to Bn(x) and
Gn(x) when λ = 1. It is worth mentioning that the Apostol-Bernoulli polynomi-
als were firstly introduced by Apostol [3] (see also Srivastava [28] for a systematic
study) in order to evaluate the value of the Hurwitz-Lerch zeta function. For some
related results on the Apostol type polynomials and numbers, one can consult to
[6, 8, 11, 16, 22, 24, 33].

The idea of the present paper stems from the work of Agoh [1, 2]. We establish
some new formulae of products of any arbitrary number of the Apostol-Genocchi
polynomials and numbers by making use of the generating function methods and
summation transform techniques. It turns out that some results presented here are
the corresponding generalizations of several known formulae including the recent
ones discovered by Agoh [2] on the classical Genocchi polynomials and numbers.

2. The statement of results

Let n be a positive integer and let m1, . . . ,mn be non-negative integers. In
the following we denote by [tm1

1 · · · tmn
n ]f(t1, . . . , tn) the coefficients of tm1

1 · · · tmn
n

in f(t1, . . . , tn). We first recall the elementary and beautiful idea contributed to
Euler, namely (see, e.g., [4, 5])

(1+x1)(1+x2)(1+x3) · · · = (1+x1)+x2(1+x1)+x3(1+x1)(1+x2)+ · · · . (2.1)

Obviously, the finite form of (2.1) can be expressed as

(1 + x1)(1 + x2) · · · (1 + xn) = (1 + x1) + x2(1 + x1) + · · ·
+ xn(1 + x1)(1 + x2) · · · (1 + xn−1). (2.2)

We shall make use of (2.2) to establish some new formulae for products of any
arbitrary number of the Apostol-Genocchi polynomials and numbers. It is easily
seen that for 1 ≤ r ≤ n, substituting xr − 1 for xr in (2.2) gives

x1 · · ·xn − 1 =
n∑
r=1

(xr − 1)x1 · · ·xr−1, (2.3)

where the product x1 · · ·xr−1 is considered to be equal to 1 when r = 1. If we take
xr = −λretr for 1 ≤ r ≤ n in (2.3) then we have

(−1)nλ1 · · ·λnet1+···+tn − 1 =
n∑
r=1

(−1)r(λre
tr + 1)

r−1∏
k=1

λke
tk . (2.4)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

592 YUAN HE 591-600



RESULTS ON PRODUCTS OF THE APOSTOL-GENOCCHI POLYNOMIALS 3

It follows from (2.4) that

n∏
i=1

2tie
xiti

λieti + 1
=

1

(−1)nλ1 · · ·λnet1+···+tn − 1

×
n∑
r=1

(−1)r(λre
tr + 1)

r−1∏
k=1

λke
tk

n∏
i=1

2tie
xiti

λieti + 1
. (2.5)

Observe that

(λre
tr + 1)

r−1∏
k=1

λke
tk

n∏
i=1

2tie
xiti

λieti + 1

= 2tre
xr(t1+···+tn)

r−1∏
i=1

λi
2tie

(xi−xr+1)ti

λieti + 1

n∏
i=r+1

2tie
(xi−xr)ti

λieti + 1
. (2.6)

Hence, by applying (2.6) to (2.5), we get

n∏
i=1

2tie
xiti

λieti + 1
=

n∑
r=1

(−1)r
2tre

xr(t1+···+tn)

(−1)nλ1 · · ·λnet1+···+tn − 1

×
r−1∏
i=1

λi
2tie

(xi−xr+1)ti

λieti + 1

n∏
i=r+1

2tie
(xi−xr)ti

λieti + 1
, (2.7)

which means[
tm1
1

m1!
· · · t

mn
n

mn!

]( n∏
i=1

2tie
xiti

λieti + 1

)

= m1! · · ·mn!
n∑
r=1

(−1)r[tm1
1 · · · t

mr−1

r−1 tmr−1
r t

mr+1

r+1 · · · tmn
n ]

×
(

2exr(t1+···+tn)

(−1)nλ1 · · ·λnet1+···+tn − 1

r−1∏
i=1

λi
2tie

(xi−xr+1)ti

λieti + 1

×
n∏

i=r+1

2tie
(xi−xr)ti

λieti + 1

)
. (2.8)

It is trivial to get[
tm1
1

m1!
· · · t

mn
n

mn!

]( n∏
i=1

2tie
xiti

λieti + 1

)
=

n∏
i=1

Gmi
(xi;λi). (2.9)

We next consider the right hand side of (2.8). Since B0(x;λ) = 0 when λ 6= 1 and
G0(x;λ) = 0 (see, e.g., [20, 23]) , then by (1.3) we have

ext

λet − 1
=
∞∑
n=0

Bn+1(x;λ)

n+ 1

tn

n!
(λ 6= 1), (2.10)

and

2ext

λet + 1
=

∞∑
n=0

Gn+1(x;λ)

n+ 1

tn

n!
. (2.11)
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Notice that for non-negative integer N (see, e.g., [32]),

(t1 + · · ·+ tn)N =
∑

k1+···+kn=N
k1,...,kn≥0

(
N

k1, . . . , kn

)
tk11 · · · tknn , (2.12)

where
(

n
r1,...,rk

)
denotes by the multinomials coefficient given by(

n

r1, . . . , rk

)
=

n!

r1! · · · rk!
(n, r1, . . . , rk ≥ 0). (2.13)

So from (2.10) and (2.11), we obtain that for even integer n and λ1 · · ·λn 6= 1,

exr(t1+···+tn)

(−1)nλ1 · · ·λnet1+···+tn − 1

=

∞∑
N=0

BN+1(xr;λ1 · · ·λn)

N + 1

∑
k1+···+kn=N
k1,...,kn≥0

tk11
k1!
· · · t

kn
n

kn!
, (2.14)

and for odd integer n,

2exr(t1+···+tn)

(−1)nλ1 · · ·λnet1+···+tn − 1

= −
∞∑
N=0

GN+1(xr;λ1 · · ·λn)

N + 1

∑
k1+···+kn=N
k1,...,kn≥0

tk11
k1!
· · · t

kn
n

kn!
. (2.15)

It follows from (1.3), (1.4), (2.8), (2.9), (2.14) and (2.15) that if n is an even integer,
then for positive integers m1, . . . ,mn and λ1 · · ·λn 6= 1,

Gm1
(x1;λ1)Gm2

(x2;λ2) · · · Gmn
(xn;λn)

= 2
n∑
r=1

(−1)r
∑

k1,··· ,kr−1,kr+1,··· ,kn≥0

m1! · · ·mn!

k1! · · · kr−1! · (mr − 1)! · kr+1! · · · kn!

×
Bk1+···+kr−1+(mr−1)+kr+1+···+kn+1(xr;λ1 · · ·λn)

k1 + · · ·+ kr−1 + (mr − 1) + kr+1 + · · ·+ kn + 1

×
r−1∏
i=1

λi
Gmi−ki(xi − xr + 1;λi)

(mi − ki)!

n∏
i=r+1

Gmi−ki(xi − xr;λi)
(mi − ki)!

. (2.16)

and if n is an odd integer, then for positive integers m1, . . . ,mn,

Gm1
(x1;λ1)Gm2

(x2;λ2) · · · Gmn
(xn;λn)

=
n∑
r=1

(−1)r−1
∑

k1,··· ,kr−1,kr+1,··· ,kn≥0

m1! · · ·mn!

k1! · · · kr−1! · (mr − 1)! · kr+1! · · · kn!

×
Gk1+···+kr−1+(mr−1)+kr+1+···+kn+1(xr;λ1 · · ·λn)

k1 + · · ·+ kr−1 + (mr − 1) + kr+1 + · · ·+ kn + 1

×
r−1∏
i=1

λi
Gmi−ki(xi − xr + 1;λi)

(mi − ki)!

n∏
i=r+1

Gmi−ki(xi − xr;λi)
(mi − ki)!

. (2.17)
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Thus, by replacing ki by mi − ki for i 6= r in (2.16) and (2.17), we obtain the
following formulae for products of an arbitrary number of the Apostol-Genocchi
polynomials.

Theorem 2.1. Let m1, · · · ,mn be n positive integers. If n is an even integer, then

Gm1(x1;λ1)Gm2(x2;λ2) · · · Gmn(xn;λn)

= 2
∑

k1+···+kn=m1+···+mn
k1,...,kn≥0

n∑
r=1

(−1)r
mr

kr
Bkr (xr;λ1 · · ·λn)

×
r−1∏
i=1

(
mi

ki

)
λiGki(xi − xr + 1;λi)

×
n∏

i=r+1

(
mi

ki

)
Gki(xi − xr;λi) (λ1 · · ·λn 6= 1). (2.18)

If n is an odd integer, then

Gm1
(x1;λ1)Gm2

(x2;λ2) · · · Gmn
(xn;λn)

=
∑

k1+···+kn=m1+···+mn
k1,...,kn≥0

n∑
r=1

(−1)r−1
mr

kr
Gkr (xr;λ1 · · ·λn)

×
r−1∏
i=1

(
mi

ki

)
λiGki(xi − xr + 1;λi)

n∏
i=r+1

(
mi

ki

)
Gki(xi − xr;λi). (2.19)

It follows that we show some special cases of Theorem 2.1. Since the Apostol-
Genocchi polynomials satisfy the following difference equation (see, e.g., [23]):

λGn(x+ 1;λ) + Gn(x;λ) = 2nxn−1 (n ≥ 0), (2.20)

by taking n = 2 in Theorem 2.1, we get that for positive integers m,n and λµ 6= 1,

Gm(x;λ)Gn(y;µ) = 2n
m∑
k=0

(
m

k

)
{2k(x− y)k−1 − Gk(x− y;λ)}Bm+n−k(y;λµ)

m+ n− k

− 2m
n∑
k=0

(
n

k

)
Gk(y − x;µ)

Bm+n−k(x;λµ)

m+ n− k
. (2.21)

The identity (2.21) can be also found in [12] where it was further considered the case
λµ = 1. We also refer to [9, 10, 35] for some similar formulae to (2.21). If we take
n = 3 in Theorem 2.1, in light of the symmetric relation for the Apostol-Genocchi
polynomials (see, e.g., [23]):

λGn(1− x;λ) = (−1)n+1Gn
(
x;

1

λ

)
(n ≥ 0), (2.22)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

595 YUAN HE 591-600



6 YUAN HE

we obtain that for positive integers m1,m2,m3,

Gm1
(x1;λ1)Gm2

(x2;λ2)Gm3
(x3;λ3)

=
∑

k1+k2+k3=m1+m2+m3
k1,k2,k3≥0

{
m1

k1

(
m2

k2

)(
m3

k3

)
Gk1(x1;µ)Gk2(x2−x1;λ2)Gk3(x3−x1;λ3)

+
m2

k2

(
m1

k1

)(
m3

k3

)
(−1)k1Gk2(x2;µ)Gk1(x2 − x1; 1/λ1)Gk3(x3 − x2;λ3)

+
m3

k3

(
m1

k1

)(
m2

k2

)
(−1)k1+k2Gk3(x3;µ)Gk1(x3 − x1; 1/λ1)

× Gk2(x3 − x2; 1/λ2)

}
(µ = λ1λ2λ3). (2.23)

Remark 2.2. Note that (2.19) does not require the condition λ1 · · ·λn 6= 1. How-
ever, we were unable to get the formula analogous (2.18) in the case λ1 · · ·λn = 1.

We next give some higher-order convolution formulae for the Apostol-Genocchi
polynomials, which are the corresponding generalization of Agoh’s convolution for-
mula on the classical Genocchi polynomials presented in [1, 12]. Clearly, by substi-
tuting k for n and uit for ti with u1 + u2 + · · ·+ uk = 1 in (2.7), we discover that
for positive integer k, n,

[
tn

n!

]( k∏
i=1

2uite
xiuit

λieuit + 1

)
=

k∑
r=1

(−1)r
[
tn

n!

](
2urte

xrt

(−1)kλ1 · · ·λket − 1

×
r−1∏
i=1

λi
2uite

(xi−xr+1)uit

λieuit + 1

k∏
i=r+1

2uite
(xi−xr)uit

λieuit + 1

)
. (2.24)

It is easy to see from (1.4) that the left hand side of (2.24) can be rewritten as

[
tn

n!

]( k∏
i=1

2uite
xiuit

λieuit + 1

)
=

∑
j1+j2···+jk=n
j1,j2,...,jk≥0

n! · uj11 u
j2
2 · · ·u

jk
k

j1! · j2! · · · jk!

× Gj1(x1;λ1)Gj2(x2;λ2) · · · Gjk(xk;λk), (2.25)

and the right hand side of (2.24) can be rewritten in the following ways: if k is an
even integer then

[
tn

n!

]( k∏
i=1

uite
xiuit

λieuit − 1

)

= −2
k∑
r=1

∑
j1+j2···+jk=n
j1,j2,...,jk≥0

n! · uj11 u
j2
2 · · ·u

jr−1

r−1 uru
jr+1

r+1 · · ·u
jk
k

j1! · j2! · · · jk!
Bjr (xr;λ1λ2 · · ·λk)

×
r−1∏
i=1

{−λiGji(xi − xr + 1;λi)}
k∏

i=r+1

Gji(xi − xr;λi), (2.26)
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and if k is an odd integer then[
tn

n!

]( k∏
i=1

uite
xiuit

λieuit − 1

)

=
k∑
r=1

∑
j1+j2···+jk=n
j1,j2,...,jk≥0

n! · uj11 u
j2
2 · · ·u

jr−1

r−1 uru
jr+1

r+1 · · ·u
jk
k

j1! · j2! · · · jk!
Gjr (xr;λ1λ2 · · ·λk)

×
r−1∏
i=1

{−λiGji(xi − xr + 1;λi)}
k∏

i=r+1

Gji(xi − xr;λi). (2.27)

Since for positive integer k ≥ 2 and complex numbers α1, α2, . . . , αk with Re(αj) >
−1 for j = 1, 2, . . . , k, (see, e.g., [2, 34])∫ 1

0

∫ 1−u1

0

· · ·
∫ 1−u1−···−uk−2

0

uα1
1 uα2

2 · · ·u
αk

k du1d2 · · · duk−1

=
Γ(α1 + 1)Γ(α2 + 1) · · ·Γ(αk + 1)

Γ(α1 + α2 + · · ·+ αk + k)
(u1 + u2 + · · ·+ uk = 1). (2.28)

by equating (2.25), (2.26) and (2.27) and making the above integral operation, with
the help of (2.28), we get that if k is an even integer then

(n+ k)
∑

j1+j2···+jk=n
j1,j2,...,jk≥0

Gj1(x1;λ1)Gj2(x2;λ2) · · · Gjk(xk;λk)

= −2

k∑
r=1

∑
j1+j2···+jk=n
j1,j2,...,jk≥0

(
n+ k

jr

)
Bjr (xr;λ1λ2 · · ·λk)

r−1∏
i=1

{−λiGji(xi − xr + 1;λi)}

×
k∏

i=r+1

Gji(xi − xr;λi), (2.29)

and if k is an odd integer then

(n+ k)
∑

j1+j2···+jk=n
j1,j2,...,jk≥0

Gj1(x1;λ1)Gj2(x2;λ2) · · · Gjk(xk;λk)

=
k∑
r=1

∑
j1+j2···+jk=n
j1,j2,...,jk≥0

(
n+ k

jr

)
Gjr (xr;λ1λ2 · · ·λk)

r−1∏
i=1

{−λiGji(xi − xr + 1;λi)}

×
k∏

i=r+1

Gji(xi − xr;λi). (2.30)

Notice that from (2.20) we have

r−1∏
i=1

{−λiGji(xi − xr + 1;λi)}

=
∑

T⊆{1,...,r−1}

∏
i∈T
Gji(xi − xr;λi)×

∏
i∈T

{−2ji(xi − xr)ji−1}. (2.31)
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Thus, by applying (2.31) to the right hand sides of (2.29) and (2.30) and then
taking x1 = x2 = · · · = xk = x, we immediately obtain the following result.

Theorem 2.3. Let k, n be positive integers. If k is an even integer, then

(n+ k)
∑

j1+j2···+jk=n
j1,j2,...,jk≥0

Gj1(x;λ1)Gj2(x;λ2) · · · Gjk(x;λk)

=
k∑
r=1

(
k

r − 1

)
(−2)k−r+1

∑
j1+j2···+jr=n−k+r

j1,j2,...,jr≥0

(
n+ k

jr

)
Bjr (x;λ1λ2 · · ·λk)

× Gj1(λ1)Gj2(λ2) · · · Gjr−1
(λr−1). (2.32)

If k is an odd integer, then

(n+ k)
∑

j1+j2···+jk=n
j1,j2,...,jk≥0

Gj1(x;λ1)Gj2(x;λ2) · · · Gjk(x;λk)

=
k∑
r=1

(
k

r − 1

)
(−2)k−r

∑
j1+j2···+jr=n−k+r

j1,j2,...,jr≥0

(
n+ k

jr

)
Gjr (x;λ1λ2 · · ·λk)

× Gj1(λ1)Gj2(λ2) · · · Gjr−1(λr−1). (2.33)

It becomes obvious that setting k = 2 in Theorem 2.3 gives that for positive
integer n,

n∑
k=0

Gk(x;λ)Gn−k(x;µ) +
4

n+ 2

n∑
k=0

(
n+ 2

k

)
Bk(x;λµ)Gn−k(λ)

=
2n(n+ 1)

3
Bn−1(x;λµ). (2.34)

Since the classical Genocchi polynomials can be expressed in terms of the classical
Bernoulli polynomials, as follows,

Gn(x) = 2Bn(x)− 2n+1Bn

(
x

2

)
(n ≥ 0), (2.35)

by B1 = −1/2, we have G0 = 0 and G1 = 1. Hence, the case λ = µ = 1 in (2.34)
gives the convolution identity on the classical Genocchi polynomials due to Agoh
[1, 12], namely

n−1∑
k=1

Gk(x)Gn−k(x) +
4

n+ 2

n−2∑
k=0

(
n+ 2

k

)
Bk(x)Gn−k = 0 (n ≥ 2). (2.36)

It is worth noticing that x = 0 in (2.36) can give the result (see, e.g., [1]):

n−2∑
k=2

GkGn−k + 4
n−2∑
k=2

(
n+ 1

k − 1

)
BkGn−k

k
= − 4

n+ 2
Gn (n ≥ 4), (2.37)

which is very analogous to the convolution identity on the classical Bernoulli num-
bers due to Matiyasevich [25], in an equivalent form, as follows,

n−2∑
k=2

BkBn−k − 2
n−2∑
k=2

(
n+ 1

k − 1

)
BkBn−k

k
=
n(n+ 1)

n+ 2
Bn (n ≥ 4). (2.38)
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For some similar convolution formulae to (2.37) and (2.38), one is referred to [12,
13, 15]. If we take k = 3 in Theorem 2.3, we obtain that for positive integer n ≥ 2,∑

j1+j2+j3=n

Gj1(x;λ1)Gj2(x;λ2)Gj3(x;λ3)

− 3

n+ 3

∑
j1+j2+j3=n

(
n+ 3

j3

)
Gj1(λ1)Gj2(λ2)Gj3(x;µ)

+
6

n+ 3

n−1∑
k=0

(
n+ 3

k

)
Gk(x;µ)Gn−1−k(λ1)

=
4

n+ 3

(
n+ 3

5

)
Gn−2(x;µ) (µ = λ1λ2λ3). (2.39)

The case λ1 = λ2 = λ3 = 1 in (2.39) gives the corresponding formula of products
of the classical Genocchi polynomials, as follows,∑

j1+j2+j3=n

Gj1(x)Gj2(x)Gj3(x)− 3

n+ 3

∑
j1+j2+j3=n

(
n+ 3

j3

)
Gj1Gj2Gj3(x)

+
6

n+ 3

n−1∑
k=0

(
n+ 3

k

)
Gk(x)Gn−1−k =

4

n+ 3

(
n+ 3

5

)
Gn−2(x), (2.40)

which is very analogous to the convolution identity on the classical Euler polyno-
mials presented in [2, Corollary 3].
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FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

CHOONKIL PARK∗, GEORGE A. ANASTASSIOU, REZA SAADATI AND SUNGSIK YUN∗

Abstract. In this paper, we solve the following additive functional inequality

N(f(x+ y) − f(x) − f(y), t) ≥ N
(
f
(
x+ y

2

)
− 1

2
f(x) − 1

2
f(y), t

)
(0.1)

and the following quadratic functional inequality

N(f(x+ y) + f(x− y) − 2f(x) − 2f(y), t) (0.2)

≥ N
(

2f
(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x) − f(y), t

)
in fuzzy normed spaces.

Using the fixed point method, we prove the Hyers-Ulam stability of the additive functional
inequality (0.1) and the quadratic functional inequality (0.2) in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [21] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [13, 24, 52]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [23]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 28, 29] to investigate the Hyers-Ulam
stability of a quadratic functional inequality in fuzzy Banach spaces.

Definition 1.1. [2, 28, 29, 30] Let X be a real vector space. A function N : X ×R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
The properties of fuzzy normed vector spaces and examples of fuzzy norms are given in

[27, 28].

Definition 1.2. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in
X is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn−x, t) = 1
for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by N -
limn→∞ xn = x.

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. fuzzy Banach space; additive functional inequality; quadratic functional inequality;

fixed point method; Hyers-Ulam stability.
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Definition 1.3. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is
continuous at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the
sequence {f(xn)} converges to f(x0). If f : X → Y is continuous at each x ∈ X, then
f : X → Y is said to be continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [51] con-
cerning the stability of group homomorphisms.

The functional equation f(x+ y) = f(x) + f(y) is called the Cauchy equation. In particular,
every solution of the Cauchy equation is said to be an additive mapping. Hyers [17] gave a
first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was
generalized by Aoki [1] for additive mappings and by Th.M. Rassias [40] for linear mappings by
considering an unbounded Cauchy difference. A generalization of the Th.M. Rassias theorem
was obtained by Găvruta [14] by replacing the unbounded Cauchy difference by a general

control function in the spirit of Th.M. Rassias’ approach. The functional equation f
(
x+y
2

)
=

1
2f(x) + 1

2f(y) is called the Jensen equation.
The functional equation f(x+y)+f(x−y) = 2f(x)+2f(y) is called the quadratic functional

equation. In particular, every solution of the quadratic functional equation is said to be a
quadratic mapping. The stability of quadratic functional equation was proved by Skof [50] for
mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach space. Cholewa
[9] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced by
an Abelian group. Czerwik [10] proved the Hyers-Ulam stability of the quadratic functional

equation. The functional equation f
(
x+y
2

)
+ f

(
x−y
2

)
= 1

2f(x) + 1
2f(y) is called a Jensen type

quadratic equation. The stability problems of several functional equations have been extensively
investigated by a number of authors and there are many interesting results concerning this
problem (see [4, 18, 20, 25, 36, 37, 38, 41, 42, 44, 45, 46, 47, 48, 49]).

Gilányi [15] showed that if f satisfies the functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖ (1.1)

then f satisfies the Jordan-von Neumann functional equation

2f(x) + 2f(y) = f(x+ y) + f(x− y).

See also [43]. Fechner [12] and Gilányi [16] proved the Hyers-Ulam stability of the functional
inequality (1.1). Park, Cho and Han [35] investigated the Cauchy additive functional inequality

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖ (1.2)

and the Cauchy-Jensen additive functional inequality

‖f(x) + f(y) + 2f(z)‖ ≤
∥∥∥∥2f (x+ y

2
+ z

)∥∥∥∥ (1.3)

and proved the Hyers-Ulam stability of the functional inequalities (1.2) and (1.3) in Banach
spaces.

Park [33, 34] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.

We recall a fundamental result in fixed point theory.
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Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d
satisfies

(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [5, 11] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞

for all nonnegative integers n or there exists a positive integer n0 such that
(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [19] were the first to provide applications of stability
theory of functional equations for the proof of new fixed point theorems with applications. By
using fixed point methods, the stability problems of several functional equations have been
extensively investigated by a number of authors (see [6, 7, 22, 27, 31, 32, 38, 39]).

In Section 2, we solve the additive functional inequality (0.1) and prove the Hyers-Ulam
stability of the additive functional inequality (0.1) in fuzzy Banach spaces by using the fixed
point method.

In Section 3, we solve the quadratic functional inequality (0.2) and prove the Hyers-Ulam
stability of the quadratic functional inequality (0.2) in fuzzy Banach spaces by using the fixed
point method.

Throughout this paper, assume that X is a real vector space and (Y,N) is a fuzzy Banach
space.

2. Additive functional inequality (0.1)

In this section, we prove the Hyers-Ulam stability of the additive functional inequality (0.1)
in fuzzy Banach spaces. We need the following lemma to prove the main results.

Lemma 2.1. Let f : X → Y be a mapping such that

N(f(x+ y)− f(x)− f(y), t) ≥ N

(
f

(
x+ y

2

)
− 1

2
f(x)− 1

2
f(y), t

)
(2.1)

for all x, y ∈ X and all t > 0. Then f is Cauchy additive, i.e., f(x+ y) = f(x) + f(y) for all
x, y ∈ X.

Proof. Assume that f : X → Y satisfies (2.1).
Letting x = y = 0 in (2.1), we get N(f(0), t) = N (0, t) = 1. So f(0) = 0.
Letting y = x in (2.1), we get N(f(2x) − 2f(x), t) ≥ N (0, t) = 1 and so f(2x) = 2f(x) for

all x ∈ X. Thus

f

(
x

2

)
=

1

2
f(x) (2.2)

for all x ∈ X.
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It follows from (2.1) and (2.2) that

N(f(x+ y)− f(x)− f(y), t) ≥ N

(
f

(
x+ y

2

)
− 1

2
f(x)− 1

2
f(y), t

)
= N

(
1

2
(f(x+ y)− f(x)− f(y)), t

)
= N (f(x+ y)− f(x)− f(y), 2t)

for all t > 0. By (N5) and (N6), N(f(x+ y)− f(x)− f(y), t) = 1 for all t > 0. It follows from
(N2) that

f(x+ y) = f(x) + f(y)

for all x, y ∈ X. �

Theorem 2.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

2
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be an odd mapping satisfying

N (f(x+ y)− f(x)− f(y), t) (2.3)

≥ min

{
N

(
f

(
x+ y

2

)
− 1

2
f(x)− 1

2
f(y), t

)
,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf

(
x
2n
)

exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ Lϕ(x, x)
(2.4)

for all x ∈ X and all t > 0.

Proof. Letting y = x in (2.3), we get

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x)
(2.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 2g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x)
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for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
2g

(
x

2

)
− 2h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

2
εt

)
≥

Lt
2

Lt
2 + ϕ

(
x
2 ,

x
2

) ≥ Lt
2

Lt
2 + L

2ϕ(x, x)
=

t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (2.5) that

N

(
f(x)− 2f

(
x

2

)
,
L

2
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L
2 .

By Theorem 1.4, there exists a mapping A : X → Y satisfying the following:
(1) A is a fixed point of J , i.e.,

A

(
x

2

)
=

1

2
A(x) (2.6)

for all x ∈ X. Since f : X → Y is odd, A : X → Y is an odd mapping. The mapping A is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that A is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−A(x), µt) ≥ t

t+ ϕ(x, x)

for all x ∈ X;
(2) d(Jnf,A)→ 0 as n→∞. This implies the equality

N - lim
n→∞

2nf

(
x

2n

)
= A(x)

for all x ∈ X;
(3) d(f,A) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,A) ≤ L

2− 2L
.

This implies that the inequality (2.4) holds.
By (2.3),

N

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
, 2nt

)
≥ min

{
N

(
2nf

(
x+ y

2n+1

)
− 2n−1f

(
x

2n

)
− 2n−1f

(
y

2n

)
, 2nt

)
,

t

t+ ϕ
(

x
2n ,

y
2n
)}
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for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
2n
(
f

(
x+ y

2n

)
− f

(
x

2n

)
− f

(
y

2n

))
, t

)
≥ min

{
N

(
2nf

(
x+ y

2n+1

)
− 2n−1f

(
x

2n

)
− 2n−1f

(
y

2n

)
, t

)
,

t
2n

t
2n + Ln

2n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
2n

t
2n

+Ln

2n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N (A(x+ y)−A(x)−A(y), t) ≥ N
(
A

(
x+ y

2

)
− 1

2
A(x)− 1

2
A(y), t

)
for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping A : X → Y is Cauchy additive. �

Corollary 2.3. Let θ ≥ 0 and let p be a real number with p > 1. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying

N (f(x+ y)− f(x)− f(y), t)

≥ min

{
N

(
f

(
x+ y

2

)
− 1

2
f(x)− 1

2
f(y), t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf( x

2n ) exists for each x ∈ X and
defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2p − 2)t

(2p − 2)t+ 2θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 21−p, and we get the desired result. �

Theorem 2.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 2Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying (2.3). Then A(x) := N -limn→∞

1
2n f (2nx)

exists for each x ∈ X and defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ ϕ(x, x)
(2.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (2.5) that

N

(
f(x)− 1

2
f(2x),

1

2
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0.
Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

2
g (2x)

for all x ∈ X. So d(f, Jf) ≤ 1
2 .

The rest of the proof is similar to the proof of Theorem 2.2. �
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Corollary 2.5. Let θ ≥ 0 and let p be a real number with 0 < p < 1. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be an odd mapping satisfying

N (f(x+ y)− f(x)− f(y), t)

≥ min

{
N

(
f

(
x+ y

2

)
− 1

2
f(x)− 1

2
f(y), t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then A(x) := N -limn→∞

1
2n f(2nx) exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2p)t

(2− 2p)t+ 2θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−1, and we get the desired result. �

3. Quadratic functional inequality (0.2)

In this section, we prove the Hyers-Ulam stability of the quadratic functional inequality (0.2)
in fuzzy Banach spaces. We need the following lemma to prove the main results.

Lemma 3.1. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) (3.1)

≥ N
(

2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
for all x, y ∈ X and all t > 0. Then f is quadratic.

Proof. Assume that f : X → Y satisfies (3.1).
Letting y = x in (3.1), we get N(f(2x) − 4f(x), t) ≥ N (0, t) = 1 and so f(2x) = 4f(x) for

all x ∈ X. Thus

f

(
x

2

)
=

1

4
f(x) (3.2)

for all x ∈ X.
It follows from (3.1) and (3.2) that

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ N
(

2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
= N

(
1

2
(f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t

)
= N (f(x+ y) + f(x− y)− 2f(x)− 2f(y), 2t)

for all t > 0. By (N5) and (N6), N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) = 1 for all t > 0. It
follows from (N2) that f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ X. �

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

4
ϕ (2x, 2y)
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for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) (3.3)

≥ min

{
N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf

(
x
2n
)

exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ Lϕ(x, x)
(3.4)

for all x ∈ X and all t > 0.

Proof. Letting y = x in (3.3), we get

N (f (2x)− 4f(x), t) ≥ t

t+ ϕ(x, x)
(3.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
4g

(
x

2

)
− 4h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

4
εt

)
≥

Lt
4

Lt
4 + ϕ

(
x
2 ,

x
2

) ≥ Lt
4

Lt
4 + L

4ϕ(x, x)
=

t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.

It follows from (3.5) that N
(
f(x)− 4f

(
x
2

)
, L4 t

)
≥ t

t+ϕ(x,x) for all x ∈ X and all t > 0. So

d(f, Jf) ≤ L
4 .

By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q

(
x

2

)
=

1

4
Q(x) (3.6)
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for all x ∈ X. The mapping Q is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
This implies that Q is a unique mapping satisfying (3.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, x)
for all x ∈ X;

(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ L

4− 4L
.

This implies that the inequality (3.4) holds.
By (3.3),

N

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
, 4nt

)
≥ min

{
N

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
, 4nt

)
,

t

t+ ϕ
(

x
2n ,

y
2n
)}

for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
, t

)
≥ min

{
N

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
, t

)
,

t
4n

t
4n + Ln

4n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
4n

t
4n

+Ln

4n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N (Q(x+ y) +Q(x− y)− 2Q(x)− 2Q(y), t)

≥ N
(

2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y), t

)
for all x, y ∈ X and all t > 0. By Lemma 3.1, the mapping Q : X → Y is quadratic, as
desired. �

Corollary 3.3. Let θ ≥ 0 and let p be a real number with p > 2. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ min

{
N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf( x

2n ) exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (2p − 4)t

(2p − 4)t+ 2θ‖x‖p
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for all x ∈ X.

Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 22−p, and we get the desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and (3.3). Then Q(x) := N -
limn→∞

1
4n f (2nx) exists for each x ∈ X and defines a quadratic mapping Q : X → Y such

that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ ϕ(x, x)
(3.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.
It follows from (3.5) that

N

(
f(x)− 1

4
f(2x),

1

4
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0.
Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

4
g (2x)

for all x ∈ X. So d(f, Jf) ≤ 1
4 .

The rest of the proof is similar to the proof of Theorem 3.2. �

Corollary 3.5. Let θ ≥ 0 and let p be a real number with 0 < p < 2. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ min

{
N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞

1
4n f(2nx) exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 2p)t

(4− 2p)t+ 2θ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−2, and we get the desired result. �
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[4] L. Cădariu, L. Găvruta, P. Găvruta, On the stability of an affine functional equation, J. Nonlinear Sci.

Appl. 6 (2013), 60–67.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

610 CHOONKIL PARK et al 601-612



FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES
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Abstract

Some new class of preinvex functions which called (s,m)-preinvex, extended
(s,m)-preinvex, (s,m)ϕ-preinvex and extended (s,m)ϕ-preinvex function are
introduced respectively in this paper. An integral identity is established, and
then we prove some Simpson type integral inequalities, dealing with the existing
similar type integral inequalities in a relatively uniform frame. In particular,
we also show some results obtained by these inequalities for extended (s,m)ϕ-
preinvex under some suitable conditions, which improve the previously known
results.

2010 Mathematics Subject Classification: Primary 26D15; 26D20; Secondary
26A51, 26B12, 41A55, 41A99.

Key words and phrases: Simpson’s inequality; Hölder’s inequality; (s,m)ϕ-
convex function.

1 Introduction

The following notations are used throughout this paper. I is an interval on the
real line R, R0 = [0,∞). Rn is used to denote a generic n-dimensional vector
space, Rn

0 denotes an n-dimensional nonegative vector space, and Rn
+ denotes

an n-dimensional positive vector space. For any subset K ⊆ Rn, L1[a, b] is
the set of integrable functions over the interval [a, b]. Let us firstly recall some
definitions of various convex type functions.

1
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Definition 1.1 ([6]) A function f : I ⊆ R→ R0 is said to be a Godunova-Levin
function if f is nonnegative and for all x, y ∈ I, λ ∈ (0, 1) we have that

f
(
λx+ (1− λ)y

)
≤ f(x)

λ
+

f(y)

1− λ
.

Definition 1.2 ([5]) For some (s,m) ∈ (0, 1]2, a function f : [0, b]→ R is said
to be (s,m)-convex in the second sense if for every x, y ∈ [0, b] and λ ∈ (0, 1] we
have that

f
(
λx+m(1− λ)y

)
≤ λsf(x) +m(1− λ)sf(y).

Definition 1.3 ([36]) For some s ∈ [−1, 1] and m ∈ (0, 1], a function f :
[0, b] → R0 is said to be extended (s,m)-convex if for all x, y ∈ [0, b] and λ ∈
(0, 1) we have that

f
(
λx+m(1− λ)y

)
≤ λsf(x) +m(1− λ)sf(y).

Definition 1.4 ([1]) A set K ⊆ Rn is said to be invex with respect to the map
η : K ×K → Rn, if x+ tη(y, x) ∈ K for every x, y ∈ K and t ∈ [0, 1].

Notice that every convex set is invex with respect to the map η(y, x) = y−x,
but the converse is not necessarily true. For more details please refer to [1, 37]
and the references therein.

Definition 1.5 ([1]) Let K ⊆ Rn be an invex set with respect to η : K ×K →
Rn, for every x, y ∈ K, the η-path Pxν joining the points x and ν = x+ η(y, x)
is defined by

Pxν =
{
z|z = x+ tη(y, x), t ∈ [0, 1]

}
.

Definition 1.6 ([27]) The function f defined on the invex set K ⊆ Rn is said
to be preinvex with respect to η if for every x, y ∈ K and t ∈ [0, 1] we have that

f
(
x+ tη(y, x)

)
≤ (1− t)f(x) + tf(y).

The concept of preinvexity is more general than convexity since every convex
function is preinvex with respect to the map η(y, x) = y − x, but the converse
is not true.

Definition 1.7 ([13]) The function f defined on the invex set K ⊆ [0, b∗] with
b∗ > 0 is said to be m-preinvex with respect to η if for all x, y ∈ K, t ∈ [0, 1]
and for some fixed m ∈ (0, 1], we have that

f
(
x+ tη(y, x)

)
≤ (1− t)f(x) +mtf

( y
m

)
.

Remark 1.1 Notice that if y ∈ [0, b∗], then for any 0 < m < 1,
y

m
could be

greater than b∗, which is not in the domain of f . Thus, the right hand side of
the inequality in this definition could be meaningless. To fix this flaw, we suggest
to replace [0, b∗] by the half real line R0.

2
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Definition 1.8 ([14]) Let K ⊆ R0 be an invex set with respect to η. A function
f : K → R is said to be s-preinvex with respect to η, if for all x, y ∈ K, t ∈ [0, 1]
and some fixed s ∈ (0, 1] we have that

f
(
x+ tη(y, x)

)
≤ (1− t)sf(x) + tsf(y).

Definition 1.9 ([21]) The set Kϕη ⊆ Rn is said to be ϕ-invex at u with respect
to ϕ(.), if there exists a bifunction η(., .) : Kϕη ×Kϕη → Rn, such that

u+ teiϕη(v, u) ∈ Kϕη, ∀u, v ∈ Kϕη, t ∈ [0, 1].

The ϕ-invex set Kϕη is also called ϕη-connected set. Note that the convex set
with ϕ = 0 and η(v, u) = v−u is a ϕ-invex set, but the converse is not true (see
[21]).

Definition 1.10 ([22]) For some fixed s ∈ (0, 1], a function f on the set Kϕη

is said to be sφ-preinvex function with respect to ϕ and η, if

f
(
u+ teiϕη(v, u)

)
≤ (1− t)sf(u) + tsf(v), ∀u, v ∈ Kϕη, t ∈ [0, 1].

Definition 1.11 ([22]) A function f on the set Cϕ is said to be ϕ-convex func-
tion with respect to ϕ, if and only if

f
(
u+ teiϕ(v − u)

)
≤ (1− t)f(u) + tf(v), ∀u, v ∈ Cϕ, t ∈ [0, 1].

The following inequality is very remarkable and well known in the literature
as Simpson type inequality, which plays an important role in analysis. Particu-
larly, it is well applied in numerical integration.

Theorem 1.1 ([4]) Let f : [a, b]→ R be a four times continuously differentiable
mapping on (a, b) and ||f (4)||∞ = supx∈(a,b) |f (4)(x)| < ∞.Then the following
inequality holds:∣∣∣∣13
[
f(a) + f(b)

2
+2f(

a+ b

2
)

]
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣ ≤ 1

2880
||f (4)||∞(b−a)4. (1.1)

In recent decades, a lot of inequalities of Simpson type and Hadamard type
for various kinds of convex functions have been established and developed by
many scholars, some of them may be reformulated as follows.

Theorem 1.2 ([30]) Let f : I ⊆ R0 → R be a differentiable mapping on I◦

such that f ′ ∈ L1[a, b], where a, b ∈ I◦ with a < b. If |f ′| is s-convex on [a, b],
for some fixed s ∈ (0, 1], then

∣∣∣∣16
[
f(a) + f(b) + 4f

(a+ b

2

)]
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣
≤ (s− 4)6s+1 + 2× 5s+2 − 2× 3s+2 + 2

6s+2(s+ 1)(s+ 2)
(b− a)

[
|f ′(a)|+ |f ′(b)|

]
.(1.2)
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Theorem 1.3 ([4]) Let f : [a, b]→ R is a differentiable mapping whose deriva-

tive is continuous on (a, b) and ||f ′||1 =
∫ b

a
|f ′(x)|dx < ∞. Then we have the

inequality:∣∣∣∣ ∫ b

a

f(x)dx− b− a
3

[f(a) + f(b)

2
+ 2f

(a+ b

2

)]∣∣∣∣ ≤ 1

3
||f ′||1(b− a)2. (1.3)

Theorem 1.4 ([35]) Let f : I ⊆ R0 → R be a differentiable mapping on I◦,
a, b ∈ I with a < b, f ′ ∈ L1[a, b] and 0 ≤ λ, µ ≤ 1. If |f ′(x)|q for q ≥ 1 is
an extended s-convex on [a, b] for some s ∈ [−1, 1], specially, when q = 1 and
s = −1, the following inequality holds:∣∣∣∣f(a+ b

2

)
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣ ≤ (b− a) ln 2
(
|f ′(a)|+ |f ′(b)|

)
. (1.4)

Theorem 1.5 ([2, 29]) Let K ⊆ R be an open invex subset with respect to
η : K ×K → R. Suppose that f : K → R is a differentiable function. If |f ′| is
preinvex on K, then, for every a, b ∈ K with η(b, a) ̸= 0 we have that:∣∣∣∣f(a) + f

(
a+ η(b, a)

)
2

− 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx

∣∣∣∣
≤ |η(b, a)|

8

(
|f ′(a)|+ |f ′(b)|

)
(1.5)

and∣∣∣∣f(2a+ η(b, a)

2

)
− 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx

∣∣∣∣ ≤ |η(b, a)|
8

(
|f ′(a)|+ |f ′(b)|

)
.(1.6)

Theorem 1.6 ([33]) Let A ⊆ R be an open invex subset with respect to η :
A × A → R. Suppose that f : A → R is a differentiable function. If q > 1,
q ≥ r, s ≥ 0 and |f ′| is preinvex on A, then for every a, b ∈ A with η(a, b) ̸= 0,
we have that∣∣∣∣f(2b+ η(a, b)

2

)
− 1

η(a, b)

∫ b+η(a,b)

b

f(x)dx

∣∣∣∣
≤ |η(a, b)|

4

{(
1

r + 1

) 1
q
(

q − 1

2q − r − 1

)1− 1
q
[

(r + 1)|f ′(a)|q + (r + 3)|f ′(b)|q

2(r + 2)

] 1
q

+

(
1

s+ 1

) 1
q
(

q − 1

2q − s− 1

)1− 1
q
[

(s+ 3)|f ′(a)|q + (s+ 1)|f ′(b)|q

2(s+ 2)

] 1
q

}
.

Corollary 1.1 ([33]) Under the conditions of Theorem 1.6, when r = s = 0,

4
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the following inequality holds:∣∣∣∣f(2b+ η(a, b)

2

)
− 1

η(a, b)

∫ b+η(a,b)

b

f(x)dx

∣∣∣∣
≤
(
q − 1

2q − 1

)1− 1
q |η(a, b)|

4

[(
1

4
|f ′(a)|q +

3

4
|f ′(b)|q

) 1
q

+

(
3

4
|f ′(a)|q +

1

4
|f ′(b)|q

) 1
q
]
. (1.7)

Theorem 1.7 ([22]) Let I ⊆ R be an open ϕ-invex set with respect to η :
I × I → R. Suppose that f : I → R is a differentiable function such that
f ′ ∈ L1[a, a+ eiϕη(b, a)]. If |f ′| is ϕ-preinvex on I , then, for η(b, a) > 0,∣∣∣∣f(a) + f

(
a+ eiϕη(b, a)

)
2

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣
≤ |e

iϕη(b, a)|
8

(
|f ′(a)|+ |f ′(b)|

)
. (1.8)

Currently, the Simpson type inequalities concerning different kinds of prein-
vex and ϕ-convex functions are still interesting research topics to many re-
searchers in the field of convex analysis. For more information please refer to
[7–12, 15, 17–20, 23–26, 31, 32, 34] and references cited therein.

Motivated by the inspiring idea in [3, 13, 21, 28] and based on our previous
works [16, 38], in this paper we are mainly going to introduce the (s,m)ϕ-
preinvex function and the extended (s,m)ϕ-preinvex function, and then we will
establish some Simpson type integral inequalities for extended (s,m)ϕ-preinvex
functions. In Section 2, we will introduce new definitions and an integral iden-
tity. Section 3 will be devoted of presenting the main results.

2 New definitions and an integral identity

We now mainly introduce some new concepts about preinvex function. The
class of (s,m)ϕ-preinvex function is quite a general and unifying one. This is
one of the main motivation of this paper.

Definition 2.1 Let K ⊆ Rn
0 be an open invex set with respect to η : K ×K →

Rn
+. For f : K → R and some fixed (s,m) ∈ (0, 1]× (0, 1], if

f
(
x+ λη(y, x)

)
≤ (1− λ)sf(x) +mλsf

( y
m

)
(2.1)

is valid for all x, y ∈ K, λ ∈ [0, 1], then we say that f(x) is an (s,m)-preinvex
function with respect to η.

5
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Definition 2.2 Let K ⊆ Rn
0 be an open invex set with respect to η : K ×K →

Rn
+. For f : K → R0 and some fixed (s,m) ∈ [−1, 1]× (0, 1], if

f
(
x+ λη(y, x)

)
≤ (1− λ)sf(x) +mλsf

( y
m

)
(2.2)

is valid for all x, y ∈ K, λ ∈ [0, 1], then we say that f(x) is an extended (s,m)-
preinvex function with respect to η.

Remark 2.1 In Definition 2.1, if s = 1 then one obtains the usual definition of
m-preinvex function. Ifm = 1 then one obtains the usual definition of s-preinvex
function. It is also worthwhile to note that every (s,m)-preinvex function is
(s,m)-convex and every extended (s,m)-preinvex functions is extended (s,m)-
convex with respect to η(y, x) = y − x respectively.

Definition 2.3 A function f on the set Kϕη ⊆ Rn
0 is said to be (s,m)φ-preinvex

function with respect to ϕ(.) and η(., .). For f : Kϕη → R and some fixed
(s,m) ∈ (0, 1]× (0, 1], if

f
(
x+λeiϕη(y, x)

)
≤ (1−λ)sf(x)+mλsf

( y
m

)
, ∀x, y ∈ Kϕη, λ ∈ [0, 1]. (2.3)

Remark 2.2 In Definition 2.3, if ϕ = 0 then it reduces to the definition for
(s,m)-preinvex function. If m = 1 then it reduces to the definition for sφ-
preinvex function. Also, it is obvious that Definition 2.3 is the ϕ-convex function
when η(y, x) = y − x and s = m = 1.

Definition 2.4 A function f on the set Kϕη ⊆ Rn
0 is said to be extended

(s,m)φ-preinvex function with respect to ϕ(.) and η(., .). For f : Kϕη → R0

and some fixed (s,m) ∈ [−1, 1]× (0, 1], if

f
(
x+λeiϕη(y, x)

)
≤ (1−λ)sf(x)+mλsf

( y
m

)
, ∀x, y ∈ Kϕη, λ ∈ [0, 1]. (2.4)

In order to establish some new Simpson type integral inequalities, we need
the following key integral identity, which will be used in the sequel.

Lemma 2.1 Let Kϕη ⊆ R be a ϕ-invex subset with respect to ϕ(.) and η :
Kϕη ×Kϕη ⊆ R, a, b ∈ Kϕη with a < a+ η(b, a). If k, t ∈ R, f : Kϕη → R is a
differentiable function and f ′ ∈ L[a, a+ eiϕη(b, a)] we have that

tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)
− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

= eiϕη(b, a)

[ ∫ 1
2

0

(λ− t)f ′
(
a+ λeiϕη(b, a)

)
dλ

+

∫ 1

1
2

(λ− k)f ′
(
a+ λeiϕη(b, a)

)
dλ

]
. (2.5)

6
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Proof. Set

J = eiϕη(b, a)

[ ∫ 1
2

0
(λ− t)f ′

(
a+ λeiϕη(b, a)

)
dλ

+
∫ 1

1
2
(λ− k)f ′

(
a+ λeiϕη(b, a)

)
dλ

]
.

Since a, b ∈ Kϕη and Kϕη is ϕ-invex subset with respect to ϕ and η, for every
t ∈ [0, 1], we have a+ λeiϕη(b, a) ∈ Kϕη. Integrating by part, it yields that

J = eiϕη(b, a)

{
1

eiϕη(b, a)

[
(λ− t)f

(
a+ λeiϕη(b, a)

)∣∣∣ 12
0

−
∫ 1

2

0

f
(
a+ λeiϕη(b, a)

)
dλ

]
+

1

eiϕη(b, a)

[
(λ− k)f

(
a+ λeiϕη(b, a)

)∣∣∣1
1
2

−
∫ 1

1
2

f
(
a+ λeiϕη(b, a)

)
dλ

]}

=
(1

2
− t
)
f

(
a+

eiϕη(b, a)

2

)
+ tf(a)−

∫ 1
2

0

f
(
a+ λeiϕη(b, a)

)
dλ

+ (1− k)f
(
a+ eiϕη(b, a)

)
−
(1

2
− k
)
f

(
a+

eiϕη(b, a)

2

)
−
∫ 1

1
2

f
(
a+ λeiϕη(b, a)

)
dλ

= tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)
−
∫ 1

0

f
(
a+ λeiϕη(b, a)

)
dλ.

Let x = a+ λeiϕη(b, a), then dx = eiϕη(b, a)dλ and we have

J = tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)
− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx,

which is required.

Remark 2.1 Clearly, applying Lemma 2.1 for ϕ = 0, η(b, a) = b − a, t =
1

6
,

and k =
5

6
, then we obtain the Lemma 2.1 in ([28], 2013).

3 Some Simpson type integral inequalities

In what follows, we establish another refinement of the Simpson’s inequality for
extended (s,m)ϕ-preinvex functions in the second sense.

7
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Theorem 3.1 Let Aϕη ⊆ R0 be an open ϕ-invex subset with respect to ϕ(.) and
η : Aϕη × Aϕη → R0, a, b ∈ Aϕη with a < a + eiϕη(b, a), a < b. Let k, t ∈ R.
Suppose that f : Aϕη → R0 is a differentiable function and f ′ is integrable on
[a, a + eiϕη(b, a)]. If |f ′| is extended (s,m)ϕ-preinvex on Aϕη for some fixed
(s,m) ∈ [−1, 1]× (0, 1] then the following inequality holds:
1. when s ∈ (−1, 1], we have∣∣∣∣∣tf(a) + (1− k)f

(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ν1|f ′(a)|+mν2

∣∣∣f ′( b
m

)∣∣∣], (3.1)

where

v1 =
2(1− t)s+2 + 2(1− k)s+2 +

[
2(k + t)(s+ 2)− 2(s+ 3)

] 1

2s+2
+ (ts+ 2t− 1)

(s+ 1)(s+ 2)

and

v2 =
2ts+2 + 2ks+2 +

[
2(s+ 1)− 2(s+ 2)(k + t)

] 1

2s+2
+ (s+ 1− ks− 2k)

(s+ 1)(s+ 2)
;

2. when s = −1, t = 0 and k = 1, we have∣∣∣∣f(a+
eiϕη(b, a)

2

)
− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣ ln 2
[
|f ′(a)|+m

∣∣∣f ′( b
m

)∣∣∣]. (3.2)

Proof. 1. When −1 < s ≤ 1, by Lemma 2.1 and using the extended (s,m)ϕη-
preinvexity of |f ′| on Aϕη, we have∣∣∣∣∣tf(a) + (1− k)f

(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ ∫ 1
2

0

|λ− t|
∣∣∣f ′(a+ eiϕλη(b, a)

)∣∣∣dλ
+

∫ 1

1
2

|λ− k|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ]

8

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

620 Yujiao Li et al 613-632



≤
∣∣eiϕη(b, a)

∣∣{∫ 1
2

0

|λ− t|(1− λ)s|f ′(a)|dλ+m

∫ 1
2

0

|λ− t|λs
∣∣∣f ′( b

m

)∣∣∣dλ
+

∫ 1

1
2

|λ− k|(1− λ)s|f ′(a)|dλ+m

∫ 1

1
2

|λ− k|λs
∣∣∣f ′( b

m

)∣∣∣dλ}

=
∣∣eiϕη(b, a)

∣∣{[ ∫ 1
2

0

|λ− t|(1− λ)sdλ+

∫ 1

1
2

|λ− k|(1− λ)sdλ

]∣∣f ′(a)
∣∣

+

[
m

∫ 1
2

0

|λ− t|λsdλ+m

∫ 1

1
2

|λ− k|λsdλ
]∣∣∣f ′( b

m

)∣∣∣}.
Using the fact that∫ 1

2

0

|λ− t|(1− λ)sdλ+

∫ 1

1
2

|λ− k|(1− λ)sdλ

=
2(1− t)s+2 + 2(1− k)s+2 +

[
2(k + t)(s+ 2)− 2(s+ 3)

] 1

2s+2
+ (ts+ 2t− 1)

(s+ 1)(s+ 2)

and ∫ 1
2

0

|λ− t|λsdλ+

∫ 1

1
2

|λ− k|λsdλ

=
2ts+2 + 2ks+2 +

[
2(s+ 1)− 2(s+ 2)(k + t)

] 1

2s+2
+ (s+ 1− ks− 2k)

(s+ 1)(s+ 2)
,

the desired inequality (3.1) is established.
2. When s = −1, t = 0, and k = 1, utilizing Lemma 2.1 again and the extended
(−1,m)ϕη-preinvexity of |f ′| on Aϕη, we have that∣∣∣∣f(a+

eiϕη(b, a)

2

)
− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ ∫ 1
2

0

|λ|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ
+

∫ 1

1
2

|λ− 1|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ]

≤
∣∣eiϕη(b, a)

∣∣{ ∫ 1
2

0

[
λ

1− λ
|f ′(a)|+m

λ

λ

∣∣∣f ′( b
m

)∣∣∣]dλ

9
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+

∫ 1

1
2

[
1− λ
1− λ

|f ′(a)|+m
1− λ
λ

∣∣∣f ′( b
m

)∣∣∣]dλ}
=
∣∣eiϕη(b, a)

∣∣ ln 2
[
|f ′(a)|+m

∣∣∣f ′( b
m

)∣∣∣].
This proves as required.
Direct computation yields the following corollaries.

Corollary 3.1 Under the conditions of Theorem 3.1 and s ∈ (−1, 1],

1. if t =
1

6
and k =

5

6
, we have∣∣∣∣∣16

[
f(a) + f

(
a+ eiϕη(b, a)

)
+ 4f

(
a+

eiϕη(b, a)

2

)]

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
[
(s− 4)6s+1 + 2× 5s+2 − 2× 3s+2 + 2

]
6s+2(s+ 1)(s+ 2)

×
∣∣eiϕη(b, a)

∣∣[|f ′(a)|+m
∣∣∣f ′( b

m

)∣∣∣]; (3.3)

2. if ϕ = 0, η(b, a) = b− a, and m = 1 in inequality (3.3), we have∣∣∣∣16
[
f(a) + f(b) + 4f

(a+ b

2

)]
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣
≤ (s− 4)6s+1 + 2× 5s+2 − 2× 3s+2 + 2

6s+2(s+ 1)(s+ 2)
(b− a)

[
|f ′(a)|+ |f ′(b)|

]
;(3.4)

3. if t = k =
1

2
and s = m = 1 in inequality (3.1), we have

∣∣∣∣f(a) + f
(
a+ eiϕη(b, a)

)
2

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣
≤ |e

iϕη(b, a)|
8

(
|f ′(a)|+ |f ′(b)|

)
; (3.5)

4. if ϕ = 0 in inequality (3.5), we have∣∣∣∣f(a) + f
(
a+ η(b, a)

)
2

− 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx

∣∣∣∣
≤ |η(b, a)|

8

(
|f ′(a)|+ |f ′(b)|

)
. (3.6)

10
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Remark 3.1 Inequality (3.4) is the same as inequality of (1.2) presented by
Sarikaya et al. in ([30], 2010). Inequality (3.5) is the same as inequality of
(1.8) presented by Noor et al. in ([22], 2015). Inequality (3.6) is the same as
inequality of (1.5) established by Barani et al. in ([2], 2012). Thus, inequality
(3.1) is a generalization of these inequalities.

Corollary 3.2 The upper bound of the midpoint inequality for the first deriva-
tive is developed as follows:

1. By putting f(a) = f
(
a + eiϕη(b, a)

)
= f

(
a + eiϕη(b,a)

2

)
in inequality (3.1),

we have: ∣∣∣∣∣f(a+
eiϕη(b, a)

2

)
− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ν1|f ′(a)|+mν2

∣∣∣f ′( b
m

)∣∣∣], (3.7)

where v1 and v2 are defined in Theorem 3.1.

2. Putting ϕ = 0, s = 1, m = 1, t =
1

6
, and k =

5

6
in the above inequality (3.7),

it yields that∣∣∣∣f(2a+ η(b, a)

2

)
− 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx

∣∣∣∣ ≤ 5|η(b, a)|
72

(
|f ′(a)|+ |f ′(b)|

)
.(3.8)

Remark 3.2 It is noted that the above midpoint inequality (3.8) is better than
the inequality (1.6) presented by Sarikaya et al. in ([29], 2012).

Corollary 3.3 Under the conditions of Theorem 3.1 and s = −1, if ϕ = 0,
η(b, a) = b− a, we have

∣∣∣∣f(a+ b

2

)
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣ ≤ (b− a) ln 2
[
|f ′(a)|+m

∣∣∣f ′( b
m

)∣∣∣]. (3.9)

Remark 3.3 When applying m = 1 to inequality (3.9), then we get inequality
(1.4). Thus, Theorem 3.1 and its consequences generalize the main result in
([35], 2015).

Theorem 3.2 Let f be defined as in Theorem 3.1 with 1
p + 1

q = 1. If |f ′|q for

q > 1 is extended (s,m)ϕη-preinvex on Aϕη for some fixed (s,m) ∈ (−1, 1]×(0, 1]

11
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then the following inequality holds:∣∣∣∣∣tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤ |eiϕη(b, a)|

(p+ 1)
1
p (s+ 1)

1
q

{[
tp+1 +

(1

2
− t
)p+1

] 1
p

×
[(

1−
(1

2

)s+1)∣∣∣f ′(a)
∣∣∣q +m

(1

2

)s+1∣∣∣f ′( b
m

)∣∣∣q] 1
q

+

[(
k − 1

2

)p+1

+ (1− k)p+1

] 1
p

×
[(1

2

)s+1∣∣∣f ′(a)
∣∣∣q +m

(
1−

(1

2

)s+1)∣∣∣f ′( b
m

)∣∣∣q] 1
q

}
. (3.10)

Proof. By Lemma 2.1 and using the famous Hölder’s inequality, we have∣∣∣∣∣tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ ∫ 1
2

0

|λ− t|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ
+

∫ 1

1
2

|λ− k|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ]

≤
∣∣eiϕη(b, a)

∣∣{(∫ 1
2

0

|λ− t|pdλ

) 1
p
[ ∫ 1

2

0

∣∣∣f ′(a+ λeiϕη(b, a)
)∣∣∣qdλ

] 1
q

+

(∫ 1

1
2

|λ− k|pdλ

) 1
p
[ ∫ 1

1
2

∣∣∣f ′(a+ λeiϕη(b, a)
)∣∣∣qdλ

] 1
q

}
.

Also, making use of the extended (s,m)ϕη-convexity of |f ′|q, it follows that∣∣∣∣∣tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
12
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≤
∣∣eiϕη(b, a)

∣∣{(∫ 1
2

0

|λ− t|pdλ

) 1
p

×
[ ∫ 1

2

0

(
(1− λ)s

∣∣∣f ′(a)
∣∣∣q +mλs

∣∣∣f ′( b
m

)∣∣∣q)dλ

] 1
q

+

(∫ 1

1
2

|λ− k|pdλ

) 1
p
[ ∫ 1

1
2

(
(1− λ)s

∣∣∣f ′(a)
∣∣∣q +mλs

∣∣∣f ′( b
m

)∣∣∣q)dλ

] 1
q

}
.

Direct calculation yields that∫ 1
2

0

|λ− t|pdλ =
tp+1 +

(
1
2 − t

)p+1

p+ 1
,

∫ 1

1
2

|λ− k|pdλ =

(
k − 1

2

)p+1
+ (1− k)p+1

p+ 1
,

similarly, we have∫ 1
2

0

(1− λ)sdλ =

∫ 1

1
2

λsdλ =
1−

(
1
2

)s+1

s+ 1
,

∫ 1
2

0

λsdλ =

∫ 1

1
2

(1− λ)sdλ =

(
1
2

)s+1

s+ 1
.

Therefore, combining the above four equalities can lead to the desired result.
The statement in Theorem 3.2 is proved.

Corollary 3.4 Under the condition of Theorem 3.2,
1. when s = 1, we have∣∣∣∣∣tf(a) + (1− k)f

(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤ |e

iϕη(b, a)|
2

1
q (p+ 1)

1
p

{[
tp+1 +

(1

2
− t
)p+1

] 1
p
[

3|f ′(a)|q

4
+
m|f ′( b

m )|q

4

] 1
q

+

[(
k − 1

2

)p+1

+ (1− k)p+1

] 1
p
[
|f ′(a)|q

4
+

3m|f ′( b
m )|q

4

] 1
q

}
; (3.11)

2. when ϕ = 0, k = 1, t = 0, and m = 1 in inequality (3.11), we can get∣∣∣∣∣f
(
a+

η(b, a)

2

)
− 1

η(b, a)

∫ a+η(b,a)

a

f(x)dx

∣∣∣∣∣
≤
(

1

p+ 1

) 1
p |η(b, a)|

4

[(
3

4
|f ′(a)|q +

1

4
|f ′(b)|q

) 1
q

+

(
1

4
|f ′(a)|q +

3

4
|f ′(b)|q

) 1
q
]
. (3.12)
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Remark 3.4 As p =
q

q − 1
, exchange a and b in inequality (3.12), then we can

deduce the inequality (1.7).
In the following corollary, we have the midpoint inequality for powers in

terms of the first derivative.

Corollary 3.5 By substituting f(a) = f
(
a + eiϕη(b, a)

)
= f

(
a + eiϕη(b,a)

2

)
,

t =
1

6
, and k =

5

6
in Theorem 3.2, we have

∣∣∣∣ 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx− f
(
a+

eiϕη(b, a)

2

)∣∣∣∣∣
≤ |e

iϕη(b, a)|
2

1
q (p+ 1)

1
p

[(1

6

)p+1

+
(1

3

)p+1
] 1

p

×

{[
3|f ′(a)|q

4
+
m|f ′( b

m )|q

4

] 1
q

+

[
|f ′(a)|q

4
+

3m|f ′( b
m )|q

4

] 1
q

}
. (3.13)

In the following theorem, we obtain another form of Simpson type inequality
for powers in term of the first derivative.

Theorem 3.3 Let f be defined as in Theorem 3.1. If the mapping |f ′|q for
q ≥ 1 is extended (s,m)ϕη-preinvex on Aϕη for some fixed (s,m) ∈ (−1, 1]×(0, 1]
then ∣∣∣∣∣tf(a) + (1− k)f

(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+

eiϕη(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣{(t2 − 1

2
t+

1

8

)1− 1
q
[
ξ1|f ′(a)|q +mξ2

∣∣∣f ′( b
m

)∣∣∣q] 1
q

+

(
k2 − 3

2
k +

5

8

)1− 1
q
[
ξ3|f ′(a)|q +mξ4

∣∣∣f ′( b
m

)∣∣∣q] 1
q

}
, (3.14)

where

ξ1 =
t(s+ 2)− 1 + 2(1− t)s+2 + (2ts+ 4t− s− 3)

1

2s+2

(s+ 1)(s+ 2)
,

ξ2 =
2ts+2 + (s+ 1− 2ts− 4t)

1

2s+2

(s+ 1)(s+ 2)
,

ξ3 =
2(1− k)s+2 + (2ks+ 4k − s− 3)

1

2s+2

(s+ 1)(s+ 2)
,

14
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and

ξ4 =
2ks+2 + (s+ 1− 2ks− 4k)

1

2s+2
+ (s+ 1− ks− 2k)

(s+ 1)(s+ 2)
.

Proof. By Lemma 2.1 and power-mean inequality, it follows that∣∣∣∣∣tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+ eiϕ

η(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣[ ∫ 1
2

0

|λ− t|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ
+

∫ 1

1
2

|λ− k|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣dλ]

≤
∣∣eiϕη(b, a)

∣∣{(∫ 1
2

0

|λ− t|dλ
)1− 1

q
[ ∫ 1

2

0

|λ− t|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣qdλ

] 1
q

+

(∫ 1

1
2

|λ− k|dλ
)1− 1

q
[ ∫ 1

1
2

|λ− k|
∣∣∣f ′(a+ λeiϕη(b, a)

)∣∣∣qdλ

] 1
q

}
.

Using the extended (s,m)ϕη-convexity of |f ′|q, we have that∣∣∣∣∣tf(a) + (1− k)f
(
a+ eiϕη(b, a)

)
+ (k − t)f

(
a+ eiϕ

η(b, a)

2

)

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣{(∫ 1
2

0

|λ− t|dλ
)1− 1

q

×
[ ∫ 1

2

0

|λ− t|
(

(1− λ)s
∣∣∣f ′(a)

∣∣∣q +mλs
∣∣∣f ′( b

m

)∣∣∣q)dλ

] 1
q

+

(∫ 1

1
2

|λ− k|dλ
)1− 1

q

×
[ ∫ 1

1
2

|λ− k|
(

(1− λ)s
∣∣∣f ′(a)

∣∣∣q +mλs
∣∣∣f ′( b

m

)∣∣∣q)dλ

] 1
q

}
.

By simple calculations, we can get∫ 1
2

0

|λ− t|dλ = t2 − 1

2
t+

1

8
,

∫ 1

1
2

|λ− k|dλ = k2 − 3

2
k +

5

8
, (3.15)
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∫ 1
2

0

|λ− t|(1− λ)sdλ =
t(s+ 2)− 1 + 2(1− t)s+2 + (2ts+ 4t− s− 3)

1

2s+2

(s+ 1)(s+ 2)
,(3.16)

∫ 1
2

0

|λ− t|λsdλ =
2ts+2 + (s+ 1− 2ts− 4t)

1

2s+2

(s+ 1)(s+ 2)
, (3.17)

∫ 1

1
2

|λ− k|(1− λ)sdλ =
2(1− k)s+2 + (2ks+ 4k − s− 3)

1

2s+2

(s+ 1)(s+ 2)
, (3.18)

and

∫ 1

1
2

|λ− k|λsdλ =
2ks+2 + (s+ 1− 2ks− 4k)

1

2s+2
+ (s+ 1− ks− 2k)

(s+ 1)(s+ 2)
. (3.19)

Thus, our desired result can be obtained by combining equalities (3.15)-(3.19),
the proof is completed.

Corollary 3.6 Let f be defined as in Theorem 3.3, if s = 1, t =
1

6
, and k =

5

6
,

the inequality holds for m-convex functions:∣∣∣∣∣16
[
f(a) + f

(
a+ eiϕη(b, a)

)
+ 4f

(
a+

eiϕη(b, a)

2

)]

− 1

eiϕη(b, a)

∫ a+eiϕη(b,a)

a

f(x)dx

∣∣∣∣∣
≤
∣∣eiϕη(b, a)

∣∣( 5

72

)1− 1
q

[( 61

1296
|f ′(a)|q +

29m

1296

∣∣∣f ′( b
m

)∣∣∣q) 1
q

+
( 29

1296
|f ′(a)|q +

61m

1296

∣∣∣f ′( b
m

)∣∣∣q) 1
q

]
. (3.20)

In particular, if m = 1, ϕ = 0, and η(b, a) = b − a in inequality (3.20), the
inequality holds for convex function. If |f ′(x)| ≤ Q, ∀x ∈ I, then we have∣∣∣∣16

[
f(a) + 4f

(b+ a

2

)
+ f(b)

]
− 1

b− a

∫ b

a

f(x)dx

∣∣∣∣ ≤ 5(b− a)

36
Q. (3.21)

Remark 3.5 It is observed that the inequality (3.21) is an improvement com-
pared with inequality (1.3). Thus, Theorem 3.3 and its consequences generalize
the main results in ([4], 2000).
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ISOMETRIC EQUIVALENCE OF LINEAR OPERATORS ON

SOME SPACES OF ANALYTIC FUNCTIONS

LI-GANG GENG ∗

Abstract. In this paper, we are interested in the isometric equivalence
problem for the weighted composition operator Wu,ϕ and the composi-
tion operator Cϕ on the Hardy and the Dirichlet space. We show what
properties the operators must satisfy to insure that they are isometric
equivalent.

1. introduction

Let D be the unit disk in the complex plane, and S(D) be the set of ana-
lytic self-maps of D. The algebra of all holomorphic functions with domain
D will be denoted by H(D).

Let ϕ be an analytic self-map of D and u ∈ H(D), the multiplication op-
erator Mu is defined by (Muf)(z) = u(z)f(z), and the weighted composition
operator Wu,ϕ induced by u and ϕ is defined by (Wu,ϕf)(z) = u(z)f(ϕ(z))
for z ∈ D and f ∈ H(D). If let u ≡ 1, then Wu,ϕ = Cϕ, which is often
called composition operator. As is well known, the weighted composition
operator can be regarded as a generalization of a multiplication operator
and a composition operator.

Let X and Y be two Banach spaces and T1 and T2 are bounded linear
operators on X and Y respectively . We say that T1 and T2 are isometrically
equivalent if there exists surjective isometries UX and UY on X and Y
respectively such that UXT1 = T2UY . For X = Y , two operators T1 and T2

are said to be similar if there is a bounded invertible operator S such that
ST2 = T1S. If S could be chosen to be an isometry as well, then T1 and T2

are said to be isometrically isomorphic. If X is a Hilbert space as well as
a Banach space, then isometric isomorphism on X is referred to as unitary
equivalence.
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The “unitary equivalence” problem for operators on a Hilbert space has
received a lot of attention over the yeas. The analogous problem for opera-
tors on Banach spaces, due to the lack of inner product structure, requires
different techniques directly related to the specific settings under consid-
eration. The “isometric equivalence problem” arises as to what properties
the operators must satisfy to insure that they are isometrically equivalent.
There has been some recent work on the isometric equivalence problem in
spaces of analytic functions. In [1], Wright investigated the isometric equiv-
alence of composition operators for X = Y = Hp(D) for 1 ≤ p < ∞ and
p 6= 2, he obtained that if two composition operators Cϕ1 and Cϕ2 are iso-

metrically equivalent on Hardy space Hp, then ϕ1(z) = eiθϕ2(e−iθz). In
[2, 3], Hornor and Jamison studied isometric equivalence of composition op-
erators on several important Banach spaces of analytic function spaces on
the unit disk D. In [4], Jamison studied isometric equivalence of composition
operators for X = Y = B, where B is a Bloch space. He obtained that if
two composition operators Cϕ1 and Cϕ2 are isometrically equivalent on B,
then there is an automorphism ϕ such that ϕ1(ϕ(z)) = ϕ(ϕ2(z)); he also
investigated the isometric equivalence problem of certain operators on some
specific types of Banach spaces. In [5], Nadia studied isometric equivalence
of differentiated composition operators on some analytic function spaces. He
obtained that two operators DCϕ1 and DCϕ2 : Hp → Hq(1 < p, q <∞, and

p, q 6= 2), then DCϕ1Wp = WqDCϕ2 if and only if ϕ1(z) = e−iθpϕ2(eiθqz),
here DCϕ : Hp → Hq is defined to be DCϕf = (f ◦ ϕ)′, Wp and Wq are
surjective isometries on Hp and Hq.

Building on those foundation, the present paper continues this line of re-
search. More precisely, we first investigated the case of weighted composition
operators on the Hardy spaces.

2. Isometric equivalence of weighted composition operators on
Hardy spaces

Let H∞(D) denote the space of bounded holomorphic functions f on the
unit disk with the supremum

‖f‖∞ = sup
z∈D
|f(z)|.

The surjective linear isometries of H∞(D) were determined in [6]. It was
proven that, a surjective linear isometry T of H∞(D) is of the form:

Tf = αf(τ) (1)

for every f ∈ H∞(D). Where τ is a conformal map of D and α is a unimod-
ular complex number.

The Hardy space Hp(D) for 1 ≤ p <∞ is defined to be the Banach space
of analytic functions in D such that

‖f‖Hp = sup
0<r<1

{
1

2π

∫ 2π

0

∣∣∣f(reiθ)
∣∣∣p dθ}1/p

<∞.
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In [7], it was proved that if p 6= 2, a surjective isometry T of Hp is of the
form:

Tf = α(τ ′)1/pf(τ) (2)

where |α| = 1 and τ is a conformal map of the disk.
In the following theorem, we are interested in the isometric equivalence

for the weighted composition operators on the space H∞(D):

Lemma 1. If ϕ1 and ϕ2 are analytic functions of the disk into itself, then
Cϕ1 and Cϕ2 are isometrically equivalent on H∞(D) if and only if ϕ1(τ) =
τ(ϕ2); Mu1 and Mu2 are isometrically equivalent on H∞(D) if and only if
u1(τ) = u2, where u1, u2 ∈ H(D) and τ is a conformal map of the disk.

Proof. Suppose Cϕ1 and Cϕ2 are isometrically equivalent on H∞(D), then
there is a surjective isometry T on H∞(D) such that TCϕ1 = Cϕ2T . From
(1),we have

αf(ϕ1(τ)) = αf(τ(ϕ2))

for any f ∈ H∞(D), so ϕ1(τ) = τ(ϕ2). For the converse, if ϕ1(τ) = τ(ϕ2),
then

TCϕ1f = Cϕ2Tf

for any f ∈ H∞(D).
Similarly, suppose Mu1 and Mu2 are isometrically equivalent on H∞(D),

then TMu1f = Mu2Tf for any f ∈ H∞(D). It’s easy to get that

αu1(τ)f(τ) = αu2f(τ),

so u1(τ) = u2. For the converse, if u1(τ) = u2, then

αu1(τ)f(τ) = αu2f(τ)

for any f ∈ H∞(D). This implies that Mu1 and Mu2 are isometrically
equivalent on H∞(D). The converse is obviously. �

Theorem 2. Let u1, u2 ∈ H(D) and ϕ1, ϕ2 ∈ S(D). Two weighted compo-
sition operators Wu1,ϕ1 and Wu2,ϕ2 are isometrically equivalent on H∞(D)
if and only if Cϕ1 and Cϕ2, Mu1 and Mu2 are isometrically equivalent on
H∞(D) respectively .

Proof. For the sufficiently, suppose Cϕ1 and Cϕ2 , Mu1 and Mu2 are isomet-
rically equivalent, then there exists surjective isometric T on H∞(D) such
that

TCϕ2 = Cϕ1T, and TMu2 = Mu1T.

It follows from (1) that

TWu2,ϕ2f = TMu2Cϕ2f = Mu1TT
−1Cϕ1Tf = Mu1Cϕ1Tf = Wu1,ϕ1Tf.

For the necessity, now suppose TWu1,ϕ1f = Wu2,ϕ2Tf , where T is a surjec-
tive isometry on H∞(D). It follows from (1) that

αu1(τ)f(ϕ1(τ)) = αu2f(τ(ϕ2)) (3)

for any f ∈ H∞(D).
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Let f = z in (3), then ϕ1(τ) = τ(ϕ2). By Lemma 1, we know that Cϕ1

and Cϕ2 are isometrically equivalent on H∞(D).
Let f = 1in (3), then u1(τ) = u2. Consequently, from Lemma 1, this

implies that Mu1 and Mu2 are isometrically equivalent on H∞(D). The
proof of this theorem is completed. �

Theorem 3. Suppose Mu1 and Mu2 are two multiplication operators on
Hp(D),1 ≤ p <∞ and p 6= 2, thenMu1 andMu2 are isometrically equivalent
if and only if there exists a conformal map τ of the unit disk onto itself such
that u1 = u2(τ).

Proof. Suppose that Mu1 and Mu2 are isometrically equivalent, and T is an
isometry of Hp(D) onto itself. Then

Mu1Tf = TMu2f

for any f ∈ Hp(D). It follows from (2) that

bu1f(τ)(τ ′)1/p = bu2(τ)f(τ)(τ ′)1/p.

So u1 = u2(τ). The converse is obvious. �

Theorem 4. Let Cϕ1 is a composition operator on Hp(D),1 ≤ p < ∞
and p 6= 2, Cϕ2 is a composition operator on H∞ then Cϕ1 and Cϕ2 are
isometrically equivalent if and only if ϕ1 and ϕ2 are constants or ϕ1(z) =
eiθϕ2(τ(z)), here τ is a conformal map of the disk.

Proof. Suppose Cϕ1 and Cϕ2 are isometrically equivalent, then there exists
an isometry T1 on Hp and an isometry T2 on H∞ such that Cϕ1T1f =
T2Cϕ2f . By (1) and (2), from the expression of T1 and T2, we have

α(τ ′1(ϕ1))1/pf(τ(ϕ1)) = βf(ϕ2(τ2)), (4)

where α and β are unimodular complex numbers; τi, i = 1, 2 is conformal
map of D onto itself.

Let f = 1 in (4), then α(τ ′1(ϕ1))1/p = β.

Let f = z in (4), then α(τ ′1(ϕ1))1/pτ1(ϕ1) = βϕ2(τ2). Here τi(z) =
λi

wi−z
1−w̄iz

, where |λi| = 1, |wi| < 1.
If wi 6= 0, i = 1, 2, we can get ϕ1 and ϕ2 are constant functions. If wi =

0, i = 1, 2, we can get λ1ϕ1 = ϕ2(λ2z), that is: ϕ1(z) = eiθ1ϕ2(eiθ2z). If ϕ1

and ϕ2 are not constant functions, from α(τ ′1(ϕ1))1/p = β, we can get w1 = 0

and α(λ1)1/p = β, then λ1ϕ1(z) = ϕ2(τ2(z)), that is ϕ1(z) = eiθϕ2(τ2(z))
The converse is obvious. �

3. Isometric equivalence of composition operators on
Dirichlet space

For 1 ≤ p <∞, let Lpa denote the Bergman space of the unit disk D and
‖ · ‖p denote the usual norm. Dp will denote the space of analytic functions
on D for which f ′ ∈ Lpa. The norm on Dp is defined as the following:

‖f‖Dp = (|f(0)|p + ‖f ′‖p)1/p.
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In [8], the linear isometry T of Dp (p 6= 2) onto itself is given by:

Tf(z) = λ[f(0) + µ

∫ z

0
[φ′(ξ)]2/pf ′(φ(ξ))dξ] (5)

where |λ| = |µ| = 1 and φ is a conformal map of the disk.
We have the following theorem for isometric equivalence of composition

operators on Dp:

Theorem 5. Let ϕ1 and ϕ2 be analytic maps of the disk.The composition
operators Cϕ1 and Cϕ2 are isometrically equivalent, as operators on Dp (1 <
p <∞ and p 6= 2) if and only if ϕ1(z) = ϕ2(z) = z.

Proof. First assume that Cϕ1 and Cϕ2 are isometrically equivalent then for
any f ∈ Dp and T a surjective linear isometry on Dp,we have

TCϕ1f = Cϕ2Tf

By (5):

TCϕ1f(z) = λ[f(ϕ1(0)) + µ

∫ z

0
[φ′(ξ)]2/pf ′(ϕ1(φ(ξ)))ϕ′1(φ(ξ))dξ]

and

Cϕ2Tf(z) = λ[f(0) + µ

∫ ϕ2(z)

0
[φ′(ξ)]2/pf ′(φ(ξ))dξ]

From TCϕ1f = Cϕ2Tf , we can get:

λ[f(ϕ1(0)) + µ

∫ z

0
[φ′(ξ)]2/pf ′(ϕ1(φ(ξ)))ϕ′1(φ(ξ))dξ]

= λ[f(0) + µ

∫ ϕ2(z)

0
[φ′(ξ)]2/pf ′(φ(ξ))dξ]

for any f ∈ Dp. Derivative with respect to z on both sides of above equation,
we can get:

[φ′(z)]2/pf ′(ϕ1(φ(z)))ϕ′1(φ(z)) = [φ′(ϕ2(z))]2/pf ′(φ(ϕ2(z)))ϕ′2(z).

Let f = z,we get

[φ′(z)]2/pϕ′1(φ(z)) = [φ′(ϕ2(z))]2/pϕ′2(z); (6)

Letf = z2,we get

[φ′(z)]2/pϕ1(φ(z))ϕ′1(φ(z)) = [φ′(ϕ2(z))]2/pφ(ϕ2(z))ϕ′2(z);

Letf = zn,we can get

[φ′(z)]2/p(ϕ1(φ(z)))n−1ϕ′1(φ(z)) = [φ′(ϕz(z))]
2/p(φ(ϕ2(z)))n−1ϕ′2(z).

For p 6= 1, we can get:

ϕ1(φ(z)) = φ(ϕ2(z)). (7)

Derivative with respect to z, we can get:

ϕ′1(φ(z))φ′(z) = φ′(ϕ2(z))ϕ′2(z) (8)
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The following equations can be obtained from (6),(7) and (8)

φ′(z) = φ′(ϕ2(z)) and ϕ′2(z) = ϕ′1(φ(z)). (9)

The conformal map φ of the unit disk can be written as the form φ(z) =
λ z−a

1−āz , where |λ| = 1, |a| < 1, so

φ′(z) = λ
1− |a|2

(1− āz)2
. (10)

Then ϕ1(z) = ϕ2(z) = z can be got from (7),(9)and (10).
The sufficient condition is obvious. �
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S-fuzzy subalgebras and their S-products in BE-algebras
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Abstract. Using the s-norm S, the notions of an S-fuzzy subalgebra of BE-algebras are introduced, and some

properties are investigated. The S-product of S-fuzzy subalgebras is discussed.

1. Introduction

In [5], H. S. Kim and Y. H. Kim introduced the notion of a BE-algebra. S. S. Ahn and K. S.

So [3,4] introduced the notion of ideals in BE-algebras. S. S. Ahn et al. [1] fuzzified the concept

of BE-algebras, investigated some of their properties. Y. B. Jun and S. S. Ahn ([6]) provided

several degrees in defining a fuzzy filter and a fuzzy implicative filter. It is a generalization of a

fuzzy filter in BE-algebras.

In this paper, we introduce the notion of an S-fuzzy subalgebra of BE-algebras over an s-

norm S, and we investigate some related properties. We also discuss the S-product of S-fuzzy

subalgebras of BE-algebras.

2. Preliminaries

An algebra (X; ∗, 1) of type (2, 0) is called a BE-algebra ([5]) if

(BE1) x ∗ x = 1 for all x ∈ X;

(BE2) x ∗ 1 = 1 for all x ∈ X;

(BE3) 1 ∗ x = x for all x ∈ X;

(BE4) x ∗ (y ∗ z) = y ∗ (x ∗ z) for all x, y, z ∈ X (exchange)

We introduce a relation “≤” on a BE-algebra X by x ≤ y if and only if x ∗ y = 1. A non-empty

subset S of a BE-algebra X is said to be a subalgebra of X if it is closed under the operation

“ ∗ ”. Noticing that x ∗ x = 1 for all x ∈ X, it is clear that 1 ∈ S. A BE-algebra (X; ∗, 1)

is said to be self distributive if x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z) for all x, y, z ∈ X. A mapping

02010 Mathematics Subject Classification: 08A72, 06F35.
0Keywords: BE-algebra; S-fuzzy subalgebra; S-product.

∗ The corresponding author. Tel.: +82 33 248 2011, Fax: +82 33 256 2011 (K. S. So).
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f : X → Y of BE-algebras is called a homomorphism if f(x ∗ y) = f(x) ∗ f(y) for any x, y ∈ X.

A homomorphism f of BE-algebras is called an epimorphism if f is onto. Note that if f is a

homomorphism of BE-algebras, then f(1) = 1.

Proposition 2.1([5]). Let (X; ∗, 1) be a self distributive BE-algebra. Then the following hold:

for any x, y, z ∈ X,

(i) if x ≤ y, then z ∗ x ≤ z ∗ y and y ∗ z ≤ x ∗ z;
(ii) y ∗ z ≤ (z ∗ x) ∗ (y ∗ z);

(iii) y ∗ z ≤ (x ∗ y) ∗ (x ∗ z).

A BE-algebra (X; ∗, 1) is said to be transitive if it satisfies Proposition 2.1(iii).

We now review some fuzzy logic concepts. Let X be a non-empty set. A fuzzy set µ in X is a

function µ : X → [0, 1]. Given a fuzzy set µ in X and α ∈ [0, 1], the set

U(µ;α) := {x ∈ X|µ(x) ≥ α}(resp. L(µ;α) := {x ∈ X|µ(x) ≤ α})

is called an upper (resp. lower) level subset of µ.

Definition 2.2([1]). Let µ be a fuzzy set in a BE-algebra X. Then µ is called a fuzzy BE-algebra

of X if µ(x ∗ y) ≥ min{µ(x), µ(y)} for all x, y ∈ X.

Definition 2.3([6]). A binary operation S on [0, 1] is called a t-conorm if

(S1) boundary condition: S(x, 0) = x;

(S2) commutativity: S(x, y) = S(y, x);

(S3) associativity: S(x, S(y, z)) = S(S(x, y), z);

(S4) monotonicity: S(x, y) ≤ S(x, z) whenever y ≤ z, for all x, y, z ∈ [0, 1].

We call such a t-conorm an s-norm in this paper.

Note that max{x, y} ≤ S(x, y) for all x, y ∈ [0, 1]. Moreover, ([0, 1];S) is a commutative

semigroup with 0 as the neutral element. In particular,

S(S(x, y), S(z, t)) = S(S(x, z), S(y, t))

holds for all x, y, z, t ∈ [0, 1].

The set of all idempotents with respect to S, i.e., the set

ES := {x ∈ [0, 1]|S(x, x) = x}

is a subsemigroup of ([0, 1];S). If Im(µ) ⊆ ES, then the fuzzy set µ is said to be idempotent.
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3. S-fuzzy subalgebras

In what follows, let S and X denote an s-norm and a BE-algebra respectively, unless otherwise

specified.

Definition 3.1. A fuzzy set µ in X is called a fuzzy subalgebra of X over S (briefly, an S-fuzzy

subalgebra of X) if it satisfies

(SF0) µ(x ∗ y) ≤ S(µ(x), µ(y))

for all x, y ∈ X. An S-fuzzy subalgebra µ of X is said to be idempotent if Im(µ) ⊆ ES, where

ES = {x ∈ [0, 1]|S(x, x) = x}.

Example 3.2. Let X := {1, a, b, c, d} be a BE-algebra([5]) with the following table:

∗ 1 a b c d

1 1 a b c d

a 1 1 b c d

b 1 a 1 c c

c 1 1 b 1 b

d 1 1 1 1 1

Let Sm : [0, 1]×[0, 1]→ [0, 1] be a function defined by Sm(x, y) := min(x+y, 1) for all x, y ∈ [0, 1].

Then it is easy to see that Sm is an s-norm. Define a fuzzy set µ in X by µ(1) = 0, µ(a) = µ(b) =

0.5 and µ(c) = µ(d) = 1. Then µ is an Sm-fuzzy subalgebra of X, which is not idempotent, since

0.5 ∈ Im(µ) and 0.5 /∈ ESm .

Let SM : [0, 1]×[0, 1]→ [0, 1] be a function defined by SM(x, y) := max(x, y) for all x, y ∈ [0, 1].

Then SM is also an s-norm. It follows that µ is an idempotent SM -fuzzy subalgebra of X.

Proposition 3.3. Let Sm be the s-norm defined in Example 3.2 and let S be a subalgebra of

X. Then the fuzzy set µ in X defined by

µ(x) :=

{
0 if x ∈ S
1 otherwise,

is an idempotent Sm-fuzzy subalgebra of X.

Proof. Let x, y ∈ X. If x, y ∈ S, then x ∗ y ∈ S and so µ(x ∗ y) = 0 ≤ Sm(µ(x), µ(y)). If x /∈ S
and y /∈ S, then µ(x) = 1 = µ(y). Hence Sm(µ(x), µ(y)) = min{1 + 1, 1} = 1 ≥ µ(x ∗ y). If

exactly one of x and y belongs to S, then exactly one of µ(x) and µ(y) is equal to 0. It follows

that Sm(µ(x), µ(y)) = min{1 + 0, 1} = 1 ≥ µ(x ∗ y). Therefore µ is an Sm-fuzzy subalgebra of

X. Obviously, Im(µ) ⊆ ESm , completing the proof. □

Proposition 3.4. If µ is an idempotent S-fuzzy subalgebra ofX, then µ(1) ≤ µ(x) and µ(x∗y) ≤
max{µ(x), µ(y)} for all x, y ∈ X.
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Proof. For any x, y ∈ X, we have µ(1) = µ(x∗x) ≤ S(µ(x), µ(x)) = µ(x) and max{µ(x), µ(y)} =

S(max{µ(x), µ(y)},max{µ(x), µ(y)}) ≥ S(µ(x), µ(y)) ≥ µ(x ∗ y). This competes the proof. □

Proposition 3.5. Let µ be a fuzzy set of X. If every non-empty lower level subset L(µ;α) of µ

is a subalgebra of X, then µ is an S-fuzzy subalgebra of X.

Proof. Assume that there exist a, b ∈ X such that µ(a ∗ b) > S(µ(a), µ(b)). If we take m0 :=
1
2
(µ(a ∗ b) + S(µ(a), µ(b))), then µ(a ∗ b) > m0 > S(µ(a), µ(b)) ≥ max(µ(a), µ(b)). Hence a, b ∈
L(µ;m0), but a∗ b /∈ L(µ;m0). This is a contradiction and so µ satisfies the inequality µ(x∗ y) ≤
S(µ(x), µ(y)) for all x, y ∈ X. This completes the proof. □

The converse of Proposition 3.5 may not be true as seen in the following example.

Example 3.6. In Example 3.2, define a fuzzy set ν in X by ν(1) = 0, ν(b) = ν(d) = 0.5 and

ν(a) = ν(c) = 1. Let Sm be the s-norm in Example 3.2. Then it is easy to see that ν is an

Sm-fuzzy subalgebra of X, but the lower level subset L(ν; 0.5) = {1, b, d} is not a subalgebra of

X, since b ∗ d = c /∈ L(ν; 0.5).

Proposition 3.7. Let µ be an idempotent S-fuzzy subalgebra of X. Then the non-empty lower

level subset L(µ;α) of µ is a subalgebra of X.

Proof. Let x, y ∈ L(µ;α), where α ∈ [0, 1]. Then µ(x) ≤ α and µ(y) ≤ α. Hence µ(x ∗ y) ≤
S(µ(x), µ(y)) ≤ S(α, α) = α and so x ∗ y ∈ L(µ;α). Thus L(µ;α) is a subalgebra of X. □

Proposition 3.8. Let µ be an S-fuzzy subalgebra of X. If there is a sequence {xn} in X such

that limn→∞S(µ(xn), µ(xn)) = 0, then µ(1) = 0.

Proof. For any x ∈ X, we have µ(1) = µ(x∗x) ≤ S(µ(x), µ(x)). Therefore µ(1) ≤ S(µ(xn), µ(xn))

for each n ∈ N and so 0 ≤ µ(1) ≤ limn→∞S(µ(xn), µ(xn)) = 0. It follows that µ(1) = 0. □

Let f be a mapping defined on X and let µ be a fuzzy set in f(X). The fuzzy set f−1(µ) in X

defined by [f−1(µ)](x) := µ(f(x)) for all x ∈ X is called the preimage of µ under f .

Theorem 3.9. Let f : X → Y be an epimorphism of BE-algebras and let µ be an S-fuzzy

subalgebra of Y . Then the preimage f−1(µ) of µ under f is also an S-fuzzy subalgebra of X.

Proof. Assume that µ is an S-fuzzy subalgebra of Y . Let x, y ∈ X. Then

[f−1(µ)](x ∗ y)) =µ(f(x ∗ y)) = µ(f(x) ∗ f(y))

≤S(µ(f(x)), µ(f(y))) = S([f−1(µ)](x), [f−1(µ)](y)).

Hence f−1(µ) is an S-fuzzy subalgebra of X. □

Let µ be a fuzzy set in X and let f be a mapping defined on X. The fuzzy set µf in f(X)

defined by µf (y) := infx∈f−1(y) µ(x) for all y ∈ f(X) is called the anti-image of µ under f .
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Definition 3.10. An s-norm S on [0, 1] is said to be continuous if S is a continuous function

from [0, 1]× [0, 1] to [0, 1] with respect to the usual topology.

Theorem 3.11 Let S be a continuous s-norm and let f : X → Y be an epimorphism of BE-

algebras. If µ is an S-fuzzy subalgebra of X, then anti-image µf is also an S-fuzzy subalgebra of

Y .

Proof. Let A1 := f−1(y1), A2 := f−1(y2) and A12 := f−1(y1 ∗ y2), where y1, y2 ∈ Y . Consider

the set A1 ∗ A2 := {x ∈ X|x = a1 ∗ a2 for some a1 ∈ A1, a2 ∈ A2}. If x ∈ A1 ∗ A2, then

x = x1 ∗ x2 for some x1 ∈ A1, x2 ∈ A2 and so f(x) = f(x1 ∗ x2) = f(x1) ∗ f(x2) = y1 ∗ y2, i.e.,

x ∈ f−1(y1 ∗ y2) = A12. Hence A1 ∗ A2 ⊆ A12. It follows that

µf (y1 ∗ y2) = inf
x∈f−1(y1∗y2)

µ(x) = inf
x∈A12

µ(x)

≤ inf
x∈A1∗A2

µ(x) = inf
x∈A1,x2∈A2

µ(x1 ∗ x2)

≤ inf
x∈A1,x2∈A2

S(µ(x1), µ(x2)).

Since S is continuous, if ϵ is any positive number, then there exists a number δ > 0 such that

S(x∗1, x
∗
2) ⊆ S(infx1∈A1 µ(x1), infx2∈A2 µ(x2)) + ϵ, whenever x∗1 ≤ infx1∈A1 µ(x1) + δ and x∗2 ≤

infx2∈A2 µ(x2) + δ. Choose a1 ∈ A1, a2 ∈ A2 such that µ(a1) ≤ infx1∈A1 µ(x1) + δ and µ(a2) ≤
infx2∈A2 µ(x2) + δ. Then S(µ(a1), µ(a2)) ≤ S(infx1∈A1 µ(x1), infx2∈A2 µ(x2)) + ϵ. Hence we have

µf (y1 ∗ y2) ≤ inf
x1∈A1,x2∈A2

S(µ(x1), µ(x2))

≤S( inf
x1∈A1

µ(x1), inf
x2∈A2

µ(x2))

=S(µf (y1), µ
f (y2)).

Thus µf is an S-fuzzy subalgebra of Y . □
Theorem 3.12. Let µ be an idempotent S-fuzzy subalgebra of X. Then the set

Xµ := {x ∈ X|µ(x) = µ(1)}

is a subalgebra of X.

Proof. Noticing that µ(1) ≤ µ(x) for all x ∈ X, we have L(µ;µ(1)) = {x ∈ X|µ(x) ≤ µ(1)} =

{x ∈ X|µ(x) = µ(1)} = Xµ. By Proposition 3.7, Xµ is a subalgebra of X. □
Proposition 3.13. Let µ, ν be idempotent S-fuzzy subalgebras of X. If µ ⊂ ν and µ(1) = ν(1),

then Xµ ⊂ Xν .

Proof. Assume that µ ⊂ ν and µ(1) = ν(1). Let x ∈ Xµ. Then ν(x) > µ(x) = µ(1) = ν(1).

Noticing ν(x) ≤ ν(1) for all x ∈ X, we have ν(x) = ν(1), i.e., x ∈ Xν . This completes the

proof. □
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Theorem 3.14. Let SM be an s-norm defined in Example 3.2. Let µ be an SM -fuzzy subalgebra

of X and let f : [µ(1), 1]→ [0, 1] be an increasing function. Define a fuzzy set µf : X → [0, 1] by

µf (x) := f(µ(x))

for all x ∈ X. Then µf is an SM -fuzzy subalgebra of X. Furthermore, if f(α) ≥ α for all

α ∈ [µ(1), 1], then µ ⊆ µf .

Proof. Let x, y ∈ X. Then

µf (x ∗ y) =f(µ(x ∗ y)) ≤ f(SM(µ(x), µ(y)))

≤SM(f(µ(x)), f(µ(y))) = SM(µf (x), µf (y)).

Hence µf is an SM -fuzzy subalgebra of X. Assume that f(α) ≥ α for all α ∈ [µ(1), 1]. Then

µf (x) = f(µ(x)) ≥ µ(x) for all x ∈ X, which proves that µ ⊂ µf . □

4. Direct products and s-normed products

Definition 4.1. Let µ and ν be fuzzy sets of X and let S be an s-norm of X. Then the S-product

of µ and ν is defined by

[µ · ν]S(x) := S(µ(x), ν(x))

for all x ∈ X and we denote it by [µ · ν]S.

Theorem 4.2. Let µ, ν be two S-fuzzy subalgebras ofX and let S∗ be an s-norm which dominates

S, i.e.,

S∗(S(a, b), S(c, d)) ≤ S(S∗(a, c), S∗(b, d))

for all a, b, c and d ∈ [0, 1]. Then the S∗-product [µ · ν]S∗ of µ and ν is an S-fuzzy subalgebra of

X.

Proof. For any x, y ∈ X, we have

[µ · ν]S∗(x ∗ y) =S∗{µ(x ∗ y), ν(x ∗ y)}
≤S∗{S{µ(x), µ(y)}, S{ν(x), ν(y)}}
≤S{S∗{µ(x), ν(x)}, S∗{µ(y), ν(y)}}
=S{[µ · ν]S∗(x), [µ · ν]S∗(y)}.

Hence [µ · ν]S∗ is an S-fuzzy subalgebra of X. □

Let f : X → Y be an epimorphism of BE-algebras. If µ and ν are S-fuzzy subalgebras of Y ,

then the S∗-product [µ ·ν]S∗ of µ and ν is also an S-fuzzy subalgebra of Y whenever S∗ dominates

S. Since every epimorphic preimage of an S-fuzzy subalgebra is also an S-fuzzy subalgebra, the
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preimages f−1(µ), f−1(ν) and f−1([µ · ν]S∗) are S-fuzzy subalgebras. The next theorem provides

the relation between f−1([µ · ν]S∗) and the S∗-product [f−1(µ) · f−1(ν)]S∗ of f−1(µ) and f−1(ν).

Proposition 4.3. Assume that f : X → Y is an epimorphism of BE-algebras and S, S∗ are

s-norms such that S∗ dorminates S. For any S-fuzzy subalgebras µ and ν of Y , we have

f−1([µ · ν]S∗) = [f−1(µ) · f−1(ν)]S∗ .

Proof. For any x ∈ X, we obtain

{f−1([µ · ν]S∗)}(x) =[µ · ν]S∗(f(x))

=S∗{µ(f(x)), ν(f(x))}
=S∗([f−1(µ)](x), [f−1(ν)](x))

=[f−1(µ) · f−1(ν)]S∗(x),

completing the proof. □

Let (X1, ∗1, 11) and (X2, ∗2, 12) be BE-algebras. Define a binary operation “∗” on X1×X2 by

(x1, x2) ∗ (y1, y2) := (x1 ∗1 x2, y1 ∗2 y2)

for all (x1, x2), (y1, y2) ∈ X. Then (X, ∗, 1) is a BE-algebra, where 1 = (11, 12).

Theorem 4.4. Let X = X1×X2 be the direct product of BE-algebras X1 and X2. If µ1 (resp.,

µ2 ) is an S-fuzzy subalgebra of X1(resp., X2), then µ := µ1 × µ2 is an S-fuzzy subalgebra of X

defined by

µ(x1, x2) = (µ1 × µ2)(x1, x2) = S(µ1(x1), µ2(x2))

for all (x1, x2) ∈ X1 ×X2.

Proof. Let x = (x1, x2), y = (y1, y2) ∈ X. Then we have

µ(x ∗ y) =µ((x1, x2) ∗ (y1, y2))

=µ(x1 ∗ y1, x2 ∗ y2)
=S(µ1(x1 ∗ y1), µ2(x2 ∗ y2))
≤S(S(µ1(x1), µ1(y1)), S(µ2(x2), µ2(y2)))

=S(S(µ1(x1), µ2(x2)), S(µ1(y1), µ2(y2)))

=S(µ(x1, x2), µ(y1, y2))

=S(µ(x), µ(y)).

Hence µ = µ1 × µ2 is an S-fuzzy subalgebra of X. □
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Now, we generalize the idea to the product of S-fuzzy subalgebras. We first need to generalize

the domain of an s-norm to
∏n

i=1[0, 1] as follows.

Definition 4.5. We define a map Sn :
∏n

i=1[0, 1] → [0, 1] is defined by Sn(α1, α2, · · · , αn) :=

S(αi, Sn−1(α1, · · · , αi−1, αi+1, · · · , αn)) for all 1 ≤ i ≤ n, where S2 = S and S1 = id[0,1].

Using the induction on n, we have following two lemmas:

Lemma 4.6. For an s-norm S and every αi, βi, where 1 ≤ i ≤ n and n ≥ 2, we have

Sn(S(α1, β1),S(α2, β2), · · · , S(αn, βn)

=S(Sn(α1, α2, · · · , αn), Sn(β1, β2, · · · , βn)).

Lemma 4.7. For an s-norm S and every α1, α2, · · · , αn ∈ [0, 1], where n ≥ 2, we have

Sn(α1, α2, · · · , αn) =S(· · · , S(S(S(α1, α2), α3, α4), · · · , αn)

=S(α1, S(α2, S(α3, · · · , S(αn−1, αn) · · · ))).

Theorem 4.8. Let X :=
∏n

i=1Xi be the direct product of BE-algebras {Xi}ni=1. If µi is an

S-fuzzy subalgebra of Xi, where 1 ≤ i ≤ n, then µ =
∏n

i=1 µi defined by

µ(x1, · · · , xn) = (
n∏

i=1

µi)(x1, · · · , xn) = S(µ(x1), · · · , µ(xn))

is an S-fuzzy subalgebra of X.

Proof. Let x = (x1, · · · , xn), y = (y1, · · · , yn) be any elements of X. Using Lemmas 4.6 and 4.7,

we have

µ(x ∗ y) =µ((x1 ∗ y1), (x2 ∗ y2), · · · , (xn ∗ yn))

=Sn(µ1(x1 ∗ y1), · · · , µn(xn ∗ yn))

≤Sn(S(µ1(x1), µ1(y1)), · · · , S(µn(xn), µn(yn)))

=S(Sn(µ1(x1), µ2(x2), · · · , µn(xn)),

Sn(µ1(y1), µ2(y2), · · · , µn(yn)))

=S(µ((x1, · · · , xn) ∗ (y1, · · · , yn)))

=S(µ(x ∗ y)).

Hence µ =
∏n

i=1 µi is an S-fuzzy subalgebra of X. □
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Theorem 4.9. Let S be a continuous s-norm and f : X → Y be an epimorphism of BE-algebras,

and let µ and ν be S-fuzzy subalgebras of X. If an s-norm S∗ dominates S, then

([µ · ν]S∗)f ⊆ [µf · νf ]S∗ .

Proof. By Theorems 4.2 and 3.11, the S∗-product [µ · ν]S∗ is an S-fuzzy subalgebra of X, and

the S∗-product [µf · νf ]S∗ is an S-fuzzy subalgebra of Y . Moreover, for each y ∈ Y , we have

([µ · ν]S∗)f (y) = inf
x∈f−1(y)

[µ · ν]S∗(x)

= inf
x∈f−1(y)

S∗(µ(x), ν(x))

≤S∗( inf
x∈f−1(y)

µ(x), inf
x∈f−1(y)

ν(x))

=S∗(µf (y), νf (y))

= ([µf · νf ]S∗)(y),

proving that ([µ · ν]S∗)f ⊆ [µf · νf ]S∗ . □
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1 Introduction

It is known that the modern metric fixed point theory was motivated from Banach

contraction principle (see, e.g., [1]) which plays an important role in various fields of ap-

plied mathematical analysis. In 1922, Polish mathematician proved the following classical

Banach contraction principle:

Theorem 1.1 ([1]) Let T : X → X be a contraction on a complete metric space (X, d).

Then T possesses exactly one fixed point x∗ ∈ X. Moreover, for any point x ∈ X, the

sequence {T n(x) : n = 0, 1, 2, ....} converges to x∗ ∈ X. That is limn→∞ T n(x) = x∗, for

each x ∈ X, where T n denotes the n-fold composition of T.

Since 1922, many authors have obtained all kinds of versions to extend the famous

Banach contraction principle. In general, people did such extensions by means of two

methods. One is to extend Banach contraction to other more general mapping or mappings

(for example, when two or more mappings are involved and discussed, the common fixed

point(s) is(are) usually investigated). The other is to extend classical metric space to more

general spaces (usually called abstract spaces). There are many generalizations of the

concept metric space in the literature. In 1964, Perov [34] introduced vector valued metric

space, instead of general metric space, and obtained a Banach type fixed point theorem

on such a complete generalized metric space. Later on, following Perov, many authors

studied fixed point results of Perov-type in more general abstract spaces, such as cone

metric spaces, etc (see [35]-[39]). Among them, Cvetković and Rakočević [36] introduced

the concept of f -quasi-contraction of Perov-type and obtained fixed point results for such

kind mappings, which is a generalization of the famous Ćirić mappings. Let (X, d) be a

complete metric space. Recall that a mapping T : X → X is called a quasi-contraction if,

for some k ∈ [0, 1) and for all x, y ∈ X, one has

d(Tx, Ty) 6 kmax{d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)}.

Ćirić [13] introduced and studied quasi-contractions as one of the most general classes of

contractive-type mappings. He proved the well-known theorem that any quasi-contraction

T has a unique fixed point. Recently, many authors obtained various similar results on

cone b-metric spaces (some authors call such spaces cone metric type spaces) and cone

metric spaces. See, for instance, [7]-[15].

2
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Since 2010, some authors have investigated the problem of whether cone metric spaces

are equivalent to metric spaces in terms of the existence of the fixed points of the mappings

involved. They used to establish the equivalence between some fixed point results in metric

and in (topological vector spaces valued) cone metric spaces by means of the nonlinear

scalarization function ξe where e denotes the vector in the internal of the underlying solid

cone (see [16]-[19]). Very recently, based on the concept of cone metric spaces, Liu and Xu

[21] studied cone metric spaces with Banach algebras, replacing Banach spaces by Banach

algebras as the underlying spaces of cone metric spaces. In [21], the authors proved some

fixed point theorems of quasi-contractions in cone metric spaces over Banach algebras,

but the proof relied strongly on the assumption that the underlying cone is normal. We

need state that it is significant to study cone metric spaces with Banach algebras (which

we would like to call in this paper cone metric spaces over Banach algebras). This is

because there are examples to show that one is unable to conclude that the cone metric

space (X, d) over a Banach algebra A discussed is equivalent to the metric space (X, d∗),

where the metric d∗ is defined by d∗ = ξe ◦ d, here the nonlinear scalarization function

ξe : A → R (e ∈ intP ) is defined by

ξe(y) = inf{r ∈ R : y ∈ re− P}. (1.1)

See [20] for more details.

In the present paper we introduce the concept of generalized g-quasi-contractions of

Perov-type in cone metric spaces over Banach algebras and obtain common fixed point

theorems for two weakly compatible self-mappings satisfying g-quasi-contractive condition

in the case of g-quasi-contractive constant vector with r(λ) ∈ [0, 1/s) in cone metric spaces

without the assumption of normality. Our main results extend the fixed point theorem

of quasi-contractions of Das-Naik in metric spaces to the case in cone metric spaces over

Banach algebras. As consequences, we obtain the versions of Ćirić fixed point theorem and

Banach contraction principle in the setting of cone metric spaces over Banach algebras. Our

main results generalize and extend the relevant results in the literature (see, for example,

[3]-[9], [13], [15], [21], [23], [25], [27]).

In addition, we give an example to show that the main results are genuine generaliza-

tions of the corresponding results in the literature.

3
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2 Preliminaries

Let A always be a real Banach algebra. That is, A is a real Banach space in which an

operation of multiplication is defined, subject to the following properties (for all x, y, z ∈
A, α ∈ R):

1. (xy)z = x(yz);

2. x(y + z) = xy + xz and (x+ y)z = xz + yz;

3. α(xy) = (αx)y = x(αy);

4. ∥xy∥ 6 ∥x∥ ∥y∥.

Throughout this paper, we shall assume that a Banach algebra A has a unit (i.e., a

multiplicative identity) e such that ex = xe = x for all x ∈ A. An element x ∈ A is said

to be invertible if there is an inverse element y ∈ A such that xy = yx = e. The inverse of

x is denoted by x−1. For more details, we refer to [28].

The following proposition is well known (see [28]).

Proposition 2.1 Let A be a Banach algebra with a unit e, and x ∈ A. If the spectral

radius r(x) of x is less than 1, i.e.,

r(x) = lim
n→∞

∥xn∥
1
n = inf

n>1
∥xn∥

1
n < 1,

then e− x is invertible. Actually,

(e− x)−1 =
∞∑
i=0

xi.

Now let us recall the concepts of cone and semi-order for a Banach algebra A. A subset

P of A is called a cone if

1. P is non-empty closed and {θ, e} ⊂ P ;

2. αP + βP ⊂ P for all non-negative real numbers α, β;

3. P 2 = PP ⊂ P ;

4. P ∩ (−P ) = {θ},

4
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where θ denotes the null of the Banach algebra A. For a given cone P ⊂ A, we can define

a partial ordering ≼ with respect to P by x ≼ y if and only if y− x ∈ P . x ≺ y will stand

for x ≼ y and x ̸= y, while x ≪ y will stand for y − x ∈ intP , where intP denotes the

interior of P.

The cone P is called normal if there is a number M > 0 such that for all x, y ∈ A,

θ ≼ x ≼ y ⇒ ∥x∥ 6M∥y∥.

The least positive number satisfying above is called the normal constant of P .

In the following we always assume that P is a cone in Banach algebra A with intP ̸= ∅
and ≼ is the partial ordering with respect to P .

Definition 2.1 (See [2], [3], [20], [21]) Let X be a non-empty set. Suppose the mapping

d : X ×X → A satisfies

1. 0 ≼ d(x, y) for all x, y ∈ X and d(x, y) = 0 if and only if x = y;

2. d(x, y) = d(y, x) for all x, y ∈ X;

3. d(x, y) ≼ d(x, z) + d(z, x) for all x, y, z ∈ X.

Then d is called a cone metric on X, and (X, d) is called a cone metric space over a Banach

algebra A.

Definition 2.2 (See [2], [3], [20], [21]) Let (X, d) be a cone metric space with a solid

cone P over a Banach algebra A, x ∈ X and {xn} a sequence in X. Then

1. {xn} converges to x whenever for each c ∈ A with θ ≪ c there is a natural number N

such that d(xn, x)≪ c for all n > N . We denote this by limn→∞ xn = x or xn → x.

2. {xn} is a Cauchy sequence whenever for each c ∈ A with θ ≪ c there is a natural

number N such that d(xn, xm)≪ c for all n, m > N .

3. (X, d) is a complete cone metric space if every Cauchy sequence is convergent.

Now, we shall appeal to the following lemmas in the sequel.

5
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Lemma 2.1 (See [12]) If E is a real Banach space with a cone P and if a ≼ λa with

a ∈ P and 0 ≤ λ < 1, then a = θ.

Lemma 2.2 (See [27]) If E is a real Banach space with a solid cone P and if θ < u≪ c

for each θ ≪ c, then u = θ.

Lemma 2.3 (See [27]) If E is a real Banach space with a solid cone P and if ∥xn∥ →
0(n → ∞), then for any θ ≪ ϵ, there exists N ∈ N such that for any n > N , we have

xn ≪ ϵ.

Finally, let us recall the concept of quasi-contraction defining on the cone metric spaces

over Banach algebras, which is introduced in [21].

Definition 2.3 (See [21]) Let (X, d) be a cone metric space over a Banach algebra A.

A mapping T : X → X is called a quasi-contraction if for some k ∈ P with r(k) < 1 and

for all x, y ∈ X, one has

d(Tx, Ty) ≼ ku,

where

u ∈ {d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)}.

Remark 2.1 (See [29]) If r(k) < 1, then ∥km∥ → 0(m→∞).

Lemma 2.4 (See [4]-[6], [23], [32]) Let ≼ be the partial ordering with respect to P ,

where P is the given solid cone P of the Banach algebra A. The following properties are

often used while dealing with cone metric spaces where the underlying cone is solid but

not necessarily normal.

(1) If u≪ v and v ≼ w, then u≪ w.

(2) If θ ≼ u≪ c for each c ∈ intP , then u = θ.

(3) If a ≼ b+ c for each c ∈ intP , then a ≼ b.

(4) If c ∈ intP and an → θ, then there exists n0 ∈ N such that an ≪ c for all n > n0.

(5) Let (X, d) be a cone metric space over a Banach algebra A, x ∈ X and {xn} be a

sequence in X. If d(xn, x) ≼ bn and bn → θ, then xn → x.

6
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Lemma 2.5 (See [3]) The limit of a convergent sequence in cone metric space is unique.

Definition 2.6 (See [4], [11]) The mappings f, g : X → X are called weakly compatible,

if for every x ∈ X holds fgx = gfx whenever fx = gx.

Definition 2.7 (See [4], [11], [14]) Let f and g be self-maps of a set X. If w = fx = gx

for some x in X, then x is called a coincidence point of f and g, and w is called a point of

coincidence of f and g.

Lemma 2.6 (See (See [4], [11], [14]) Let f and g be weakly compatible self-maps of a

set X. If f and g have a unique point of coincidence w = fx = gx, then w is the unique

common fixed point of f and g.

Definition 2.8 (See [23] Let (X, d) be a cone metric space. A mapping f : X → X such

that, for some constant λ ∈ [0, 1) and for every x, y ∈ X, there exists an element

u ∈ C(g;x, y) = {d(gx, gy), d(gx, fx), d(gy, fy), d(gx, fy), d(gy, fx)}

for which d(fx, fy) ≼ λu is called a g-quasi-contraction, where g : X → X, f(X) ⊂ g(X).

Definition 2.9 Let (X, d) be a cone metric space over a Banach algebra A. A mapping

f : X → X is called a generalized g-quasi-contractions of Perov-type, if there exist a

mapping g : X → X with f(X) ⊂ g(X) and some λ ∈ P with r(λ) ∈ [0, 1), for all

x, y ∈ X, one has

d(fx, fy) ≼ λu, (2.1)

where

u ∈ C(g; x, y) = {d(gx, gy), d(gx, fx), d(gy, fy), d(gx, fy), d(gy, fx)}.

Definition 2.10 (See [30], [31]) Let P be a solid cone in a Banach space A. A sequence

{un} ⊂ P is a c-sequence if for each c≫ θ there exists n0 ∈ N such that un ≪ c for n ≥ n0.

It is easy to show the following propositions.

7
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Proposition 2.2 (See [30]) Let P be a solid cone in a Banach space A and let {un} and

{vn} be sequences in P. If {un} and {vn} are c-sequences and α, β > 0, then {αun + βvn}
is a c-sequence.

In addition to Proposition 2.2 above, the following propositions are crucial to the proof

of our main results.

Proposition 2.3 (See [30]) Let P be a solid cone in a Banach algebra A and let {un}
be a sequence in P. Then the following conditions are equivalent.

(1) {un} is a c-sequence.

(2) For each c≫ θ there exists n0 ∈ N such that un ≺ c for n ≥ n0.

(3) For each c≫ θ there exists n1 ∈ N such that un ≼ c for n ≥ n1.

Proposition 2.4 (See [30]) Let P be a solid cone in a Banach algebra A and let {un} be

a sequence in P. Suppose that k ∈ P is an arbitrarily given vector and {un} is a c-sequence

in P. Then {kun} is a c-sequence.

Proposition 2.5 Let A be a Banach algebra with a unit e, P be a cone in A and ≼ be

the semi-order be yielded by the cone P . Let λ ∈ P . If the spectral radius r(λ) of λ is less

than 1, then the following assertions hold true.

(i) We have (e − λ)−1 ≻ θ. In addition, we have θ ≼ λn ≼ (e − λ)−1λn ≼ (e − λ)−1λ

for any integer n ≥ 1.

(ii) For any u ≻ θ, we have u ̸≼ λu. Moreover, we have u ̸≼ λnu for any integer n ≥ 1.

Proposition 2.6 (See [29]) Let (X, d) be a complete cone metric space over a Banach

algebra A and let P be the underlying solid cone in Banach algebra A. Let {xn} be a

sequence in X. If {xn} converges to x ∈ X, then we have

(i) {d(xn, x)} is a c-sequence;

(ii) for any p ∈ N, {d(xn, xn+p)} is a c-sequence.

3 Main results

In this section, without the assumption of normality of the underlying cone, we give

some common fixed point theorems for generalized g-quasi-contractions of Perov-type with

8
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the spectral radius r(λ) of the g-quasi-contractive constant vector λ satisfying r(λ) ∈ [0, 1)

in the setting of cone metric spaces over Banach algebras.

Theorem 3.1 Let (X, d) be a cone metric space over a Banach algebra A and the un-

derlying solid cone P . Let the mapping f : X → X be the g-quasi-contractions of Perov-

type with the spectral radius r(λ) of the g-quasi-contractive constant vector λ satisfying

r(λ) ∈ [0, 1). If the range of g contains the range of f and g(X) or f(X) is a complete

subspace of X, then f and g have a unique point of coincidence in X. Moreover, if f and

g are weakly compatible, then f and g have a unique common fixed point in X.

We begin the proof of Theorem 3.1 with a useful lemma. For each x0 ∈ X, set gx1 = fx0

and gxn+1 = fxn. We will prove that {gxn} is a Cauchy sequence. First, we shall show

the following lemmas. Note that for these lemmas, we suppose that all the conditions in

Theorem 3.1 are satisfied.

Lemma 3.1 For any N ≥ 2 and 1 ≤ m ≤ N − 1, one has that

d(gxN , gxm) ≼ λ(e− λ)−1d(gx1, gx0). (3.1)

Proof. We now prove Lemma 3.1 by induction. When N = 2,m = 1, since f : X → X

is a generalized g-quasi-contractions of Perov-type satisfying (2.1), there exists

u1 ∈ C(g;x1, x0) = {d(gx1, gx0), d(gx1, gx2), d(gx0, gx1), d(gx1, gx1), d(gx0, gx2)}

such that

d(gx2, gx1) ≼ λu1.

Hence, u1 = d(gx1, gx0) or u1 = d(gx0, gx2). (Note that it is obvious that u1 ̸= d(gx1, gx2)

since d(gx2, gx1) � λd(gx1, gx2) and u1 ̸= d(gx1, gx1) since d(gx1, gx2) ̸= θ.)

When u1 = d(gx1, gx0), we have

d(gx2, gx1) ≼ λd(gx0, gx1) ≼ λ(e− λ)−1d(gx1, gx0).

When u1 = d(gx2, gx0), then we have

d(gx2, gx1) ≼ λd(gx2, gx0) ≼ λ[d(gx2, gx1) + d(gx1, gx0)].

So we get

(e− λ)d(gx2, gx1) ≼ λd(gx1, gx0),

9
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which implies that

d(gx2, gx1) ≼ λ(e− λ)−1d(gx1, gx0).

Hence, (3.1) holds for N = 2 and m = 1.

Suppose that for some N ≥ 2 and for any 2 ≤ p ≤ N and 1 ≤ n ≤ p, one has

d(gxp, gxn) ≼ λ(e− λ)−1d(gx1, gx0). (3.2)

That is,

d(gxp, gx1) ≼ λ(e− λ)−1d(gx1, gx0), (3.2.1)

d(gxp, gx2) ≼ λ(e− λ)−1d(gx1, gx0), (3.2.2)

......

d(gxp, gxp−1) ≼ λ(e− λ)−1d(gx1, gx0). (3.2.p− 1)

Then, we need to prove that for N + 1 ≥ 2 and any 1 ≤ n < N + 1, one has

d(gxN+1, gxn) ≼ λ(e− λ)−1d(gx1, gx0). (3.3)

That is,

d(gxN+1, gx1) ≼ λ(e− λ)−1d(gx1, gx0), (3.3.1)

d(gxN+1, gx2) ≼ λ(e− λ)−1d(gx1, gx0), (3.3.2)

......

d(gxN+1, gxN−1) ≼ λ(e− λ)−1d(gx1, gx0), (3.3.N − 1)

d(gxN+1, gxN) ≼ λ(e− λ)−1d(gx1, gx0). (3.3.N)

In fact, since f : X → X is a g-quasi-contraction, there exists

u1 ∈ C(g;xN , x0) = {d(gxN , gx0), d(gxN , gxN+1), d(gx0, gx1), d(gxN , gx1), d(gx0, gxN+1)}

such that

d(gxN+1, gx1) ≼ λu1.

If u1 = d(gxN , gx1), then by (3.2.1) we have

d(gxN+1, gx1) ≼ λ2(e− λ)−1d(gx1, gx0) ≼ λ2(e− λ)−1d(gx1, gx0) ≼ λ(e− λ)−1d(gx1, gx0).

If u1 = d(gx0, gx1), then we have

d(gxN+1, gx1) ≼ λd(gx1, gx0) ≼ λd(gx1, gx0) ≼ λ(e− λ)−1d(gx1, gx0).

10
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If u1 = d(gxN , gx0), then by (3.2.1) we have

d(gxN+1, gx1) ≼ λd(gxN , gx0) ≼ λ(d(gxN , gx1) + d(gx1, gx0))

≼ λ(λ(e− λ)−1d(gx1, gx0) + d(gx1, gx0))

= λ(λ(e− λ)−1 + e)d(gx1, gx0)

= λ(e− λ)−1d(gx1, gx0).

If u1 = d(gx0, gxN+1), then we have

d(gxN+1, gx1) ≼ λd(gx0, gxN+1) ≼ λ(d(gx0, gx1) + d(gx1, gxN+1)).

Hence, we see

(e− λ)d(gxN+1, gx1) ≼ λd(gx0, gx1),

which implies that

d(gxN+1, gx1) ≼ (e− λ)−1λd(gx0, gx1).

Without loss of generality, suppose that u1 = d(gxN , gxN+1). Since f : X → X is a

g-quasi-contraction, there exists u2 ∈ C(g; xN−1, xN) such that

u1 = d(gxN , gxN+1) ≼ λu2,

where

C(g; xN−1, xN) = {d(gxN−1, gxN), d(gxN−1, gxN), d(gxN , gxN+1),

d(gxN−1, gxN+1), d(gxN , gxN)}.

So, we get

d(gxN+1, gx1) ≼ λu1 ≼ λ2u2.

Similarly, it is easy to see that u2 ̸= d(gxN , gxN) since u2 ̸= θ and u2 ̸= d(gxN , gxN+1)

since d(gxN , gxN+1) � λ2d(gxN , gxN+1).

If u2 = d(gxN−1, gxN), then by the induction assumption (3.2) we have

d(gxN+1, gx1) ≼ λ2u2 ≼ λ3(e− λ)−1d(gx1, gx0)

≼ λ3(e− λ)−1d(gx1, gx0)

≼ λ(e− λ)−1d(gx1, gx0).

11
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Without loss of generality, suppose that u2 = d(gxN−1, gxN+1). There exists u3 ∈
C(g;xN−2, xN) such that

u2 = d(gxN−1, gxN+1) ≼ λu3,

where

C(g; xN−2, xN) = {d(gxN−2, gxN), d(gxN−2, gxN−1), d(gxN , gxN+1),

d(gxN−2, gxN+1), d(gxN , gxN−1)}.

In general, suppose that ui−1 = d(gxN−i+2, gxN+1). Since f : X → X is a g-quasi-

contraction, by the similar arguments above, there exists ui ∈ C(g; xN−i+1, xN) such that

ui−1 = d(gxN−i+2, gxN+1) ≼ λui,

for which we obtain

d(gxN+1, gx1) ≼ λu1 ≼ λ2u2 ≼ · · · ≼ λiui,

where

C(g;xN−i+1, xN) = {d(gxN−i+1, gxN), d(gxN−i+1, gxN−i+2), d(gxN , gxN+1),

d(gxN−i+1, gxN+1), d(gxN , gxN−i+2)}.

Similarly, it is easy to see that ui ̸= d(gxN , gxN+1). This is because by Proposition

2.5(iii) we have

u1 = d(gxN , gxN+1) � λi−1d(gxN , gxN+1).

So we know that if ui = d(gxN−i+1, gxN) or ui = d(gxN−i+1, gxN−i+2) or ui = d(gxN , gxN−i+2)

then by the induction assumption (3.2) we have ui ≼ λ(e− λ)−1d(gx1, gx0). Hence,

d(gxN+1, gx1) ≼ λiui ≼ λi+1(e− λ)−1d(gx1, gx0)

≼ (λ)i+1(e− λ)−1d(gx1, gx0)

≼ λ(e− λ)−1d(gx1, gx0),

which means that (3.3.1) holds true. Without loss of generality, suppose that ui =

d(gxN−i+1, gxN+1). Then by the similar arguments as above we have ui ≼ λui+1, where

ui+1 ∈ C(g;xN−i, xN). Hence, there is a sequence {un} such that

d(gxN+1, gx1) ≼ λu1 ≼ λ2u2 ≼ · · · ≼ λN−1uN−1 ≼ λNuN ,

12
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where

uN−1 = d(gx2, gxN+1) ≼ λuN

and

uN ∈ C(g; x1, xN) = {d(gx1, gxN), d(gx1, gx2), d(gxN , gxN+1), d(gxN , gx2), d(gx1, gxN+1)}.

Obviously, uN ̸= d(gx1, gxN+1) and uN ̸= d(gxN , gxN+1). On the contrary, if uN =

d(gx1, gxN+1), then uN ≼ λNuN , a contradiction. If uN = d(gxN , gxN+1) = u1, then we

have

u1 = d(gxN , gxN+1) ≼ λ2u2 ≼ · · · ≼ λN−1uN−1 ≼ λN−1u1,

a contradiction. Hence, it follows that uN = d(gx1, gxN), uN = d(gx1, gx2) or uN =

d(gxN , gx2). By the induction assumption (3.2), in any case, we have

uN ≼ λ(e− λ)−1d(gx1, gx0). (3.4)

Therefore, we get

d(gxN+1, gx1) ≼ λu1 ≼ λ2u2 ≼ · · · ≼ λNuN

≼ λN(e− λ)−1λd(gx1, gx0)

≼ (λ)N+1(e− λ)−1d(gx1, gx0)

≼ λ(e− λ)−1d(gx1, gx0). (3.5)

That is to say, (3.3.1) is true. By (3.5), we have

u1 ≼ λN−1λ(e− λ)−1d(gx1, gx0).

Thus,

d(gxN , gxN+1) = u1 ≼ λN−1λ(e− λ)−1d(gx1, gx0)

≼ (λ)N(e− λ)−1d(gx1, gx0)

≼ λ(e− λ)−1d(gx1, gx0),

which implies that (3.3.N) is true. Similarly, since

u2 = d(gxN−1, gxN+1), . . . , ui = d(gxN−i+1, gxN+1), . . . ,

by (3.4) and (3.5) we get

ui ≼ λN−iuN ≼ λn−i+1(e− λ)−1d(gx1, gx0). (3.6)

13
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Hence, it follows from (3.6) that (3.3.2)-(3.3.N − 1) are all true. That is, (3.3) is true.

Therefore, we conclude that Lemma 3.1 holds true.

By Lemma 3.1, we immediately obtain the following result.

Lemma 3.2 For all i, j ∈ N+, one has

d(gxi, gxj) ≼ λ(e− λ)−1d(gx0, gx1). (3.7)

Now, we begin to prove Theorem 3.1. First, we need to show that {gxn} is a Cauchy

sequence. For all n > m, there exists

ν1 ∈ C(g; xn−1, xm−1) ={d(gxn−1, gxm−1), d(gxn−1, gxn),

d(gxm−1, gxm), d(gxn−1, gxm), d(gxm−1, gxn)}

such that

d(fxn−1, fxm−1) ≼ λν1.

Using the g-quasi-contractive condition repeatedly, we easily show by induction that

there must exist

νk ∈ {d(gxi, gxj) : 0 ≤ i < j ≤ n} (k = 2, 3, . . . ,m)

such that

νk ≼ λνk+1 (k = 1, 2, . . . ,m− 1). (3.8)

For convenience, we write νm = d(gxi, gxj) where 0 ≤ i < j ≤ n.

Using the triangular inequality, we have

d(gxi, gxj) ≼ d(gxi, gx0) + d(gx0, gxj) (0 ≤ i, j ≤ n),

and by Lemma 3.2 we obtain

d(gxn, gxm) = d(fxn−1, fxm−1) ≼ λν1 ≼ λ2ν2 ≼ · · · ≼ λmνm

≼ λmd(gxi, gxj)

= λm+1(e− λ)−1d(gx1, gx0).
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Since r(λ) < 1, by Remark 2.1 we have that λm+1(e− λ)−1d(gx1, gx0)→ θ as m→∞,

so by Proposition 2.4, it is easy to see that for any c ∈ intP , there exists n0 ∈ N such that

for all n > m > n0,

d(gxn, gxm) ≼ λm+1(e− λ)−1d(gx1, gx0)≪ c.

So {gxn} is a Cauchy sequence in g(X). If g(X) ⊂ X is complete, there exist q ∈ g(X)

and p ∈ X such that gxn → q as n→∞ and gp = q.

Now, from (2.1) we get

d(fxn, fp) ≼ λν

where

ν ∈ C(g;xn, p) = {d(gxn, gp), d(gxn, fxn), d(gp, fp), d(gxn, fp), d(fxn, gp)}.

Clearly at least one of the following five cases holds for infinitely many n.

(1) d(fxn, fp) ≼ λd(gxn, gp) ≼ λd(gxn+1, gp) + λd(gxn+1, gxn);

(2) d(fxn, fp) ≼ λd(gxn, fxn) = λd(gxn, gxn+1);

(3) d(fxn, fp) ≼ λd(gp, fp) ≼ λd(gxn+1, gp) + λd(gxn+1, fp),

that is, d(fxn, fp) ≼ λ(e− λ)−1d(gxn+1, gp);

(4) d(fxn, fp) ≼ λd(gxn, fp) ≼ λd(gxn+1, fp) + λd(gxn+1, gxn),

that is, d(fxn, fp) ≼ λ(e− λ)−1d(gxn+1, gxn);

(5) d(fxn, fp) ≼ λd(fxn, gp) = λd(gxn+1, gp).

As λ ≼ λ(e− λ)−1 (since θ ≼ λ and r(λ) < 1 ), we obtain that

d(gxn+1, fp) ≼ λ(e− λ)−1[d(gxn+1, gxn) + d(gxn+1, q)].

Since gxn → q as n→∞, we get that for any c ∈ intP , there exists n1 ∈ N such that

for all n > n1, one has

d(gxn+1, fp)≪ c.

By Lemmas 2.4 and 2.5, we have gxn → fp as n→∞ and q = fp.

Now if w is another point such that gu = fu = w, hence

d(w, q) = d(fu, fp) ≼ λν,

where r(λ) ∈ [0, 1) and

ν ∈ C(g;u, p) = {d(gu, gp), d(gu, fu), d(gp, fp), d(gu, fp), d(fu, gp)}.
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It is obvious that d(w, q) = θ, i.e., w = q. Therefore, q is the unique point of coincidence

of f and g in X. Moreover, the mappings f and g are weakly compatible, by Lemma 2.6

we know that q is the unique common fixed point of f and g.

Similarly, if f(X) is complete, the above conclusion is also established.

According to Das-Naik version of the known theorem in the setting of metric spaces

from [33], we have following result similar to Theorem 3.1.

Theorem 3.2 Suppose one of the following conditions holds:

(1) As in Theorem 3.1, let (X, d) be a complete cone metric space over a Banach

algebra A. Assume one of f (X) or g (X) is closed and the other conditions in Theorem

3.1 are not changeable;

(2) As in Theorem 3.1, let (X, d) be a complete cone metric space over a Banach

algebra A. Assume f, g are cone compatible and both continuous and the other conditions

in Theorem 3.1 are not changeable;

(3) As in Theorem 3.1, let (X, d) be a complete cone metric space over a Banach

algebra A. Assume f commutes with g, f or g is continuous (see Theorem 3.2 in Cvetković-

Rakočević [36]) and the other conditions in Theorem 3.1 are not changeable.

Then the conclusions of Theorem 3.1 are also true.

Proof. (1) The proof of this case is the same as that in Theorem 3.1.

(2) The sequence yn = fxn = gxn+1, yn ̸= yn+1 for all n ∈ N converges to some z ∈ X
as n→∞. Further, since fxn → z and gxn → z we get that

d (fz, gz) ≤ d (fz, fgxn) + d (fgxn, gfxn) + d (gfxn, gz)→ 0 + 0 + 0 = 0.

Hence fz = gz = ω. Hence, f, g has (a unique) point of coincidence. Since f and g are

compatible then they are weakly compatible. Therefore by standard result they have a

unique common fixed point (in this case it is ω).�

(3) Let g be continuous.

Then we get gyn → gz and fyn → gz since f commutes with g. Indeed, fyn =

fgxn+1 = gfyn+1 → gz.
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So we get

d (fz, gz) ≼ d (fz, fyn) + d (fyn, gz)

≼ λu+ d (fyn, gz) ,

where

u ∈ {d (gz, gyn) , d (gz, fz) , d (gyn, fyn) , d (gz, fyn) , d (gyn, fz) + d (fyn, gz)} .

If u = d (gz, gyn) or u = d (gyn, fyn) or d (gz, fyn), then we obtain that λu+ d (fyn, gz) is

a c-sequence. This mens that fz = gz. If u = d (gz, fz) or u = d (gyn, fz) ≼ d (gyn, gz) +

d (gz, fz) we get

d (fz, gz) ≼ λd (gz, fz) + d (fyn, gz)

or

d (fz, gz) ≼ λd (gz, fz) + λd (gyn, gz) + d (fyn, gz) .

In both cases we have that

d (fz, gz) ≼ (e− λ)−1 cn,

where cn is a c-sequence. Hence, f, g have a unique point of coincidence. Since f commutes

with g then they are weakly compatible and by known result have a unique fixed point.

Now let f be continuous.

Again, fyn → fz and gyn = gfxn = fgxn = fyn−1 → fz.

Further we get

d (fz., z) ≼ d (fz, fyn) + d (fyn, yn) + d (yn, y) .

Since d (fz, fyn) + d (yn, y) = cn is c-sequence it is sufficient to estimate d (fyn, yn) .

We have

d (fyn, yn) = d (fyn, fxn) ≼ λu,

where

u ∈ {d (gyn, gxn) , d (gyn, fyn) , d (gxn, fxn) , d (gyn, fxn) , d (gxn, fyn)}

= {d (fyn−1, yn−1) , d (fyn−1, fyn) , d (fyn−1, yn) , d (yn−1, fyn) , d (yn−1, yn)} .

Now we get the following cases:
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I) u = d (fyn−1, yn−1) . Then

d (fz., z) ≼ cn + λd (fyn−1, yn−1)

≼ cn + λ (d (fyn−1, fy) + d (fy, y) + d (y, yn−1))

or

d (fz., z) ≼ (e− λ)−1 cn + (e− λ)−1 λd (fyn−1, fy) + (e− λ)−1 λd (y, yn−1)

= dn where dn is a new c-sequence.

II) u = d (fyn−1, fyn−1)

III) u = d (fyn−1, yn)

IV) u = d (yn−1, fyn)

V) u = d (yn−1, yn)

In all cases we obtained that fz = z.

For details see Theorem 3.2 in Cvetković-Rakočević [36].

Corollary 3.1 Let (X, d) be a complete cone metric space over a Banach algebra A
and let P be the underlying cone with k ∈ P . If the mapping T : X → X is a quasi-

contraction, then T has a unique fixed point in X. And for any x ∈ X, the iterative

sequence {T nx} converges to the fixed point.

Proof. Set g = IX , the identity mapping from X to X. It is obvious to see that

Theorem 3.1 yields Corollary 3.1.

Remark 3.1 Corollary 3.1 does not need to require the assumption of normality of the

cone P . So Corollary 3.1 improves and generalizes Theorem 9 in [21].

Remark 3.2 From the proof of Lemma 3.1, we note that the technique of induction

appearing in Theorem 3.1 is somewhat different from that in Theorem 9 from [21], and

also different from that in Theorem 2.6 from [11], which is more interesting and easily

to understood. In addition, the proof of Theorem 3.1 is a valuable addition to [9] since

Theorem 3.1 is a generalization of Theorem 3 from [9] but some main results in the proof

of Theorem 3 from [9] were not proved in general.

Remark 3.3 Taking E = R, P = [0,+∞), ∥.∥ = |.| , λ ∈ [0, 1) in Theorem 3.1, we get

Das-Naik’s result from [33]; if g = IX we get Ćirić’s result from [13], both in the setting of
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metric spaces.

The following corollary is the Jungck’s result in the setting of cone metric spaces over

Banach algebras.

Corollary 3.2 Let (X, d) be a cone metric space over a Banach algebra A with the

underlying solid cone P . Let the mappings f, g : X → X satisfy the condition that

for λ ∈ P with r(λ) ∈ [0, 1) and for every x, y ∈ X holds d(fx, fy) ≼ λd(gx, gy). If

g(X) ⊂ f(X) and g(X) or f(X) is a complete subspace of X, then f and g have a unique

point of coincidence in X. Moreover, if f and g are weakly compatible, then f and g have

a unique common fixed point.

The next result is the Banach contraction principle in the setting of cone metric spaces

over Banach algebras.

Corollary 3.3 (see [29]) Let (X, d) be a cone metric space over a Banach algebra A
the underlying solid cone P . Let the mapping f : X → X satisfy the condition that for

λ ∈ P with r(λ) ∈ [0, 1) and for every x, y ∈ X holds d(fx, fy) ≼ λd(x, y) (namely, f is

a generalized Lipschitz contraction). If f(X) is a complete subspace of X, then f has a

unique point in X.

We will present an example to show that the results presented above are real general-

izations of the corresponding results in the literature.

Example 3.1 Let X = [1,∞) and A be a set of all real valued function on [0, 1] which

also have continuous derivates on [0, 1] with the norm ∥x∥ = ∥x∥∞ + ∥x′∥∞ and the usual

multiplication. Let P = {x ∈ A : x (t) ≥ 0, t ∈ [0, 1]} . It is clear that P is a nonrmal cone

and A is a Banach algebra with a unit e = 1. Define a mapping

d : X ×X → A

by

d (x, y) (t) := |x− y| et.

We make a conclusion that (X, d) is a complete cone metric space over Banach algebra

A. Now define the mappings f, g : X → X by f (x) = 3x − 2, g (x) = 4x − 3. Choose
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λ (t) = 1
12
t+ 3

4
. Since f (X) ⊆ g (X) and r (λ) = 5

6
, thus, all the conditions of Theorem 3.1

are satisfied and consequently f and g have a unique comon fixed point x = 1. Indeed, for

x, y ∈ X we can putting u (x, y) = d (g (x) , g (y)) = 4 |x− y| . In this case we have

d (f (x) , f (y)) = 3 |x− y| et ≤
(

1

12
t+

3

4

)
4 |x− y| et ⇔ 3

4
≤ 1

12
t+

3

4
,

which is indeed true. On the other hand, we see that

f (g (x)) = f (4x− 3) = 3 (4x− 3)− 2 = 12x− 11 = 4 (3x− 2)− 3 = g (f (x)) ,

that is, f commutes with g and other words f, g are weakly compatible.

Now let us estimate r (λ) = limn→∞ ∥λn∥
1
n . Since

λn (t) =

(
1

12
t+

3

4

)n

, (λn (t))′ =
n

12

(
1

12
t+

3

4

)n−1

,

we have (t = 1)

∥λ∥∞+∥λ′∥∞ =

(
5

6

)n

+
n

12

(
5

6

)n−1

=
n

12

(
5

6

)n−1(
12

n
· 5

6
+ 1

)
=

n

12

(
5

6

)n−1(
1 +

10

n

)
.

Further we get

∥λn∥
1
n =

( n
12

) 1
n

(
5

6

)n−1
n
(

1 +
10

n

) 1
n

→ 5

6
< 1.

However, both f and g are not quasi-contraction. Indeed, for x = 2, y = 1 and for all

λ with r (λ) ∈ [0, 1), we get

d (f2, f1) (t) = d (4, 1) (t) = 3et > λ (t)u,

for all

u ∈
{
d (2, 1) et, d (2, f2) et, d (1, f1) et, d (2, f1) et, d (1, f2) et

}
=

{
et, 2et, 0, et, 3et

}
,

and similarly

d (g2, g1) (t) = d (5, 1) (t) = 4et > λ (t)u

for all

u ∈
{
d (2, 1) et, d (2, g2) et, d (1, g1) et, d (2, g1) et, d (1, g2) et

}
=

{
et, 3et, 0, et, 4et

}
.

Hence, Theorem 3.1 is a genuine generalization of Theorem 9 from [21].
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[19] H. Çakallı, A. Sönmez and Ç. Genç, On an equivalence of topological vector space

valued cone metric spaces and metric spaces. Appl. Math. Lett., 25 (2012) 429-433.

[20] H. Liu and S. Xu, Cone metric spaces with Banach algebras and fixed point theorems

of generalized Lipschitz mappings. Fixed Point Theory Appl., 2013, 2013: 320.

[21] H. Liu and S. Xu, Fixed point theorem of quasi-contractions on cone metric spaces

with Banach algebras, Abstract Appl. Anal., Volume 2013, Article ID 187348, 5 pages.

[22] I. Marian and A. Branga, Common fixed point results in b-cone metric spaces over

topological vector spaces. General Mathematics., Vol. 20, No. 1(2012).
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Abstract

In the paper, we prove that the Bateman’s G−function satisfies the double inequality

2m∑
n=1

(2n − 1)B2n

nx2n
< G(x)− 1

x
<

2m−1∑
n=1

(2n − 1)B2n

nx2n
, m ∈ N

with best bounds, where B′
rs are the Bernoulli numbers and we study the monotonicity of

some functions involving the function G(x). Also, we present some estimates for the error
term of a class of the alternating series, which improve and generalize some recent resutls
and we prove the increasing monotonicity of a sequence arising from computation of the
intersecting probability between a plane couple and a convex body.

2010 Mathematics Subject Classification: 33B15, 26D15, 41A80.

Key Words: Digamma function, Bateman’s G-function, sharp inequality, monotonicity,
alternating series, sequence.

1 Introduction.

The ordinary gamma function is defined by [3]

Γ(x) =

∫ ∞

0

tx−1e−tdt, x > 0

and the derivative of log Γ(x) is called the digamma function and is denoted by ψ(x). We can
considered to the gamma function, the digamma function and the the Riemann zeta function as
the most important special functions [5]. For more details on bounding the gamma function and
its logarithmic derivatives, please refer to the papers [2]-[5], [7], [8], [14]-[20] [22]-[26], [35]-[41]

1Permanent address: Mansour Mahmoud, Department of Mathematics, Faculty of Science, Mansoura Uni-
versity, Mansoura 35516, Egypt.
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and plenty of references therein.

The Bateman’s G−function is defined by Erdélyi [6] as

G(x) = ψ

(
x+ 1

2

)
− ψ

(x
2

)
, x ̸= 0,−1,−2, ... (1)

which satisfies [6]:

G(1 + x) +G(x) =
2

x
(2)

and
G(1− x) +G(x) = 2π csc(πx). (3)

The function G(x) can be defined by the hypergeometric function as

G(x) =
2

x
2F1(1, x; 1 + x;−1).

From the integral representation of the function ψ(z) [3]

ψ(x) =

∫ ∞

0

(
e−t

t
− e−xt

1− e−t

)
dt, x > 0

we obtain the following integral representation

G(x) =

∫ ∞

0

2 e−xt

1 + e−t
dt, x > 0. (4)

The function G(x) is very useful in summing and estimating certain numerical and algebraic
series [27] . For example:

∞∑
k=0

(−1)k

s k + u
=

1

2s
G
(u
s

)
, u ̸= 0,−s,−2s, ... (5)

and its nth partial sum is given by

n∑
k=0

(−1)k

s k + u
=

1

2s

[
G
(u
s

)
+ (−1)nG

(u
s

+ n+ 1
)]
, u ̸= 0,−s,−2s, ... . (6)

Qiu and Vuorinen [43] deduced the inequality

4(1.5− log 4)

x2
< G(x)− 1

x
<

1

2x2
, x >

1

2
. (7)

Mahmoud and Agarwal [16] presented an asymptotic formula for Bateman’s G-function G(x)
and deduced the double inequality

1

2x2 + 1.5
< G(x)− 1

x
<

1

2x2
, x > 0 (8)

2
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which improve the lower bound of the inequality (7) and they posed a sharp double inequality
of the function G(x) as a conjecture. Mortici [21] established the inequality

0 < ψ(x+ u)− ψ(x) ≤ ψ(u) + γ +
1

u
− u x ≥ 1; u ∈ (0, 1), (9)

where γ is the Euler constant, which also improves the result of Qiu and Vuorinen. Also, Alzer
presented the double inequality [2]

1

x
− An(u;x)− δn(u;x) < ψ(x+ u)− ψ(x) <

1

x
− An(u;x),

where n ≥ 0 be an integer, x > 0, u ∈ (0, 1),

An(u;x) = (1− u)

[
1

u+ n+ 1
+

n−1∑
i=0

1

(x+ i+ 1)(x+ i+ u)

]
and

δn(u;x) =
1

x+ n+ u
log

(x+ n)(x+n)(1−u)(x+ n+ 1)(x+n+1)u

(x+ n+ u)x+n+u
.

In this paper, we prove the conjecture posed by Mahmoud and Agarwal [16] about a sharp
double inequality of the function G(x). We will study the completely monotonicity property of
some functions involving the Bateman’s G−function. Our results generalize and improve some
inequalities about the error term of a class of alternating series and will prove the main result of
[9] about the increasing monotonicity of a certain sequence .

2 Main results.

Theorem 1. The Bateman’s G−function satisfies

G(x) =
1

x
+

m∑
n=1

(22n − 1)B2n

nx2n
+

(22m+2 − 1)B2m+2

(m+ 1)x2m+2
θ1, m = 1, 2, 3, ... (10)

where B′
is are Bernoulli numbers, θ1 is independent of x and 0 < θ1 < 1.

Proof. Using the integral representation of the function G(x) and the formula [1]

1

xs
=

1

(s− 1)!

∫ ∞

0

ts−1e−xtdt, s ∈ N

we get

G(x)− 1

x
=

∫ ∞

0

tanh(t/2) e−xtdt. (11)

We will apply a technique which used later by Qi and Guo [34]. By the expansion [1]

tanh(t/2) =
∞∑
k=1

4t

t2 + π2(2k − 1)2

3
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and the identity

4t

t2 + π2(2k − 1)2
=

m∑
n=1

4(−1)n−1t2n−1

π2n(2k − 1)2n
+

4(−1)mt2m+1

π2m(2k − 1)2m
1

t2 + π2(2k − 1)2
, m ∈ N

we obtain

G(x)− 1

x
=

∫ ∞

0

∞∑
k=1

(
m∑

n=1

4(−1)n−1t2n−1

π2n(2k − 1)2n
+

4(−1)mt2m+1

π2m(2k − 1)2m
1

t2 + π2(2k − 1)2

)
e−xtdt m ∈ N.

Now
∞∑
k=1

m∑
n=1

4(−1)n−1t2n−1

π2n

1

(2k − 1)2n
=

m∑
n=1

4(−1)n−1t2n−1

π2n
(1− 2−2n)ζ(2n),

where ζ(t) is the Riemann zeta function which satisfies [3]

ζ(2s) =
(−1)s−1π2s22s−1

(2s)!
B2s, s ∈ N.

Then
∞∑
k=1

m∑
n=1

4(−1)n−1t2n−1

π2n

1

(2k − 1)2n
=

m∑
n=1

2(22n − 1)B2n

(2n)!
t2n−1, m ∈ N. (12)

Also,

∞∑
k=1

4(−1)mt2m+1

π2m(2k − 1)2m
1

t2 + π2(2k − 1)2
=

4(−1)mt2m+1

π2m+2

∞∑
k=1

1

(2k − 1)2m+2

1(
t

π(2k−1)

)2
+ 1

m ∈ N

and hence

∞∑
k=1

4(−1)mt2m+1

π2m(2k − 1)2m
1

t2 + π2(2k − 1)2
=

4(−1)mt2m+1

π2m+2
θ(t)

∞∑
k=1

1

(2k − 1)2m+2
, m ∈ N

where 0 < θ(t) < 1. Then

∞∑
k=1

4(−1)mt2m+1

π2m(2k − 1)2m
1

t2 + π2(2k − 1)2
=

2(22m+2 − 1)t2m+1B2m+2

(2m+ 2)!
θ(t), 0 < θ(t) < 1; m ∈ N.

(13)
Now

G(x)− 1

x
=

m∑
n=1

2(2n − 1)B2n

(2n)!

∫ ∞

0

t2n−1e−xtdt+
2(22m+2 − 1)B2m+2

(2m+ 2)!

∫ ∞

0

θ(t)t2m+1e−xtdt. (14)

Using the ordinary gamma function and its functional equation Γ(n+ 1) = n! for n ∈ N, we get

G(x)− 1

x
=

m∑
n=1

(22n − 1)B2n

nx2n
+

(22m+2 − 1)B2m+2

(m+ 1)x2m+2
θ1, m ∈ N

where θ1 is independent of x and 0 < θ1 < 1.

4
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Theorem 2 ([16], Conjecture 1). The Bateman’s G−function satisfies the following double in-
equality

2m∑
n=1

(22n − 1)B2n

nx2n
< G(x)− 1

x
<

2m−1∑
n=1

(22n − 1)B2n

nx2n
m = 1, 2, 3, ... (15)

with sharp bounds, where B′
is are Bernoulli numbers.

Proof. The inequality (15) satisfies from the relation (10) and the following property of Bernoulli
constants [12]:

B2r+2 < 0 and B2r+4 > 0 for r = 1, 3, 5, ... . (16)

Now, we will prove the sharpness of the inequality (15) using Mortici’s technique [25]. From the
definition [11], the asymptotic expansion of a function T (x) of the form

T (x) = K(x) + b0 +
∞∑
k=1

bk
xk

satisfies for every fixed r, that

lim
x→∞

xr

[
T (x)−

(
K(x) + b0 +

r∑
k=1

bk
xk

)]
= 0.

Using the relation (10), we have

lim
x→∞

x2m

[
G(x)− 1

x
−

m−1∑
n=1

(22n − 1)B2n

nx2n

]
=

(22m − 1)B2m

m
, m = 1, 2, 3, ... . (17)

If we have other constants h2, h4, h6, ... satisfy

2∑
i=1

h2i
x2i

< G(x)− 1

x
<

1∑
i=1

h2i
x2i

,

4∑
i=1

h2i
x2i

< G(x)− 1

x
<

3∑
i=1

h2i
x2i

,

6∑
i=1

h2i
x2i

< G(x)− 1

x
<

5∑
i=1

h2i
x2i

,

etc. Then these inequalities give us that

limx→∞ x2
[
G(x)− 1

x

]
= h2,

limx→∞ x4
[
G(x)− 1

x
− h2

x2

]
= h4,

limx→∞ x6
[
G(x)− 1

x
− h2

x2 − h4

x4

]
= h6,

(18)

5
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etc. Comparing the relations (17) and (18), gives us that

h2j =
(22j − 1)B2j

j
, ∀ j ∈ N. (19)

This means that the constants
(22j−1)B2j

j
in the inequality (15) are the best. Also, the constant

one in the function G(x)− 1
x

can not be improved whatsoever, see [16].

Remark 1. As a special case of the inequality (15), we get

1

2x2
− 1

4x4
< G(x)− 1

x
<

1

2x2
− 1

4x4
+

1

2x6
, (20)

which improve the right hand side of the inequality (8) for x > 0 and its left hand side for

x >
√

3
2
.

Lemma 2.1. For m ∈ N, the functions

Fm(x) = G(x)− 1

x
−

2m∑
n=1

(22n − 1)B2n

nx2n

and

Hm(x) = −G(x) +
1

x
+

2m−1∑
n=1

(22n − 1)B2n

nx2n

are strictly completely monotonic.

Proof. Using the relation (14), we have

G(x)− 1

x
−

m∑
n=1

(22n − 1)B2n

nx2n
=

2(22m+2 − 1)B2m+2

(2m+ 2)!

∫ ∞

0

θ(t)t2m+1e−xtdt.

Then

(−1)k
dk

dxk

(
G(x)− 1

x
−

m∑
n=1

(22n − 1)B2n

nx2n

)
=

2(22m+2 − 1)B2m+2

(2m+ 2)!

∫ ∞

0

θ(t)t2m+k+1e−xtdt.

Using the Bernoulli number’s property (16), we get

(−1)k
dk

dxk

(
G(x)− 1

x
−

2m∑
n=1

(22n − 1)B2n

nx2n

)
> 0

and

(−1)k
dk

dxk

(
G(x)− 1

x
−

2m−1∑
n=1

(22n − 1)B2n

nx2n

)
< 0.

6
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Corollary 2.2. For odd k, we have

2m−1∑
n=1

(22n − 1)(2n)(2n+ 1)...(2n+ k − 1)B2n

nx2n
< G(k)(x)− k!

xk+1

<
2m∑
n=1

(22n − 1)(2n)(2n+ 1)...(2n+ k − 1)B2n

nx2n
; m = 1, 2, 3, ...

and the inequality will reverse for even k′s.

3 Applications

3.1 Bounds of the error of some alternating series

A series of the form
∞∑
r=1

(−1)rar

where ar > 0 for all r, is called an alternating series. By Leibnitz’s Theorem [11], the alternating
series converges if ar decreases monotonically and ar → 0 as r →∞. Moreover, let S denote the
sum of the series and Sn its nth partial sum, then

|Sn − S| < an+1, n ∈ N.

For further details about finding estimates for the error |Sn − S|, please refer to [13], [28]-[33].
The alternating series [10]

∞∑
k=1

(−1)k−1

k
= ln 2 and

∞∑
k=1

(−1)k−1

2k − 1
=
π

4

presented early important results of the calculus. Kazarinoff [10] deduced the following error
estimates

1

4n+ 2
<

∣∣∣∣∣
n∑

r=1

(−1)r

2r − 1
− π

4

∣∣∣∣∣ < 1

4n− 2
, n ∈ N (21)

and
1

2(n+ 1)
<

∣∣∣∣∣
n∑

r=1

(−1)r+1

r
− ln 2

∣∣∣∣∣ < 1

2n
, n ∈ N (22)

by studying the function

En =

∫ π/4

0

tann θdθ, n ∈ N.

Tóth [32] improved Kazarinoff’s estimates by

1

4n+ 2
√

19− 8
<

∣∣∣∣∣
n∑

r=1

(−1)r

2r − 1
− π

4

∣∣∣∣∣ < 1

4n
, n ∈ N (23)

7
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and
1

2n+ 2
√

7− 4
<

∣∣∣∣∣
n∑

r=1

(−1)r+1

r
− ln 2

∣∣∣∣∣ < 1

2n+ 1
, n ∈ N. (24)

Also, Tóth and Bukor [33] shown that the best constants a and b such that the inequalities

1

2n+ a
≤

∣∣∣∣∣
n∑

r=1

(−1)r+1

r
− ln 2

∣∣∣∣∣ < 1

2n+ b
, n ≥ 1 (25)

hold are a = 2 ln 2−1
1−ln 2

and b = 1.

Koumandos [13] refined Kazarinoff’s estimate (21) by

1

4n+ c
≤

∣∣∣∣∣
n∑

r=1

(−1)r

2r − 1
− π

4

∣∣∣∣∣ < 1

4n+ d
, n ∈ N (26)

where the constants c = 4
4−π
− 4 and d = 0 are the best possible.

In [16], Mahmoud and Agarwal presented the following generalization

4(l + n)2 + 10(l + n) + 9

2(l + n+ 1) [4(l + n)2 + 8(l + n) + 7]
<

∣∣∣∣∣
∞∑

r=n+1

(−1)r−1

r + l

∣∣∣∣∣ < 2(l + n) + 3

4(l + n+ 1)2
, (27)

where l > −n − 1 and −l /∈ N. The double inequality (27) improved the two inequalities (25)
and (26) for n > 1.

Now, using (5) and (6), we have∣∣∣∣∣
∞∑

r=n+1

(−1)r−1

r + l

∣∣∣∣∣ =

∣∣∣∣(−1)n

2
G (l + n+ 1)

∣∣∣∣ =
1

2
G (l + n+ 1) , −l /∈ N. (28)

Then our double inequality (15) will give us sharp bounds of the the error
∣∣∣∑∞

r=n+1
(−1)r−1

r+l

∣∣∣, for

−l /∈ N .

Lemma 3.1.

2

n
+

2n∑
r=1

2(22r − 1)B2r

r(l + n+ 1)2r
<

∣∣∣∣∣
∞∑

r=n+1

(−1)r−1

r + l

∣∣∣∣∣ < 2

n
+

2n−1∑
r=1

2(22r − 1)B2r

r(l + n+ 1)2r
n ∈ N (29)

with sharp bounds, where l > −n− 1 and −l /∈ N.

Remark 2. The inequality (29) improve the inequalities (25) and (26) for special values of the
parameter l. Also, it is a generalization of the inequality (27).

8
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3.2 New proof of the increasing monotonicity of a sequence arising
from computation of the intersecting probability between a plane
couple and a convex body

The increasing of the sequence

Pk =
k − 1

2

(∫ π/2

0

sink−1 v dv

)2

, k ∈ N

was a question arises from computation of the intersecting probability between a plane couple
and a convex body [9]. To prove the increasing monotonicity of the sequences Pk, Guo and Qi
[9] studied equivalently the increasing monotonicity of the sequence

Qk =
1

k

Γ2
(
k+1
2

)
Γ2
(
k
2

) k ∈ N.

Qi, Mortici and Guo [42] investigated an asymptotic formula for the function

ϕ(t) = 2

(
log Γ

(
t+ 1

2

)
− log Γ

(
t

2

))
− log t t > 0

and proved some properties of the sequence Qk. Also, Mahmoud [17] generalized some properties
of the function ϕ(t) and answered about the two posed questions in [42] about the sequence Qk.

The first derivative of the function ϕ(t) can be represented by

ϕ′(t) = G(t)− 1

t

and then the function ϕ′(t) is strictly completely monotonic, that is

(−1)r (ϕ′(t))
(r)
> 0, r = 0, 1, 2, ... .

Hence the function ϕ(t) is increasing and also the function

Q(t) =
1

t

Γ2
(
t+1
2

)
Γ2
(
t
2

) t > 0

since Q′(t) = Q(t)ϕ′(t). Then Q(t) is increasing function and hence the sequence Qk is increasing
sequence, which is the main result of [9].
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3-VARIABLE ADDITIVE ρ-FUNCTIONAL INEQUALITIES IN FUZZY

NORMED SPACES

JOONHYUK JUNG, JUNEHYEOK LEE∗, GEORGE A. ANASTASSIOU, AND CHOONKIL PARK∗

Abstract. In this paper, we introduce and investigate the following additive ρ-functional in-
equalities

N(f(x+ y + z) − f(x) − f(y) − f(z), t)

≥ N
(
ρ
(

2f
(x+ y

2
+ z

)
− f(x) − f(y) − 2f(z)

)
, t
)
,

N
(

2f
(x+ y

2
+ z

)
− f(x) − f(y) − 2f(z), t

)
≥ N

(
ρ
(

2f
(x+ y + z

2

)
− f(x) − f(y) − f(z)

)
, t
)
,

N(f(x+ y + z) − f(x) − f(y) − f(z), t)

≥ N
(
ρ
(

2f
(x+ y + z

2

)
− f(x) − f(y) − f(z)

)
, t
)

in fuzzy normed spaces.
Furthermore, we prove the Hyers-Ulam stability of the above additive ρ-functional inequali-

ties in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [16] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [10, 20, 44]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [19]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 24, 25] to investigate the Hyers-Ulam
stability of additive ρ-functional inequalities in fuzzy Banach spaces.

Definition 1.1. [2, 24, 25, 26] Let X be a real vector space. A function N : X × R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
We know that N(−x, t) = N(x, t) for all x ∈ X by (N3).

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. Hyers-Ulam stability; additive ρ-functional inequality; fuzzy normed space.
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The other properties of fuzzy normed vector spaces and examples of fuzzy norms are given in
[23, 24].

Definition 1.2. [2, 24, 25, 26] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in X
is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn − x, t) = 1
for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by
N -limn→∞ xn = x.

Definition 1.3. [2, 24, 25, 26] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is continuous
at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the sequence {f(xn)}
converges to f(x0). If f : X → Y is continuous at each x ∈ X, then f : X → Y is said to be
continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [43]
concerning the stability of group homomorphisms. The functional equation f(x+y) = f(x)+f(y)
is called the Cauchy equation. In particular, every solution of the Cauchy equation is said to
be an additive mapping. Hyers [12] gave a first affirmative partial answer to the question of
Ulam for Banach spaces. Hyers’ Theorem was generalized by Aoki [1] for additive mappings
and by Th.M. Rassias [36] for linear mappings by considering an unbounded Cauchy difference.
A generalization of the Th.M. Rassias theorem was obtained by Găvruta [11] by replacing
the unbounded Cauchy difference by a general control function in the spirit of Th.M. Rassias’
approach. The functional equation f

(x+y
2

)
= 1

2f(x) + 1
2f(y) is called the Jensen equation.

The stability problems of several functional equations have been extensively investigated by a
number of authors and there are many interesting results concerning this problem (see [7, 13,
15, 17, 18, 21, 31, 32, 33, 34, 37, 38, 39, 40, 41, 42]).

Park [29, 30] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.

We recall a fundamental result in fixed point theory.
Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d

satisfies
(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [4, 9] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [14] were the first to provide applications of stability theory
of functional equations for the proof of new fixed point theorems with applications. By using
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fixed point methods, the stability problems of several functional equations have been extensively
investigated by a number of authors (see [5, 6, 23, 27, 28, 34, 35]).

Lemma 1.5. Let N(x, t) ≥ N(λx, t) for all t > 0. Assume that λ is a fixed real with |λ| < 1.
Then x = 0.

Proof. Putting t
|λ|n−1 instead of t, we get

N

(
x,

t

|λ|n−1

)
≥ N

(
|λ|x, t

|λ|n−1

)
≥ N

(
x,

t

|λ|n

)
So we get

N(x, t) ≥ N

(
x,

t

|λ|n

)
for all positive integers n. Passing the limit n → ∞, we get N(x, t) = 1 by (N5), and so x = 0
by (N2). �

In this paper, we introduce and investigate additive ρ-functional inequalities associated with
the following additive functional equations

f(x+ y + z)− f(x)− f(y)− f(z) = 0

2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z) = 0

2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z) = 0

in fuzzy normed spaces.
Furthermore, we prove the Hyers-Ulam stability of the additive ρ-functional inequalities in

fuzzy Banach spaces.
Throughout this paper, assume that X is a real fuzzy normed space with norm N(·, t) and

that Y is a fuzzy Banach space with norm N(·, t).

2. Additive ρ-functional inequality I

In this section, we investigate the additive ρ-functional inequality

N (f(x+ y + z)− f(x)− f(y)− f(z), t)(2.1)

≥ N
(
ρ

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z)

)
, t

)
in fuzzy normed spaces. Assume that ρ is a fixed real number with |ρ| < 1

2 .

Lemma 2.1. Let f : X → Y be a mapping satisfying (2.1) for all x, y, z ∈ X. Then f : X → Y
is additive.

Proof. Letting x = y = z = 0 in (2.1), we get N(2f(0), t) ≥ N(2ρf(0), t) and so f(0) = 0 by
Lemma 1.5.

Replacing y by x and z by −x in (2.1), we get N(f(x) + f(−x), t) ≥ N(2ρ(f(x) + f(−x)), t)
and so f(−x) = −f(x) for all x ∈ X by Lemma 1.5.

Replacing y by x and z by −2x in (2.1), we get

N(f(2x)− 2f(x), t) ≥ N(2ρ(f(2x)− 2f(x)), t)

and so f(2x) = 2f(x) for all x ∈ X by Lemma 1.5.
Replacing z by −x− y in (2.1), we get

N (f(x+ y)− f(x)− f(y), t) ≥ N (ρ (f(x+ y)− f(x)− f(y)) , t)
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and so f(x+ y) = f(x) + f(y) for all x, y ∈ X by Lemma 1.5.
Hence f : X → Y is additive. �

We prove the Hyers-Ulam stability of the additive ρ-functional inequality (2.1) in fuzzy Banach
spaces.

Theorem 2.2. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ L

2
ϕ (2x, 2y, 2z) , ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying

N (f(x+ y + z)− f(x)− f(y)− f(z), t)(2.2)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z)

)
, t

)
,

t

t+ ϕ(x, y, z)

}
for all x, y, z ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf

(
x
2n

)
exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ Lϕ(x, x, 0)
(2.3)

for all x ∈ X and all t > 0.

Proof. Letting x = y = z = 0 in (2.2), we get N(2f(0), t) ≥ N(2ρf(0), t) and so f(0) = 0 by
Lemma 1.5.

Replacing y by x and z by 0 in (2.2), we get

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)
(2.4)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x, 0)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [22, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 2g
(x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x, 0)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N
(

2g
(x

2

)
− 2h

(x
2

)
, Lεt

)
= N

(
g
(x

2

)
− h

(x
2

)
,
L

2
εt

)
≥

Lt
2

Lt
2 + ϕ

(
x
2 ,

x
2 , 0
) ≥ Lt

2
Lt
2 + L

2ϕ(x, x, 0)
=

t

t+ ϕ(x, x, 0)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

687 JOONHYUK JUNG et al 684-698



ADDITIVE ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (2.4) that N

(
f(x)− 2f

(
x
2

)
, L2 t
)
≥ t

t+ϕ(x,x,0) for all x ∈ X and all t > 0. So

d(f, Jf) ≤ L
2 .

By Theorem 1.4, there exists a mapping A : X → Y satisfying the following:
(1) A is a fixed point of J , i.e., A

(
x
2

)
= 1

2A(x) for all x ∈ X. Since f : X → Y is odd,
A : X → Y is an odd mapping. The mapping A is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that A is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying N(f(x)−A(x), µt) ≥ t

t+ϕ(x,x,0) for all x ∈ X;

(2) d(Jnf,A)→ 0 as n→∞. This implies the equality

N - lim
n→∞

2nf
( x

2n

)
= A(x)

for all x ∈ X;
(3) d(f,A) ≤ 1

1−Ld(f, Jf), which implies the inequality d(f,A) ≤ L
2−2L . This implies that the

inequality (2.3) holds.
By (2.2),

N

(
2n
(
f

(
x+ y + z

2n

)
− f

( x
2n

)
− f

( y
2n

)
− f

( z
2n

))
, 2nt

)
≥ min

{
N

(
2nρ

(
2f

(
x+ y + 2z

2n+1

)
− f

( x
2n

)
− f

( y
2n

)
− 2f

( z
2n

))
, 2nt

)
,

t

t+ ϕ
(
x
2n ,

y
2n ,

z
2n

)}
for all x, y ∈ X, all t > 0 and all n ∈ N.

Replacing t by t
2n , we get

N

(
2n
(
f

(
x+ y + z

2n

)
− f

( x
2n

)
− f

( y
2n

)
− f

( z
2n

))
, t

)
≥ min

{
N

(
2nρ

(
2f

(
x+ y + 2z

2n+1

)
− f

( x
2n

)
− f

( y
2n

)
− 2f

( z
2n

))
, t

)
,

t
2n

t
2n + Ln

2n ϕ (x, y, z)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
2n

t
2n

+Ln

2n
ϕ(x,y,z)

= 1 for all x, y ∈ X and all

t > 0,

N (A(x+ y + z)−A(x)−A(y)−A(z), t)

≥ N
(
ρ

(
2A

(
x+ y

2
+ z

)
−A(x)−A(y)− 2A(z)

)
, t

)
for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping A : X → Y is Cauchy additive, as
desired. �
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Theorem 2.3. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ 2Lϕ
(x

2
,
y

2
,
z

2

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying (2.2). Then A(x) := N -
limn→∞

1
2n f (2nx) exists for each x ∈ X and defines an additive mapping A : X → Y such

that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ ϕ(x, x, 0)
(2.5)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (2.4) that f(0) = 0 and

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)

for all x ∈ X. Consider the linear mapping J : S → S such that Jg(x) := 1
2g(2x).

N (Jf(x)− f(x), t) ≥ t

t+ 1
2ϕ(x, x, 0)

So, we can get d(Jf, f) ≥ 1
2

The rest of the proof is similar to the proof of Theorem 2.2. �

Lemma 2.4. Let f : X → Y be a mapping satisfying

f(x+ y + z)− f(x)− f(y)− f(z) = ρ

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z)

)
(2.6)

for all x, y, z ∈ X. Then f : X → Y is additive.

Proof. Letting x = y = z = 0 in (2.6), we get −2f(0) = −2ρf(0) and so f(0) = 0.
Replacing y by x and letting z = 0 in (2.6), we get f(2x)− 2f(x) = 0 and so f(2x) = 2f(x)

for all x ∈ X.
Letting z = 0 in (2.6), we get

f(x+ y)− f(x)− f(y) = ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
= ρ(f(x+ y)− f(x)− f(y))

and so f(x+ y) = f(x) + f(y) for all x, y ∈ X. �

Now, we prove the Hyers-Ulam stability of an additive ρ-functional inequality associated with
(2.6) in fuzzy Banach spaces.

Theorem 2.5. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ L

2
ϕ (2x, 2y, 2z) , ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying

N ((f(x+ y + z)− f(x)− f(y)− f(z)(2.7)

−ρ
(

2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z)

)
, t

)
≥ t

t+ ϕ(x, y, z)

for all x, y, z ∈ X and all t > 0. Then there exists an unique additive mapping A : X → Y
satisfying (2.3).
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Proof. Letting x = y = z = 0 in (2.7), we get N(2(1− ρ)f(0), t) = 1. So f(0) = 0.
Replacing y by x and z by 0 in (2.7), we get

N(f(2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)
(2.8)

for all x ∈ X. So

N
(
f(x)− 2f

(x
2

)
, t
)
≥ t

t+ ϕ(x2 ,
x
2 , 0)

≥ t

t+ L
2ϕ(x, x, 0)

for all x ∈ X. Consider the linear mapping J : S → S such that Jg(x) = 2g
(
x
2

)
.

N (f(x)− Jf(x), t) ≥ t

t+ L
2ϕ(x, x, 0)

and so d(f, Jf) ≤ L
2

The rest of the proof is similar to the proof of Theorem 2.2. �

Theorem 2.6. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ 2Lϕ
(x

2
,
y

2
,
z

2

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying (2.7). Then there exists an unique
additive mapping A : X → Y satisfying (2.5).

Proof. It follows from (2.8) that f(0) = 0 and

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)

for all x ∈ X. Consider the linear mapping J : S → S such that Jg(x) = 1
2g(2x).

N (Jf(x)− f(x), t) ≥ t

t+ 1
2ϕ(x, x, 0)

So, we can get d(f, Jf) ≥ 1
2

The rest of the proof is similar to the proof of Theorem 2.2. �

3. Additive ρ-functional inequality II

In this section, we investigate the additive ρ-functional inequality

N

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z), t

)
(3.1)

≥ N
(
ρ

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
, t

)
in fuzzy normed spaces. Assume that ρ is a fixed real with |ρ| < 1.

Lemma 3.1. Let f : X → Y be a mapping satisfying (3.1) for all x, y, z ∈ X. Then f : X → Y
is additive.

Proof. Letting x = y = z = 0 in (3.1), we get N(2f(0), t) ≥ N(ρf(0), t) and so f(0) = 0 by
Lemma 1.5.

Replacing z by x and letting y = 0 in (3.1), we get N
(
2f
(
3x
2

)
− 3f(x), t

)
= 1 and so

f(3x2 ) = 3
2f(x) for all x ∈ X by Lemma 1.5.

Replacing y by x and z by x in (3.1), we get N (2f(2x)− 4f(x), t) = 1 and so f(2x) = 2f(x)
for all x ∈ X by Lemma 1.5.
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Replacing y by −x and z by y in (3.1), we get

N (f(x) + f(−x), t) ≥ N (ρ (f(x) + f(−x)) , t)

and so f(−x) = −f(x) for all x ∈ X by Lemma 1.5.
Replacing z by −x− y in (3.1), we get

N (f(x+ y)− f(x)− f(y), t) ≥ N (ρ (f(x+ y)− f(x)− f(y)) , t)

and so f(x+ y) = f(x) + f(y) for all x, y ∈ X by Lemma 1.5. So f : X → Y is additive. �

We prove the Hyers-Ulam stability of the additive ρ-functional inequality (3.1) in fuzzy Banach
spaces.

Theorem 3.2. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ 2

3
Lϕ

(
3

2
x,

3

2
y,

3

2
z

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying

N

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z), t

)
(3.2)

≥ min

{
N

(
ρ

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
, t

)
,

t

t+ ϕ(x, y, z)

}
for all x, y, z ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf

(
x
2n

)
exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (3− 3L)t

(3− 3L)t+ Lϕ(x, 0, x)
(3.3)

for all x ∈ X and all t > 0.

Proof. Letting x = y = z = 0 in (3.2), we get N(2f(0), t) ≥ N(ρf(0), t) and so f(0) = 0 by
Lemma 1.5.

Replacing y by 0 and z by x, we get

N

(
2f

(
3

2
x

)
− 3f(x), t

)
≥ t

t+ ϕ(x, 0, x)
(3.4)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, 0, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is known that (S, d) is complete.
Now we consider the linear mapping J : S → S such that

Jg(x) :=
3

2
g

(
2

3
x

)
for all x ∈ X.
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Let g, h ∈ S be given such that d(g, h) = ε. Then N(g(x)−h(x), εt) ≥ t
t+ϕ(x,0,x) for all x ∈ X

and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
3

2
g

(
2

3
x

)
− 3

2
h

(
2

3
x

)
, Lεt

)
= N

(
g

(
2

3
x

)
− h

(
2

3
x

)
,
2

3
Lεt

)
≥

2Lt
3

2Lt
3 + ϕ

(
2
3x, 0,

2
3x
) ≥ 2Lt

3
2Lt
3 + 2L

3 ϕ(x, 0, x)
=

t

t+ ϕ(x, 0, x)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (3.4) that

N

(
f(x)− 3

2
f

(
2

3
x

)
,
L

3
t

)
≥ t

t+ ϕ(x, 0, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L
3 .

By Theorem 1.4, there exists a mapping A : X → Y satisfying the following:
(1) A is a fixed point of J , i.e., A

(
2
3x
)

= 2
3A(x) for all x ∈ X. Since f : X → Y is odd,

A : X → Y is an odd mapping. The mapping A is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that A is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying N(f(x)−A(x), µt) ≥ t

t+ϕ(x,0,x) for all x ∈ X;

(2) d(Jnf,A)→ 0 as n→∞. This implies the equality

N - lim
n→∞

(
3

2

)n
f

((
2

3

)n
x

)
= A(x)

for all x ∈ X;
(3) d(f,A) ≤ 1

1−Ld(f, Jf), which implies the inequality d(f,A) ≤ L
3−3L . This implies that the

inequality (3.3) holds.
By (3.2),

N

((
3

2

)n [
2f

((
2

3

)n(x+ y

2
+ z

))
− f

((
2

3

)n
x

)
− f

((
2

3

)n
y

)
− 2f

((
2

3

)n
z

)]
,(

3

2

)n
t

)
≥ min

{
N

((
3

2

)n
ρ

[
2f

((
2

3

)n x+ y + z

2

)
− f

((
2

3

)n
x

)]
,

(
3

2

)n
t

)
,

t

t+ ϕ
((

2
3

)n
x,
(
2
3

)n
y,
(
2
3

)n
z
)}

for all x, y ∈ X, all t > 0 and all n ∈ N.
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Replacing t by t
2n , we get that

N

((
3

2

)n [
2f

((
2

3

)n(x+ y

2
+ z

))
− f

((
2

3

)n
x

)
− f

((
2

3

)n
y

)
− 2f

((
2

3

)n
z

)]
, t

)
≥ min

{
N

((
3

2

)n
ρ

[
2f

((
2

3

)n x+ y + z

2

)
− f

((
2

3

)n
x

)]
, t

)
,

(
2
3

)n
t(

2
3

)n
t+

(
2L
3

)n
ϕ(x, y, z)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
( 2
3)

n
t

( 2
3)

n
t+( 2L

3 )
n
ϕ(x,y,z)

= 1 for all x, y ∈ X
and all t > 0,

N

(
2A

(
x+ y

2
+ z

)
−A(x)−A(y)− 2A(z), t

)
≥ N

(
ρ

(
2A

(
x+ y + z

2

)
−A(x)−A(y)−A(z)

)
, t

)
for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping A : X → Y is Cauchy additive, as
desired.

The rest of the proof is similar to the proof of Theorem 2.2. �

Theorem 3.3. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ (x, y, z) ≤ 3

2
Lϕ

(
2

3
x,

2

3
y,

2

3
z

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying (3.2). Then A(x) := N -
limn→∞

(
2
3

)n
f
((

3
2

)n
x
)

exists for each x ∈ X and defines an additive mapping A : X → Y
such that

N (f(x)−A(x), t) ≥ (3− 3L) t

(3− 3L) t+ ϕ (x, 0, x)
(3.5)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2. It follows
from (3.4) that f(0) = 0 and

N

(
2f

(
3

2
x

)
− 3f(x), t

)
≥ t

t+ ϕ(x, 0, x)

for all x ∈ X. Consider the linear mapping J : S → S such that Jg(x) := 2
3g
(
3
2x
)
.

N (Jf(x)− f(x), t) ≥ t

t+ 1
3ϕ(x, x, 0)

So, we can get d(Jf, f) ≥ 1
3

The rest of the proof is similar to the proof of Theorem 3.2. �

From now on, we investigate another additive ρ-functional inequality

N

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z), t

)
(3.6)

≥ N
(
ρ

(
2f

(
x+ y

2
+ z

)
− f(x)− f(y)− 2f(z)

)
, t

)
in fuzzy normed spaces. Assume that ρ is a fixed real with |ρ| < 1

2 .
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Lemma 3.4. Let f : X → Y be a mapping satisfying (3.6) for all x, y, z ∈ X. Then f : X → Y
is additive.

Proof. Letting x = y = z = 0 in (3.6), we get N(f(0), t) ≥ N(2|ρ|f(0), t). and so f(0) = 0 by
Lemma 1.5.

Letting x = y = 0 in (3.6), we get N
(
2f
(
z
2

)
− f(z), t

)
= 1 and so f(x2 ) = 1

2f(x) for all x ∈ X.
Replacing z by −x− y in (3.6), we get

N (f(−x− y) + f(x) + f(y), t) ≥ N (ρ (f(−x− y) + f(x) + f(y)) , t)

and so

f(−x− y) = −f(x)− f(y)

for all x, y ∈ X.
Letting y = 0 in (3.6), we get f(−x) = −f(x) for all x ∈ X.
Thus f(x)+f(y) = −f(−x−y) = f(x+y) for all x, y ∈ X. Hence f : X → Y is additive. �

4. Additive ρ-functional inequality III

In this section, we investigate the additive ρ-functional inequality

N (f(x+ y + z)− f(x)− f(y)− f(z), t)(4.1)

≥ N
(
ρ

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
, t

)
in fuzzy normed spaces. Assume that ρ is a fixed real with |ρ| < 1.

Lemma 4.1. Let f : X → Y be a mapping satisfying (4.1) for all x, y, z ∈ X. Then f : X → Y
is additive.

Proof. Letting x = y = z = 0 in (4.1), we get N(2f(0), t) ≥ N(ρf(0), t). and so f(0) = 0 by
Lemma 1.5.

Replacing z by −x− y in (4.1), we get

N(f(x) + f(y) + f(−x− y), t) ≥ N(ρ(f(x) + f(y) + f(−x− y)), t)

and so

f(x) + f(y) + f(−x− y) = 0(4.2)

for all x, y ∈ X.
Letting y = −x in (4.2), we get f(−x) = −f(x) for all x ∈ X.
Thus f(x) + f(y) = −f(−x− y) = f(x+ y) for all x, y ∈ X. So f : X → Y is additive. �

We prove the Hyers-Ulam stability of the additive ρ-functional inequality (4.1) in fuzzy Banach
spaces.

Theorem 4.2. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ L

2
ϕ (2x, 2y, 2z) , ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying

N (f (x+ y + z)− f(x)− f(y)− f(z), t)(4.3)

≥ min

{
N

(
ρ

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
, t

)
,

t

t+ ϕ(x, y, z)

}
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for all x, y, z ∈ X and all t > 0. Then A(x) := N -limn→∞ 2nf
(
x
2n

)
exists for each x ∈ X and

defines an additive mapping A : X → Y such that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ Lϕ(x, x, 0)
(4.4)

for all x ∈ X and all t > 0.

Proof. Letting x = y = z = 0 in (4.3), we get N(2f(0), t) ≥ N(ρf(0), t) and so f(0) = 0 by
Lemma 1.5.

Replacing y by x and letting z = 0 in (4.3), we get

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)
(4.5)

for all x ∈ X.
Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
Consider the linear mapping J : S → S such that Jg(x) = 2g

(
x
2

)
. Then

N(f(x)− Jf(x), t) ≥ t

t+ ϕ
(
x
2 ,

x
2 , 0
) ≥ t

t+ L
2ϕ(x, x, 0)

So d(f, Jf) ≤ L
2 .

The rest of the proof is similar to the proof of the Theorem 2.2. �

Theorem 4.3. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ 2Lϕ
(x

2
,
y

2
,
z

2

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying (4.3). Then A(x) := N -
limn→∞

1
2n f(2nx) exists for each x ∈ X and defines an additive mapping A : X → Y such

that

N (f(x)−A(x), t) ≥ (2− 2L)t

(2− 2L)t+ ϕ(x, x, x)
(4.6)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (4.5) that f(0) = 0 and

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)

for all x ∈ X.
Consider the linear mapping J : S → S such that Jg(x) = 1

2g(2x). Then

N(f(x)− Jf(x), t) ≥ 2t

2t+ ϕ(x, x, 0)
≥ t

t+ 1
2ϕ(x, x, 0)

So d(f, Jf) ≤ 1
2 . The rest of the proof is similar to the proof of the Theorem 4.2. �

Lemma 4.4. Let f : X → Y be a mapping satisfying

f(x+ y + z)− f(x)− f(y)− f(z) = ρ

(
2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
(4.7)

for all x, y, z ∈ X. Then f : X → Y is additive.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

695 JOONHYUK JUNG et al 684-698



ADDITIVE ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

Proof. Letting x = y = z = 0 in (4.7), we get −2f(0) = −ρf(0) and so f(0) = 0.
Replacing y by x and letting z = 0 in (4.7), we get f(2x)− 2f(x) = 0 and so f(2x) = 2f(x)

for all x ∈ X.
Letting z = 0 in (4.7), we get

f(x+ y)− f(x)− f(y) = ρ

(
2f

(
x+ y

2

)
− f(x)− f(y)

)
= ρ(f(x+ y)− f(x)− f(y))

and so f(x+ y) = f(x) + f(y) for all x, y ∈ X. �

Now, we prove the Hyers-Ulam stability of an additive ρ-functional inequality associated with
(4.7) in fuzzy Banach spaces.

Theorem 4.5. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ L

2
ϕ (2x, 2y, 2z) , ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying

N ((f(x+ y + z)− f(x)− f(y)− f(z)(4.8)

−ρ
(

2f

(
x+ y + z

2

)
− f(x)− f(y)− f(z)

)
, t

)
≥ t

t+ ϕ(x, y, z)

for all x, y, z ∈ X and all t > 0. Then there exists an unique additive mapping A : X → Y
satisfying (4.4).

Proof. Letting x = y = z = 0 in (4.8), we get N((2− ρ)f(0), t) = 1 and so f(0) = 0.
Replacing y by x and letting z = 0 in (4.8), we get

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)
(4.9)

for all x ∈ X.
Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
Let Jg(x) = 2g

(
x
2

)
. Then

N(f(x)− Jf(x), t) ≥ t

t+ ϕ
(
x
2 ,

x
2 , 0
) ≥ t

t+ L
2ϕ(x, x, 0)

So d(f, Jf) ≤ L
2 .

The rest of the proof is similar to the proof of Theorem 4.2. �

Theorem 4.6. Let ϕ : X3 → [0,∞) be a function such that there exists an L < 1 satisfying

ϕ(x, y, z) ≤ 2Lϕ
(x

2
,
y

2
,
z

2

)
, ϕ(0, 0, 0) = 0

for all x, y, z ∈ X. Let f : X → Y be a mapping satisfying (4.8). Then there exists an unique
additive mapping A : X → Y satisfying (4.6).

Proof. It follows from (4.9) that f(0) = 0 and

N (f (2x)− 2f(x), t) ≥ t

t+ ϕ(x, x, 0)

for all x ∈ X.
Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
Consider the linear mapping J : S → S such that Jg(x) = 1

2g(2x). Then

N(f(x)− Jf(x), t) ≥ 2t

2t+ ϕ(x, x, 0)
≥ t

t+ 1
2ϕ(x, x, 0)
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So d(f, Jf) ≤ 1
2 .

The rest of the proof is similar to the proof of Theorem 4.2. �
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Abstract

Directly from Benenti’s theorem, which characterizes separability with one single Killing tensor, we adopt an
algorithm to execute the task of separability test. The algorithm is applied to generalized quartic and quintic
polynomial potentials as well as some multi-separable systems on (pseudo)-Euclidean spaces. It yields many
well-known integrable systems in a unified and straight manner, in contrast to some complicated techniques
employed in the literature to derive them.

Keywords: completely integrable system; separable system; Killing two-tensor; Hénon-Heiles systems

1. Introduction

Finite dimensional completely integrable system has always attracted much attention. Recently authors
adopted various methods or perspectives to investigate them. Prominent of all, are the separability theory
of Hamilton-Jacobi equation [1], the approach of Lax representations [2], and the bi-Hamiltonian theory
[3, 4] among others (see e.g. the references above and therein).

For a given Hamilton system finding canonical separation coordinates is very non-trivial. The above
approaches can partly solve this problem. Sklyanin developed a method based on a Lax pair [5]. The
separable coordinates are obtained from the spectrum of the Lax operator. Another approach is based on
the existence of a bi-Hamiltonian representation [6, 4]. The separable variables, called Darboux-Nijenhuis
coordinates, are related with the recursion operator constructed from the Poisson pencil.

For a generic system there is no intrinsic criterion of the existence of a Lax or bi-Hamiltonian formulation.
Benenti [7, 8] has developed an intrinsic characterization for a Hamiltonian system being separable (see
Theorem 1). It is based on geometric properties of the Killing tensors corresponding to the first integrals
of the system. We can make a comparison of these approaches to the separability of the Hamilton-Jacobi
equation. While the technique based on the Lax or bi-Hamiltonian formulation may be more effective in
studying particular examples (for which such formulation has been found beforehand), the Benenti approach
is more rigorous from the mathematical point of view.

Though integrability does not necessarily imply separability, the separable class constitute the vital
examples among all integrable systems. Directly from Benenti’s theorem, we can adopt a strategy to cope
with the problem of separability test. We present this method as an executable algorithm, which are
especially applicable to families of Hamiltonian systems containing some numeric constants. In this paper
we employ this algorithm to test several natural systems, recovering some known models obtained by other
approaches such as Painlevé analysis or differential Galois theory [9].

This paper is organised as follows. In Section 2, some basic concepts in Killing tensors method of H-J
separability are reviewed, then based on it we suggest an executable algorithm to make concrete separability
test. The algorithm is, in Section 3, applied to test several potentials, including inhomogeneous quartic
polynomial potential, homogeneous quintic potential, as well as some multi-separable systems on Euclidean
and Minkowski planes. These will yield many well-known integrable systems in a unified and straight
manner, in contrast to complicated techniques employed in the literature. The last section is devoted to
some concluding remarks.

Preprint submitted to Journal of Computational Analysis and Applications March 2, 2016

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

699 Hai Zhang 699-708



2. The Geometric Method to Variables Separation and an Executable Algorithm

We briefly recall some necessary facts about the separation of variables method, considered in the frame-
work of symplectic geometry. Let (M, ω) be a symplectic manifold with symplectic form ω. Then the
Poisson bivector is P = ω−1. Note here we view ω (and P ) as transformation taking vector field to one-form
(and vice-versa, respectively). It is well known that the Schouten bracket vanishes, [P, P ] = 0.

Let (q,p), q = (q1, . . . , qn), p = (p1, . . . , pn) be the (local) canonical coordinates on M, then the
Poisson bivector is P =

∑n
i=1

∂
∂qi
∧ ∂

∂pi
. The Hamiltonian vector field corresponding to a smooth function

H = H(q,p) is defined as XH = P dH. The triple (M,P,H) is called a Hamiltonian system.
In this paper we will focus on Hamiltonian system in the setting of Riemannian geometry. That is

to say, the phase space is the cotangent bundle T ∗M of some (pseudo)-Riemannian manifold (M, g). We
remind that we are finding separable coordinates related to the original physics coordinates (q,p) via a
point transformation. In the setting of Riemannian geometry a natural Hamiltonian H = T + V takes the
form as follows

H =
n∑

i,j=1

1

2
Gij(q) pi pj + V (q) (2.1)

where Gij is the inverse of metric g and V (q) the potential. The classical Hamilton-Jacobi equation reads

n∑
i,j=1

1

2
Gij ∂iW ∂jW + V = E (2.2)

where E is the constant of conserved energy (Hamiltonian). It is a first-order partial differential equation
of the unknown W .

Definition 1. The Hamiltonian H (2.1) is separable in the canonical variable (q,p), if the Hamilton-Jacobi
equation (2.2) admits a complete integral of additive form

W (q,α) =
∑n

i=1
Wi(q

i,α), (2.3)

where α = (α1, . . . , αn) are integration constants, such that det
[

∂2W
∂qi ∂αj

]
̸= 0. The variables (q,p) are called

separable variables.

It is well known that the n first integrals obtained by solving the Hamilton-Jacobi equation (2.2) are either
quadratic or linear in momenta and thus correspond to Killing 2-tensors or Killing vectors, respectively.

Definition 2. A Killing tensor K of valence p defined on (M, g) is a symmetric (p, 0)-tensor satisfying the
Killing tensor equation

[K,G] = 0, (2.4)

where [ , ] denotes the Schouten bracket.

All Killing p-tensors constitute a vector space Kp(M). For manifold of constant curvature its dimension
attains the maximum, see e.g. [10].

Separability of the natural Hamiltonian H = T + V depends on the Killing 2-tensor of the underlying
manifold (M, g). This idea, due to Eisenhart, has been extensively exploited by many authors, see e.g.
[11, 12]. The intrinsic criterion given by Benenti [7, 8] allows one to characterize separability by a single
Killing 2-tensor (orthogonal case), or a Killing 2-tensor together with an abelian algebra of Killing vectors
(non-orthogonal case). Here we focus on the orthogonal case since it is more common.

Theorem 1 (Benenti). A Hamiltonian H = T + V is separable in some orthogonal coordinates if and
only if there exists a Killing 2-tensor K with pointwise simple and real eigenvalues, orthogonally integrable
eigenvectors and such that

d (K dV ) = 0. (2.5)
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The (0, 2)-tensor K is called characteristic Killing tensor. On a Riemannian manifold it can be viewed
as (2, 0)- or (1, 1)-tensor by lowering or raising indices via metric g or G. Here K in (2.5) is seen as a
(1, 1)-tensor which takes a one-form to another. In local coordinates (2.5) entails the following one-form is
closed,

K dV =
∑

i,j,l
gij K

jl ∂lV dqi . (2.6)

This theorem elegantly and intrinsically characterizes the orthogonal separability of the natural Hamil-
tonian (2.1). Often in the literature one is faced with a general system with some parameters involved in
the Hamiltonian. Many sophisticated methods have to be invented and applied to identify the rare cases
which are separable, or integrable. We will revisit some of these examples in later sections.

From the Benenti’s theorem 1 we come up with an approach to deal with the problem of searching for
separable case of parameters, presented by an Algorithm as below:

Algorithm. Let H be a natural Hamiltonian with potential V (q; ai) defined on some pseudo-Riemannian
manifold (M, g), where ai’s are some constant parameters. The special values of parameters, that guarantees
the system H is H-J separable, are achieved during execution of the algorithm.

Begin.

Step 1. For the pseudo-Riemannian manifold (M, g), using the Killing tensor equation (2.4) to calculate
the general Killing 2-tensor K. All of them constitute a vector space K2(M) of dimension d. The

expression of a general Killing 2-tensor is K =
∑d

i=1 CiKi, where (Ki) is the basis, Ci ∈ R.

If d < dim(M), then by theorems due to Kalnins & Miller [11] there exists no separable potential —
Stop.

Essentially, this step is a pure problem of differential geometry.

Step 2. The Killing tensor K obtained above is of covariant (2, 0)-type. Using metric g, transform it to a

(1, 1)-tensor K̂ which can be regarded as an endomorphism of the cotangent bundle T ∗M .

By abuse of notation we use K to denote the new tensor below. Note that in matrix form K is always
symmetric, K̂ is not so in general.

Step 3. Insert the (1, 1)-tensor into the core equation (2.5). The vanishing of form d(KdV ) entails the
vanishing of all its coefficients. Thus a system of equations involving variables qk and constants ai, Cj

follows, which are usually (or can be transformed to) polynomials of qk.

Simplify this system of equations, eventually we obtain algebraic equations of the parameters ai, Cj

only. Solve the system of algebraic equations. The obtained solutions are candidates of separable
cases.

Step 4. Substitute the Cj ’s back into the general expression of Killing tensor. Calculate its eigenvalues and
eigenvectors. Check whether they satisfy the additional condition in Benenti’s theorem. These gives
the complete set of all separable cases.

Step 5 (Optional). For a separable case, by using the eigenvalues and eigenvectors obtained in step 4, we
can figure out which concrete coordinate system permits the separability of the corresponding system.
(see e.g. [12])

End.

3. Applications

In this section, we first review the Killing vectors (tensors) of E2 (see e.g. [13]), then we use them to
make a detailed analysis of several systems involved with some constants.
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In the situation of E2 we will write the familiar (x, y) for (q1, q2), and (px, py) for (p1, p2), here (x, y) is
the usual Cartesian coordinate. The space of Killing vectors has dimK1(E2) = 3 with a basis [13] being

∂x, ∂y (two translations), y∂x − x∂y (rotation) (3.1)

where we adopt the notation ∂x = ∂
∂x , ∂y = ∂

∂y . The second space K2(E2) has a basis [13]

K1 = ∂2x, K2 = ∂2y , K3 = ∂x∂y + ∂y∂x (= G) ,

K4 = −2y ∂2x + x ∂x∂y + x ∂y∂x, K5 = −2x ∂2y + y ∂x∂y + y ∂y∂x, (3.2)

K6 = y2 ∂2x + x2 ∂2y − xy ∂x∂y − xy ∂y∂x.

So the expression for a general Killing 2-tensor is

K =
∑6

i=1
CiKi = (C6y

2 − 2C4 y + C1) ∂2x + (C6x
2 − 2C5 x+ C2) ∂2y +

+ (−C6 xy + C4 x+ C5 y + C3) (∂x∂y + ∂y∂x) (3.3)

or, in matrix form

(Kij) =

(
C6y

2 − 2C4 y + C1 −C6 xy + C4 x+ C5 y + C3

−C6 xy + C4 x+ C5 y + C3 C6x
2 − 2C5 x+ C2

)
(3.4)

where Ci are constants.
At last, we mention a special non-separable situation, that is,

(NS) C1 = C2, C3 = C4 = C5 = C6 = 0.

In such a case the matrix K = C1 I2, where I2 denotes the identity matrix. It is not simple as it admits
two coincident eigenvalues. This means the characteristic tensor K does not exist, hence the system is not
separable. Such a special case arises several times during our arguments later.

3.1. System with a General Quartic Potential

We shall use these general results to several specified systems defined on E2. In this section we consider
a system with a quartic polynomial potential, whose Hamiltonian is

H =
1

2
(p2x + p2y) + (λx2 + µ y2) + (c x4 + b x2y2 + a y4) (3.5)

in which a, b, c, λ, µ are constants. Note that the system (3.5) is called Yang-Mills-type system in [16]. In
general, the system with arbitrary parameters are non-integrable and display chaotic behaviour.

After applying the celebrated Painlevé analysis or differential Galois theory, several special cases for
values of constants are identified, which turn out to be integrable (see e.g. [14, 15, 16]). These cases are
given by

(i) b = 0, all other parameters are arbitrary,

(ii) a : b : c = 1 : 2 : 1, λ and µ arbitrary,

(iii) a : b : c = 1 : 6 : 1, λ = µ,

(iv) a : b : c = 1 : 12 : 16, λ = 4µ,

(v) a : b : c = 1 : 6 : 8, λ = 4µ, (proved to be the only non-separable case below)

Cases (ii)–(v) are well-known integrable Hénon-Heiles systems [17]. For each of these cases there exists a
second integral of motion K independent of H [17].

Remark 1. One may note that the four cases given above are not symmetric for λ, µ whereas the Hamil-
tonian is so. Actually there are not only five integrable cases as above, but more. The additional cases
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(iv)′ a : b : c = 16 : 12 : 1, λ = µ/4,

(v)′ a : b : c = 8 : 6 : 1, λ = µ/4,

are symmetric (thus equivalent) to the cases (iv) and (v), respectively. We can make an assumption a ≤ c
to eliminate these isomorphisms.

Our main result in this subsection is the following

Theorem 2. For Hamiltonian system with quartic potential (3.5), there exist exact four cases of values
of constants, which guarantee the corresponding H-J equation being additively separable. These cases are
exactly the first four cases (i)—(iv) in the list above.

This shows case (v) is the only integrable, but non-separable case.

Proof. Notice now (2.6) reads KdV =
∑2

i,j=1 K
ij ∂jV dqi, whose explicit expressions is messy. After taking

exterior differentiation
d(KdV ) = Z dx ∧ dy,

its coefficient is a polynomial of x and y, which after collecting the same entries reads

Z = (24aC6 − 12bC6) y3x+ (12bC6 − 24cC6) yx3 + (−12aC4 + 16bC4) y2x

+(−16bC5 + 12cC5) yx2 + (−2bC4 + 24cC4)x3 + (−24aC5 + 2bC5) y3

+(−12aC3 + 2bC3) y2 + (−4bC1 + 4bC2 + 8µC6 − 8λC6)xy + (−2bC3 + 12cC3)x2 (3.6)

+(−2µC4 + 8λC4)x+ (−8µC5 + 2λC5) y − 2µC3 + 2λC3.

The vanishing of two-form d(KdV ) means its coefficient Z vanishes. All the parameters a, b, c, λ, µ, Ci

in (3.6) are constants. In turn Z vanishes identically entails all its coefficients of x, y vanishes. A system of
algebraic equations follows,

C3(λ− µ) = C4(4λ− µ) = C5(λ− 4µ) = 0 (3.7a)

C3(6a− b) = C3(b− 6c) = 0 (3.7b)

C4(b− 12c) = C4(3a− 4b) = 0 (3.7c)

C5(12a− b) = C5(4b− 3c) = 0 (3.7d)

C6(2a− b) = C6(b− 2c) = 0 (3.7e)

(C1 − C2)b+ 2C6(λ− µ) = 0 (3.7f)

This is the system of algebraic equations we want to solve in detail. First we notice when b = 0, the
parameters C1−C2 ̸= 0, Ci = 0, i = 3, 4, 5, 6, directly solve the above system. The matrix corresponding to
Killing tensor K has distinct eigenvalues C1, C2. Hence this is a separable case, which corresponds to case
(i) in our list.

To proceed we will always assume b ̸= 0 below. It can be seen b ̸= 0 implies a, c ̸= 0. Otherwise constants
Ci are exactly in the non-separable situation (NS). To solve the system (3.7), we observe that (3.7b) and
(3.7e) imply

C3(a− c) = C6(a− c) = 0 (3.8)

Based on this observation one can make classification as below:

• a ̸= c. Equations (3.8) imply that C3 = C6 = 0. Substituting this into (3.7), one has

C4(4λ− µ) = C5(λ− 4µ) = 0

C4(b− 12c) = C4(3a− 4b) = 0

C5(12a− b) = C5(4b− 3c) = 0

C1 − C2 = 0

(3.9)
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The second equation implies C4(a−16c) = 0. As a−16c ̸= 0 (otherwise c/a = 1/16 < 1), it holds that
C4 = 0. We claim C5 ̸= 0, otherwise the constants Ck are in non-separable situation (NS). Combing
all the results above, we arrive at

a : b : c = 1 : 12 : 16, λ = 4µ,

which recovers the case (iv) in the list.

• a = c. Again we have C4(a− 16c) = 0, which reduces to C4a = 0. As a ̸= 0 hence C4 = 0. Similarly
C5 = 0. Substituting C4 = C5 = 0, a = c into the system (3.7), it reduces to

C3(λ− µ) = 0

C3(6a− b) = C6(2a− b) = 0

(C1 − C2)b+ 2C6(λ− µ) = 0

(3.10)

We discuss its possible solutions:

– a = c, λ = µ. The condition λ = µ reduces the system (3.10) further to

C3(6a− b) = C6(2a− b) = 0, C1 − C2 = 0.

One of C3 and C6 should be non-zero (otherwise the situation (NS) arise again), which implies
a : b : c = 1 : 6 : 1, or a : b : c = 1 : 2 : 1. They corresponds to the case (iii) and (ii), respectively.

– a = c, λ ̸= µ. The system (3.10) is reduced to

C3 = C6(2a− b) = (C1 − C2)b+ 2C6(λ− µ) = 0

Once more C6 ̸= 0 to avoid the situation (NS), which gives a : b : c = 1 : 2 : 1. It is case (ii) in
the list. This completes the proof of Theorem 2.

Remark 2. One could use the Killing tensor to figure out the coordinate system in which the H-J equation
separates. For example, let us consider the case (ii). According to Step 4 in Algorithm, taking b = 2a, c =
a ̸= 0 back into the original system (3.7) one find the following to be a solution of the system (3.7):

C1 =
µ− λ
a

, C2 = C3 = C4 = C5 = 0, C6 = 1

Note that (µ− λ) is in general not zero. The characteristic tensor (3.4) turns out to be

K =

(
y2 + µ−λ

a −xy
−xy x2

)
. (3.11)

Its characteristic equation is

Λ2 − (x2 + y2 +
µ− λ
a

)Λ +
µ− λ
a

x2 = 0 (3.12)

or in equivalent form
x2

Λ
+

ay2

aΛ− (µ− λ)
= 0. (3.13)

For the case of λ ̸= µ, the above equation (3.13) defines just well-known elliptic-hyperbolic coordinates
in the Euclidean plane. The eigenvalues λ1, λ2, i.e. the solutions of the equation (3.12) or (3.13), are the
variables of separation for the dynamical system. Hence we conclude the system is separable in the elliptic
coordinates (λ1, λ2), determined by µ−λ

a .
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For the case of λ = µ, the solutions of (3.12) are λ1 = 0, λ2 = x2 + y2, one of which is constant. This
implies the system separates in degenerated elliptic coordinates. The Hamiltonian is

H =
1

2
(p2x + p2y) + λ(x2 + y2) + a(x4 + 2x2y2 + y4)

with potential V = λ r2 + a r4 depending on r only. It is easy to see the system separates in the standard
polar coordinates (r, θ).

3.2. System with a Homogeneous Quintic Potential

Next we consider a family of Hamiltonian systems with a quintic polynomial potential,

H =
1

2
(p2x + p2y) + ay5 + b y3x2 + c yx4, (3.14)

where a, b, c are scalar constants. Note they are not the most general quintic potential. Our main result
regarding this potential is the following

Theorem 3. For the Hamiltonian (3.14), there exists exact 3 cases of parameters for the corresponding
H-J equation to be additively separable. These cases are:

(i) b = c = 0, a arbitrary; (ii) a : b : c = 16 : 16 : 3; (iii) a : b : c = 1 : 10 : 5.

Remark 3. Case (i) is trivial in that it corresponds to Hamiltonian H = (p2x + p2y)/2 + ay5, which trivially
separates in Cartesian coordinates. Case (ii) has already appeared in literature [14] where the authors
obtained it by using the (weak) Painlevé method. Case (iii) appeared in Perelomov’s book [18, p.81]

Proof of Theorem 3. We apply the algorithm again, now to the potential (3.14). Using the general Killing
tensor (3.4), it follows that the 2-form d(KdV ) = Zdx ∧ dy, with coefficient Z given by

Z = (−6bC4 + 32cC4)yx3 + (−20aC4 + 20bC4)y3x+ (21bC6 − 28cC6)y2x3

+ (35aC6 − 14bC6)y4x+ (−6bC1 + 6bC2)y2x+ (−6bC3 + 12cC3)yx2

+ (−27bC5 + 12cC5)y2x2 + (−4cC1 + 4cC2)x3 + (−35aC5 + 2bC5)y4

+ 7cx5C6 + (−20aC3 + 2bC3)y3 − 11cx4C5.

The form d(KdV ) vanishes entails Z also vanishes. Again, Z is a polynomial of variable x, y, hence all of
its coefficients are zero. Thus we arrive at a system of algebraic equations

c(C1 − C2) = b(C1 − C2) = 0,

C3(b− 2c) = C3(10a− b) = C4(3b− 16c) = 0,

C4(a− b) = C5(9b− 4c) = C5(35a− 2b) = 0, (3.15)

C6(3b− 4c) = C6(5a− 2b) = 0, cC5 = cC6 = 0,

We analyze the solution of this family:

• c = 0. Substitute this into the system (3.15) to produce

b(C1 − C2) = 0

C3(10a− b) = C4(a− b) = 0,

C5(35a− 2b) = C6(5a− 2b) = 0, (3.16)

C3b = C4b = C5b = C6b = 0,

One easily sees that b is also zero. (Otherwise the new system leads to the (NS) case). Hence the
above system (3.16) further reduces to C3a = C4a = C5a = C6a = 0. For any a, it admits a solution
C1 − C2 ̸= 0, C3 = C4 = C5 = C6 = 0. Thus we have a separability corresponding to the case (i). In
fact we can obviously see this from the original potential (3.14). In the special case of b = c = 0, the
Hamiltonian is additively itself, implying it separates in the canonical Cartesian system.
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• c ̸= 0. The system (3.15) can be simplified to be

C1 − C2 = C5 = C6 = 0,

C3(b− 2c) = C3(10a− b) = 0,

C4(3b− 16c) = C4(a− b) = 0,

One can see one of C3, C4 is not zero. (Otherwise C1−C2 = C3 = C4 = C5 = C6 = 0 — dissatisfies
the basic theorem 1). So there exists two possibilities:

– C3 ̸= 0, which gives a : b : c = 1 : 10 : 5 corresponding to case (iii).

– C4 ̸= 0, which gives a : b : c = 16 : 16 : 3 corresponding to case (ii). We thus reproduce all the
cases in the theorem.

3.3. Multi-Separable Potentials on Euclidean and Minkowski Planes

We now apply our Algorithm to identify some multi-separable systems which are defined on (pseudo)-
Euclidean spaces. We remind that a Hamiltonian system is multi-separable if it separates in several distinct
coordinate systems.

Theorem 4. For the system

H =
1

2
(p2x + p2y) + x2 + ay2 +

b

x2
(3.17)

with potential defined on Euclidean plane E2, where a, b are two constants, there exists exact three cases of
parameters such that H is multi-separable. They are given by

(i) a = 1/4, b = 0; (ii) a = 1, b arbitrary; (iii) a = 4, b arbitrary.

Remark 4. Here we consider the multi-separability, i.e. 2nd-order super-integrability for the system (3.17).
For any integer a = k2, k ∈ N, it admits an additional first integral which is a kth-order polynomial in
momenta [19], implying its (higher order) super-integrability. For such potentials there exist much more
super-integrable cases than multi-separable ones.

Note that case (iii) is the celebrated Smorodinsky-Winternitz I potential [20], thus by using our Algorithm
we reproduce this system quite straightforwardly.

Proof of Theorem 4. According to the algorithm we apply K (3.4) to dV where V = x2 + ay2 + b/x2. After
exterior derivative one has

d (K dV ) = Z dx ∧ dy (3.18)

with the coefficient Z given by

Z =
2

x4
·
(
4(a− 1)x5y C6 + (1− 4a)x4y C5

+(4− a)x5C4 + (1− a)x4C3 + 3byC5 + 3bC3

)
(3.19)

In Z’s expression, Ck, a, b are constants. One notice Z is not polynomial in (x, y), but rational functions.
Nevertheless, we can transform it to be a polynomial as below. The form d(KdV ) vanishes equivalents to
Z ≡ 0, which, in turn, equivalents to the vanishing of the polynomial Z̃ = Z · x4/2. So we obtain a system
of algebraic equations

bC3 = bC5 = 0,

C4(a− 4) = C3(a− 1) = 0, (3.20)

C6(a− 1) = C5(4a− 1) = 0

Since C1, C2 do not arise in the equations, all of Ck = 0 except that C1 − C2 ̸= 0 solves the system
above. This implies the Hamiltonian is separable in the Cartesian coordinates. For the system to be
multi-separability, it suffices to find another solution linearly independent of the trivial solution given above.

A new solution to equations (3.20) exists if and only if one of the following cases occurs:
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• C6 ̸= 0⇒ a = 1, b arbitrary;

• C4 ̸= 0⇒ a = 4, b arbitrary;

• C5 ̸= 0⇒ a = 1
4 , b = 0;

• C3 ̸= 0⇒ a = 1, b = 0.

Observe that the last case is only a subcase of the first case. Thus we obtain exact three multi-separable
cases, corresponding to cases (ii), (iii), (i) in the theorem, respectively.

The next configuration space we consider is a Minkowski case M2 whose metric is g = dx2 − dy2.
We compare the two planes M2 and E2. Both are of constat curvature (zero), hence the dimensions of
vector spaces of their Killing tensor attain the maxima: K1(M2) , K2(M2) are of dimension three and six,
respectively.

Nevertheless, the basis of Killing tensors (hence the entire spaces) are not identical. The Minkowski M2

has the basis of Killing vectors (compare with (3.1))

∂x, ∂y (two translations), y∂x + x∂y (Minkowski “rotation”) (3.21)

The basis of Killing 2-tensors are the following (compare with (3.2))

K1 = ∂2x, K2 = ∂2y , K3 = ∂x∂y + ∂y∂x,

K4 = 2y ∂2x + x ∂x∂y + x ∂y∂x, K5 = 2x ∂2y + y ∂x∂y + y ∂y∂x, (3.22)

K6 = y2∂2x + xy ∂x∂y + xy ∂y∂x + x2∂2y ,

Carrying out an analysis similar to that for the Euclidean plane (Theorem 4), we arrive at

Theorem 5. For the system

H =
1

2
(p2x − p2y) + x2 + ay2 +

b

x2
(3.23)

with potential defined on Minkowski M2, a, b are constants, there exists exact three cases such that H is
multi-separable. They are given by

(i) a = −1/4, b = 0; (ii) a = −1, b arbitrary; (iii) a = −4, b arbitrary.

4. Concluding Discussions

Based on Benenti’s classical theorem 1, we have suggested an Algorithm and applied it to detect H-J
separability of several families of two-dimensional natural systems. This method has the advantage of having
a clear procedure and not depending on intricate techniques which can be seen in lots of literatures, thus
executable in a computer-like environment.

However, the applications we make here are merely preliminary. There are several directions one can take
into account to improve and extend its scope. For example, one may consider some nontrivial (pseudo)-
Riemannian spaces such as spaces of constant curvature Sn,Hn etc., or surfaces of revolution. These
manifolds are easy to handle as their Killing tensor are much investigated. The crucial task in step 1 in our
Algorithm is thus solved.

Another line is to generalize the potentials under discussion to more general ones, which may be involved
some arbitrary functions. This can greatly enlarge the families of separable systems. Proceeding the analysis
as above may yield some well-known or novel models. It is natural that the calculations are much more
complicated, with the aid of computer symbolic system sometimes being a necessity.

Acknowledgments. The author would like to thank Profs. Qing Chen and Dafeng Zuo for encouragement
and support.
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Abstract

In this paper, the cross-entropy for generalized hesitant fuzzy sets
(GHFSs) is developed by integrating the cross-entropy for intuitionistic
fuzzy sets (IFSs) and hesitant fuzzy sets (HFSs). First, several mea-
surement formulas are discussed and their properties are studied. Then,
two approaches, which are based on the developed generalized hesitant
fuzzy cross-entropy, are proposed for solving multi-criteria decision mak-
ing (MCDM) problems under an generalized hesitant fuzzy environment.
Finally, an example is provided to illustrate the practicality and effective-
ness of the developed approaches.

1 Introduction

The cross-entropy measures are mainly used to measure the discrimination in-
formation, and then it is an important measure in decision making, pattern
recognition and other real-world problems. Lots of studies on this issue have
been extended and developed to fuzzy and its extended environments. For in-
stance, Vlachos and Sergiadis [14] introduced the concepts of discrimination
information and cross-entropy for intuitionistic fuzzy sets (IFSs), and revealed
the connection between the notions of entropies for fuzzy sets and IFSs in terms
of fuzziness and intuitionism. Hung and Yang [6] constructed J-divergence of
IFSs and introduced some useful distance and similarity measures between two
IFSs, and applied them to clustering analysis and pattern recognition. Based

∗Corresponding author: yckwun@dau.ac.kr (Y.C. Kwun)
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on which, Xia and Xu [17] proposed some cross-entropy and entropy formulas
for IFSs and applied them to group decision making. Ye [21] proposed a method
of fault diagnosis based on the vague cross-entropy. He [22] also introduced the
cross-entropy for IFSs and interval-valued intuitionistic fuzzy sets (IVIFSs) and
utilized then to solve multi-criteria decision making (MCDM) problems. Wang
and Li [15] provided two improved methods for solving MCDM problems, which
were based on the cross-entropy for IFSs. Hung et al. [5] introduced the discrim-
ination information and cross-entropy for IFSs and also used them to improve
the fault diagnosis of turbine problems. Mao et al. [9] introduced the cross-
entropy and entropy measures for IFSs. Zang and Yu [28] constructed a series
of mathematical programming models, which were based on an interval-valued
intuitionistic fuzzy cross-entropy, in order to determine the criteria weights and
applied them to MCDM problems. Xia and Xu [17] proposed two methods for
determining the optimal weights of criteria and developed two pairs of entropy
and cross-entropy measures for intuitionistic fuzzy values. The relationships
among the entropy, cross-entropy and similarity measures have also attracted
many attentions. For example, Liu [8] gave the axiomatic definitions of entropy,
distance measure, and similarity measure of fuzzy sets and discussed their basic
relations. Zeng and Li [25] discussed the relationship between the similarity
measure and the entropy of interval-valued fuzzy sets. Zang and Jiang [27] pro-
posed the entropy and cross-entropy for IVIFSs and discussed the connections
among some important information measures. Xu and Xia [19] introduced the
concepts of entropy and cross-entropy for hesitant fuzzy sets (HFSs), analyzed
the relationships among the entropy, cross-entropy and similarity measures, and
developed two multi-attribute decision making methods.

Qjan et al. [10], recently, introduced the concept of generalized hesitant fuzzy
sets (GHFSs), extending the element of HFSs from real numbers to intuitionistic
fuzzy values, which can arise in group decision making problem. GHFS is fit
for the situation when decision maker have a hesitation among several possible
memberships with uncertainties. GHFS can reflect the human’s hesitance more
objectively than other extensions of fuzzy set (IFS, IVIFS and HFS), and thus it
is necessary to develop some theories about GHFSs. In this paper, we discuss the
cross-entropy for generalized hesitant information. To do this, Section 2 reviews
some related preliminaries such as IFSs, HFSs and GHFSs. In Section 3, we
propose some cross-entropy formulas for generalized hesitant fuzzy elements,
obtain some important conclusions, and provide an example to illustrate the
application of cross-entropy in MCDM problem. Finally, Section 4 gives the
concluding remarks.

2 Basic concepts

Intuitionistic fuzzy sets introduced by Atanassov [1] have been proven to be
highly useful to deal with uncertainty and vagueness.

2
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Definition 1. [1] Let X be ordinary non-empty set. An intuitionistic fuzzy
set (IFS) A in X is defined as

A = {⟨x, µA(x), νA(x)⟩|x ∈ X}, (1)

where µA, νA : X → [0, 1] denote, respectively, the membership and non-
membership functions of A with the condition: 0 ≤ µA(x) + νA(x) ≤ 1 for
all x ∈ X.

For an IFS A, πA(x) = 1−µA(x)−νA(x) represents the degree of hesitation or
intuitionistic index of x to A. For a fuzzy set, the degree of hesitation πA(x) = 0.
Thus for each x, µA(x) and νA(x) define an interval [µA(x), 1 − νA(x)]. This
interval is the vague value of value set by Gau and Buethrer [4] (Bustince and
Burillo [3] proved that vague sets are equivalent to IFSs). Further, the interval
can also represent an interval-valued fuzzy set [10]. Hence Xu [18] concluded
that IFSs are also equivalent to interval-valued fuzzy sets, and replaced Eq. (1)
with

A = {⟨x, [µA(x), 1− νA(x)]⟩|x ∈ X}. (2)

The ordered pair α(x) = (µα(x), να(x)) is referred to an intuitionistic fuzzy
value (IFV) [18], where µα(x), να(x) ∈ [0, 1] and µα(x) + να(x) ≤ 1. Associated
with the degree of hesitation, an IFV can also be equivalently denoted by α(x) =
(µα(x), να(x), πα(x)), where µα(x), να(x), πα(x) ∈ [0, 1] and µα(x) + να(x) +
πα(x) = 1. In the rest of this paper, for a certain x in X, IFV a = (µ, ν, π)
is abbreviated as a = (µ, ν) when no misunderstanding raises. Since an IFV
represent an interval, an interval [µ, 1− ν] in [0, 1] will be directly transformed
into (µ, ν).

Definition 2. [5, 6, 14, 17, 22] Let α1 = (µα1 , να1) and α2 = (µα2 , να2) be
IFVs, then the cross-entropy α1 and α2, denoted as CE(α1, α2), should satisfy
the following properties:

(1) CE(α1, α2) ≥ 0;
(2) CE(α1, α2) = 0 if α1 = α2;
(3) CE(αc

1, α
c
2) = CE(α1, α2), where αc

i = (ναi , µαi) is the complement of αi

(i = 1, 2).

In the following, some intuitionistic fuzzy cross-entropy and symmetric in-
tuitionistic fuzzy cross-entropy formulas are reviewed.

Vlachos and Sergiadis [14] developed

CE1(α1, α2) = µα1 ln
2µα1

µα1 + µα2

+ να1 ln
2να1

να1 + να2

, (3)

and

CE2(α1, α2) = 2

(
µα1 lnµα1 + µα2 lnµα2

2
− µα1 + µα2

2
ln
µα1 + µα2

2

+
να1 ln να1 + να2 ln να2

2
− να1 + να2

2
ln
να1 + να2

2

)
. (4)

3
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Hung and Yang [6] defined

CE3(α1, α2) = 2

(
µα1 lnµα1 + µα2 lnµα2

2
− µα1 + µα2

2
ln
µα1 + µα2

2

+
να1 ln να1 + να2 ln να2

2
− να1 + να2

2
ln
να1 + να2

2

+
πα1 ln να1 + να2 ln να2

2
− να1 + να2

2
ln
να1 + να2

2

)
. (5)

Ye [22] proposed

CE4(α1, α2) =
µα1 + 1− να1

2
log2

2(µα1 + 1− να1)

2 + µα1 − να1 + µα2 − να2

+
να1 + 1− µα1

2
log2

2(να1 + 1− µα1)

2− µα1 + να1 − µα2 + να2

. (6)

Hung et al. [5] developed

CE5(α1, α2) = µα1 log2

2µα1

µα1 + µα2

+ να1 log2

2να1

να1 + να2

+πα1
log2

2πα1

πα1 + πα2

. (7)

Xia and Xu [17] proposed

CE6(α1, α2) =
1

1− 21−q

(
µq
α1

+ µq
α2

2
−
(
µα1 + µα2

2

)q

+
νqα1

+ νqα2

2

−
(
να1 + να2

2

)q

+
πq
α1

+ πq
α2

2
−
(
πα1 + πα2

2

)q)
, (8)

where 1 < q ≤ 2.

For the symmetric property, it is necessary to modify Eqs. (3)-(8) to obtain
a symmetric discrimination information measures for IFVs ([11, 26]):

CE∗
k(α1, α2) = CEk(α1, α2) + CEk(α2, α1), k = 1, 2, . . . , 6. (9)

The hesitant fuzzy set [12, 13], as a generalization of fuzzy set, permits
the membership degree of an element to a set presented as several possible
values between 0 and 1, which can better describe the situations where people
have hesitancy in providing their preferences over objects in process of decision
making.

Definition 3. [12, 13] Given a fixed set X, a hesitant fuzzy set (HFS) on
X in terms of function h is that when applied to X returns a subset of [0, 1],
which can be represented as the following mathematical symbol:

E = {⟨x, h(x)⟩|x ∈ X}, (10)

4
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where h(x) is a set of the some values in [0, 1], denoting the possible membership
degrees of the element x ∈ X to the set E. For convenience, Xia and Xu [16]
called h(x) a hesitant fuzzy element (HFE) and the set of all HFEs is denoted
by HFES.

Definition 4. [19] Let h1 and h2 be two HFEs, then the cross-entropy of
h1 and h2, denoted as CE(h1, h2), should satisfy the following properties:

(1) CE(h1, h2) ≥ 0;

(2) CE(h1, h2) = 0 if and only if h
σ(i)
1 = h

σ(i)
2 for all i = 1, 2, . . . , l.

Based on Definition 4, l = l(h1) = l(h2) and denote the number of elements
in h1 and h2. The elements are arranged in increasing order in h1 and h2,

respectively, and h
σ(i)
1 (i = 1, 2, . . . , l(h1)) and h

σ(i)
2 (i = 1, 2, . . . , l(h2)) are

the ith smallest values in h1 and h2, respectively. Xu and Xia [19] constructed
several cross-entropy for HFEs:

CE1(h1, h2)

=
1

lT

l∑
i=1

(
(1 + qh

σ(i)
1 ) ln(1 + qh

σ(i)
1 ) + (1 + qh

σ(i)
2 ) ln(1 + qh

σ(i)
2 )

2

−2 + qh
σ(i)
1 + qh

σ(i)
2

2
ln

2 + qh
σ(i)
1 + qh

σ(i)
2

2
+

(1 + q(1− hσ(l−i+1)
1 ))

2

× ln(1 + q(1− hσ(l−i+1)
1 )) +

(1 + q(1− hσ(l−i+1)
2 )) ln(1 + q(1− hσ(l−i+1)

2 ))

2

−2 + q(1− hσ(l−i+1)
1 + 1− hσ(l−i+1)

2 )

2

× ln
2 + q(1− hσ(l−i+1)

1 + 1− hσ(l−i+1)
2 )

2

)
, (11)

where T = (1 + q) ln(1 + q)− (2 + q)(ln(2 + q)− ln 2) and q > 0.

CE2(h1, h2)

=
1

(1− 21−p)l

l∑
i=1

(
(h

σ(i)
1 )p + (h

σ(i)
2 )p

2
+

(1− hσ(l−i+1)
1 )p + (1− hσ(l−i+1)

2 )p

2

−

(
h
σ(i)
1 + h

σ(i)
2

2

)p

+

(
1− hσ(l−i+1)

1 + 1− hσ(l−i+1)
2

2

)p)
, p > 1. (12)

For the symmetric property, it is necessary to modify Eqs. (11) and (12) to
obtain a symmetric discrimination information measure for HFEs:

CE∗
k(h1, h2) = CEk(h1, h2) + CEk(h2, h1), k = 1, 2. (13)

Note that Eqs. (11) and (12) are all defined under the assumption that two
HFEs are of the same length. If the corresponding HFEs are not equal in length,

5
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then the shorter one should be extended to be the same size as the longer one
by adding the same value repeatedly.

3 Generalized hesitant fuzzy sets and their cross-
entropy measures

3.1 Generalized hesitant fuzzy sets

During the evaluating process, several possible memberships of an alternative
satisfying a certain criterion may be not only crisp values but also interval values
in [0, 1]. In order to handle this kind of assessment in decision making, Qjan et
al. [10] extended HFSs by using IFSs to modify Definition 3.

Definition 5. [10] Given a set of N membership functions:

M = {αi = (µαi , ναi)|0 ≤ µαi , ναi ≤ 1, µαi + ναi ≤ 1, i = 1, 2, . . . , N} (14)

the generalized hesitant fuzzy set (GHFS) associated with M , that is h̃M , is
defined as follows:

h̃M (x) = ∪(µαi
,ναi

)∈M{(µαi(x), ναi(x))}. (15)

Note that HFSs, IFSs and fuzzy sets are special cases of GHFSs redefined
here. In fact, if µαi + ναi = 1, for i = 1, 2, . . . , N , then GHFSs reduce to
HFSs. If N = 1 or union of N IFSs, i.e. ∪Ni=1αi, in Eq. (14) is convex set in
[0, 1], then GHFSs reduce to IFSs. If N = 1 and µαN

+ ναN
= 1, then GHFSs

reduce to FSs. Thus GHFSs are not only the generalization of HFSs but also
the generalized representation of fuzzy sets, IFSs and HFSs. For the sake of
convenience, given a certain x ∈ X, α represents an IFS in h̃(x). Notice that α
is represented an interval as well. Similar to [16], h̃M (x), abbreviated as h̃(x),
is called a generalized hesitant fuzzy element (GHFE) and the set of all GHFEs
is denoted by GHFES.

Let l(h̃) be the number of elements of a GHFE h̃. In most cases of two
GHFEs h̃1 and h̃2, the numbers of elements of h̃1 and h̃2 may be different,
i.e. l(h̃1) ̸= l(h̃2), and for convenience, let l = max{l(h̃1), l(h̃2)}. To operate
correctly, we should extend the shorter ones, until both of them have the same
length when we compare them. To extend the shorter one, the best way is to
add the same values several times in it. In fact, we can extend the shorter one
by adding any values in it. The selection of this value mainly depends on the
decision makers’ risk preferences. Optimists anticipate desirable outcomes and
may add the maximum value, while pessimists expect unfavorable outcomes and
may add the minimum value. In this paper, we assume the GHFEs h̃1 and h̃2
should have the same length l when we compare them.

Some useful operations on GHFEs are as follows:

Definition 6. [10] Let h̃, h̃1 and h̃2 be three GHFEs and λ > 0, then

6
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(1) h̃1∪h̃2 = ∪α1∈h̃1,α2∈h̃2
{α1∪α2} = ∪α1∈h̃1,α2∈h̃2

{(max{µα1
, µα2

},min{να1
, να2
})};

(2) h̃1∩h̃2 = ∪α1∈h̃1,α2∈h̃2
{α1∩α2} = ∪α1∈h̃1,α2∈h̃2

{(min{µα1 , µα2},max{να1 , να2})};
(3) h̃c = ∪α∈h̃{αc} = ∪α∈h̃{(να, µα)};
(4) h̃1⊕h̃2 = ∪α1∈h̃1,α2∈h̃2

{α1⊕α2} = ∪α1∈h̃1,α2∈h̃2
{(µα1+µα2−µα1µα2 , να1να2)};

(5) h̃1 ⊗ h̃2 = ∪α1∈h̃1,α2∈h̃2
{α1 ⊗ α2} = ∪α1∈h̃1,α2∈h̃2

{(µα1µα2 , να1 + να2 −
να1να2)};

(6) λh̃ = ∪α∈h̃{λα} = ∪α∈h̃{(1− (1− µα)λ, νλα)};
(7) h̃λ = ∪α∈h̃{αλ} = ∪α∈h̃{(µλ

α, 1− (1− να)λ)}.

Definition 7. Let h̃i (i = 1, 2, . . . , n) be a collection of GHFEs, and let
GHFWA : GHFESn → GHFES, if

GHFWAw(h̃1, h̃2, . . . , h̃n) = w1h̃1 ⊕ w2h̃2 ⊕ · · · ⊕ wnh̃n, (16)

where w = (w1, w2, . . . , wn)T is the weight vector of h̃i (i = 1, 2, . . . , n) with
wi ≥ 0 and

∑n
i=1 wi = 1, then GHFWA is called the generalized hesitant fuzzy

weighted averaging (GHFWA) operator.

Based on operations (4)-(7) of GHFEs described in Definition 6, we can
derive the following result.

Theorem 1. Let h̃i = ∪αi∈h̃i
{αi} (i = 1, 2, . . . , n) be a collection of GHFEs,

and w = (w1, w2, . . . , wn)T be the weight vector of h̃i (i = 1, 2, . . . , n) with
wi ≥ 0 and

∑n
i=1 wi = 1. Then the aggregated value, by using the GHFWA

operator, is also a GHFE, and

GHFWAw(h̃1, h̃2, . . . , h̃n)

=
∪

α1∈h̃1,α2∈h̃2,...,αn∈h̃n

{(
1−

n∏
i=1

(1− µαi)
wi ,

n∏
i=1

νwi
αi

)}
. (17)

Theorem 1 can be proved by using the mathematical induction and then the
process is omitted here.

Definition 8. Let h̃i (i = 1, 2, . . . , n) be a collection of GHFEs, and let
GHFWG : GHFESn → GHFES, if

GHFWGw(h̃1, h̃2, . . . , h̃n) = h̃w1
1 ⊗ h̃

w2
2 ⊗ · · · ⊗ h̃wn

n , (18)

where w = (w1, w2, . . . , wn)T is the weight vector of h̃i (i = 1, 2, . . . , n) with
wi ≥ 0 and

∑n
i=1 wi = 1, then GHFWG is called the generalized hesitant fuzzy

weighted geometric (GHFWG) operator.

Theorem 2. Let h̃i = ∪αi∈h̃i
{αi} (i = 1, 2, . . . , n) be a collection of GHFEs,

and w = (w1, w2, . . . , wn)T be the weight vector of h̃i (i = 1, 2, . . . , n) with
wi ≥ 0 and

∑n
i=1 wi = 1. Then the aggregated value, by using the GHFWG
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operator, is also a GHFE, and

GHFWGw(h̃1, h̃2, . . . , h̃n)

=
∪

α1∈h̃1,α2∈h̃2,...,αn∈h̃n

{(
n∏

i=1

µwi
αi
, 1−

n∏
i=1

(1− ναi)
wi

)}
. (19)

Theorem 2 can be also proved by using the mathematical induction and then
the process is omitted here.

3.2 Cross-entropy measures of GHFEs

Definition 9. Let h̃1, h̃2 ∈ GHFES and CE : GHFES×GHFES→ R, then the
cross-entropy of h̃1 and h̃2, denoted as CE(h̃1, h̃2), should satisfy the following
properties:

(1) CE(h̃1, h̃2) ≥ 0;
(2) If h̃1 = h̃2, then CE(h̃1, h̃2) = 0;
(3) CE(h̃c1, h̃

c
2) = CE(h̃1, h̃2), where h̃ci is the complement of h̃i defined in

Definition 6.

On the basis of Definition 9, we can construct several cross-entropy for GH-
FEs:

CE1(h̃1, h̃2) =
1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
µα1

log2

2µα1

µα1 + µα2

)
+

1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
να1 log2

2να1

να1 + να2

) ; (20)

CE2(h̃1, h̃2) = p

√√√√√ 1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
µα1 log2

2µα1

µα1 + µα2

)p

+ p

√√√√√ 1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
να1 log2

2να1

να1 + να2

)p

, (21)

where p ≥ 1;

CE3(h̃1, h̃2)

=
1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
µα1 + 1− να1

2
log2

2(µα1 + 1− να1)

2 + µα1 − να1 + µα2 − να2

)
+

1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
1− µα1 + να1

2
log2

2(1− µα1 + να1)

2− µα1 + να1 − µα2 + να2

) ; (22)
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CE4(h̃1, h̃2)

= p

√√√√√ 1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
µα1 + 1− να1

2
log2

2(µα1 + 1− να1)

2 + µα1 − να1 + µα2 − να2

)p

+ p

√√√√√ 1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
1− µα1 + να1

2
log2

2(1− µα1 + να1)

2− µα1
+ να1

− µα2
+ να2

)p

, (23)

where p ≥ 1;

CE5(h̃1, h̃2)

=
1

1− 21−q

 1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
µq
α1

+ µq
α2

2
−
(
µα1 + µα2

2

)q)
+

1

l(h̃1)

∑
α1∈h̃1

 1

l(h̃2)

∑
α2∈h̃2

(
νqα1

+ νqα2

2
−
(
να1 + να2

2

)q) , (24)

where 1 < q ≤ 2;

CE6(h̃1, h̃2)

= p

√√√√√ 1

l(h̃1)

∑
α1∈h̃i

1

1− 21−q

 1

l(h̃2)

∑
α2∈h̃2

(
µq
α1 + µq

α2

2
−
(
µα1 + µα2

2

)q)p

+ p

√√√√√ 1

l(h̃1)

∑
α1∈h̃i

1

1− 21−q

 1

l(h̃2)

∑
α2∈h̃2

(
νqα1 + νqα2

2
−
(
να1 + να2

2

)q)p

, (25)

where p ≥ 1 and 1 < q ≤ 2.

For the symmetric property, it is necessary to modify Eqs. (20)-(25) to a
symmetric discrimination information measure for GHFEs as follows:

CE∗
k(h̃1, h̃2) = CEk(h̃1, h̃2) + CEk(h̃2, h̃1), k = 1, 2, . . . , 6. (26)

Example 1. Let h̃i (i = 1, 2, 3) and h̃ be three patterns and a sample.
They are denoted by GHFEs as follows: h̃1 = {(0.5, 0.4), (0.6, 0.3)}, h̃2 =
{(0.4, 0.5), (0.8, 0.1)}, h̃3 = {(0.3, 0.4), (0.7, 0.2)} and h̃ = {(0.5, 0.4), (0.7, 0.2)}.
Given the sample h̃, which pattern does this sample h̃ most probably belong to
?
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For convenience, let p = q = 2. By (20)-(25), we have

CE∗
1(h̃1, h̃) = 0.0275, CE∗

1(h̃2, h̃) = 0.0976, CE∗
1(h̃3, h̃) = 0.0693;

CE∗
2(h̃1, h̃) = 0.2601, CE∗

2(h̃2, h̃) = 0.4285, CE∗
2(h̃3, h̃) = 0.3982;

CE∗
3(h̃1, h̃) = 0.0241, CE∗

3(h̃2, h̃) = 0.0838, CE∗
3(h̃3, h̃) = 0.0541;

CE∗
4(h̃1, h̃) = 0.2609, CE∗

4(h̃2, h̃) = 0.4298, CE∗
4(h̃3, h̃) = 0.3856;

CE∗
5(h̃1, h̃) = 0.0300, CE∗

5(h̃2, h̃) = 0.1000, CE∗
5(h̃3, h̃) = 0.0800;

CE∗
6(h̃1, h̃) = 0.0239, CE∗

6(h̃2, h̃) = 0.0707, CE∗
6(h̃3, h̃) = 0.0620.

From this data, the proposed symmetric discrimination information measures
CE∗

k (k = 1, 2, 3, 4, 5, 6) show the same classification according to the principle
of the minimum degree of symmetric discrimination information measure for
GHFEs. Thus, the sample h̃ belongs to the pattern h̃1.

4 Two MCDM approaches based on the cross-
entropy measures of GHFEs

For a MCDM problem, let X = {x1, x2, . . . , xm} be a set of m alternatives,
and Y = {y1, y2, . . . , yn} be a set of n criteria, whose weight vector is w =
(w1, w2, . . . , wn)T , satisfying wj > 0, j = 1, 2, . . . , n and

∑n
j=1 wj = 1, where wj

denotes the importance degree of the criterion yj . Decision makers evaluate the
performance of alternatives with respect to criteria based on their knowledge and
experience. One decision maker could give several evaluation values. However,
in the case where two or more decision makers give the same value, it is counted
only once. The performance of the alternative xi with respect to the criterion yj
is measured by a GHFE ẽij = {βij = (µβij , νβij )|βij ∈ ẽij}, where µβij indicates
the degree that the alternative xi satisfies the criterion yj , νβij indicates the
degree that the alternative xi does not satisfy the criterion yj , such that µβij ∈
[0, 1], νβij ∈ [0, 1], µβij + νβij ≤ 1 (i = 1, 2, . . . ,m; j = 1, 2, . . . , n). All ẽij
(i = 1, 2, . . . ,m; j = 1, 2, . . . , n) are contained in the generalized hesitant fuzzy
decision matrix E = (ẽij)m×n (see Table 1).

Table 1: The generalized hesitant fuzzy decision matrix

y1 y2 · · · yn
x1 ẽ11 ẽ12 · · · ẽin
x2 ẽ21 ẽ22 · · · ẽ2n
...

...
...

...
...

xm ẽm1 ẽm2 · · · ẽmn

In what follows, we develop two approaches to multi-criteria decision making
under generalized hesitant fuzzy environment.
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Approach I.

Step 1. Normalize the performance values and then construct the normal-
ized generalized hesitant fuzzy decision matrix.

If all the criteria yj (j = 1, 2, . . . , n) are of the same type, then the perfor-
mance values do not need normalization. Whereas there are, generally, benefit
criteria (the bigger the performance values the better) and cost criteria (the
smaller the performance values the better) in multi-criteria decision making, in
such case, we may transform the performance values of the cost type into the
performance values of the benefit type. Then, E = (ẽij)m×n can be transformed

into the matrix F = (h̃ij)m×n, where

h̃ij = ∪αij∈h̃ij
{αij} =

{
∪βij∈d̃ij

{βij}, for benefit criterion yj ;

∪βij∈d̃ij
{βc

ij}, for cost criterion yj ,

i = 1, 2, . . . ,m; j = 1, 2, . . . , n, (27)

where βc
ij is the complement of βij = (µβij , νβij ) such that βc

ij = (νβij , µβij ).

Step 2. Calculate the separation degree of each component h̃ij to positive
ideal solution and negative ideal solution.

The positive ideal solution (PIS) and negative ideal solution (NIS) can be
denoted as h̃+ = {(1, 0)} and h̃− = {(0, 1)}, respectively, within the generalized
hesitant fuzzy environment. The separation between alternatives can be calcu-
lated by cross-entropies. For the convenience of both calculation and analysis,
only one cross-entropy (21) is selected. The separation degrees, G+

ij and G−
ij , of

each h̃ij (i = 1, 2, . . . ,m; j = 1, 2, . . . , n) to the PIS h̃+ and NIS h̃−, respectively,
are derived from Eq. (21):

G+
ij = CE∗

2(h̃ij , h̃
+) = CE2(h̃ij , h̃

+) + CE2(h̃+, h̃ij)

= p

√√√√ 1

l(h̃ij)

∑
αij∈h̃ij

(
µαij log2

2µαij

µαij + 1

)p

+ p

√√√√ 1

l(h̃ij)

∑
αij∈h̃ij

νpαij

+ p

√√√√√
 1

l(h̃ij)

∑
αij∈h̃ij

(
log2

2

1 + µαij

)p

(28)

and

G−
ij = CE∗

1(h̃ij , h̃
−) = CE1(h̃ij , h̃

−) + CE1(h̃−, h̃ij)

= p

√√√√ 1

l(h̃ij)

∑
αij∈h̃ij

µp
αij + p

√√√√ 1

l(h̃ij)

∑
αij∈h̃ij

(
ναij log2

2ναij

ναij + 1

)p

+ p

√√√√√
 1

l(h̃ij)

∑
αij∈h̃ij

(
log2

2

1 + ναij

)p

. (29)
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Step 3. Calculate the closeness degree of the alternatives to the NIS.
The closeness degree G(xi) of each alternative xi (i = 1, 2, . . . ,m) to the

NIS can be obtained by following:

G(xi) =

n∑
j=1

wjGij , where Gij =
G−

ij

G+
ij +G−

ij

. (30)

Step 4. Rank the alternatives.
The bigger the closeness degree G(xi), the better the alternative xi will be,

as the alternative xi is closer to the PIS h̃+. Therefore, the alternatives xi
(i = 1, 2, . . . ,m) can be ranked in descending order according to the closeness
degrees so that the best alternative can be selected.

Approach II.

Step 1. For this step, see Approach I.

Step 2. Calculate the overall aggregated values of each alternative.
Utilize the GHFWA operator (17) (or the GHFWG operator (18)):

h̃i = GHFWAw(h̃i1, h̃i2, . . . , h̃in)

=
∪

αi1∈h̃i1,αi2∈h̃i2,...,αin∈h̃in


1−

n∏
j=1

(1− µαij )wj ,
n∏

j=1

νwj
αij

 (31)

or

h̃i = GHFWGw(h̃i1, h̃i2, . . . , h̃in)

=
∪

αi1∈h̃i1,αi2∈h̃i2,...,αin∈h̃in


 n∏

j=1

µwj
αij
, 1−

n∏
j=1

(1− ναij )wj

 (32)

to aggregate all the performance values h̃ij (j = 1, 2, . . . , n) of the ith line and

get the overall performance value h̃i corresponding to the alternatives xi.

Step 3. Calculate the closeness degree of the alternatives to the PIS.
Utilize the cross-entropy (21) between the overall performance value h̃i (i =

1, 2, . . . ,m) and the PIS h̃+ = {(1, 0)} to get closeness degree of each alternative
xi (i = 1, 2, . . . ,m) to the PIS h̃+:

G(xi) = CE∗
2(h̃i, h̃

+) = CE2(h̃i, h̃
+) + CE∗

2(h̃+, h̃i)

= p

√√√√ 1

l(h̃i)

∑
αi∈h̃i

(
µαi log2

2µαi

µαi + 1

)p

+ p

√√√√ 1

l(h̃i)

∑
αi∈h̃i

νpαi

+ p

√√√√√
 1

l(h̃i)

∑
αi∈h̃i

(
log2

2

1 + µαi

)p

. (33)
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Step 4. Rank the alternatives.
The smaller the closeness degree G(xi), the better the alternative xi will

be, as the alternative xi is closer to the PIS h̃+. Therefore, the alternatives xi
(i = 1, 2, . . . ,m) can be ranked in ascending order according to the closeness
degrees so that the best alternative can be selected.

5 An illustrative example

In this section, a generalized hesitant fuzzy MCDM problem of selecting an
investment is used to illustrate the proposed methods.

A city is planning to build a municipal library. One of the problems facing
the city development commissioner is to determine what kind of air-conditioning
system should be installed in the library (adapted from [20]). The contractor
offers five feasible alternatives xi (i = 1, 2, 3, 4, 5), which might be adapted
to the physical structure of the library. Suppose that three criteria y1 (eco-
nomic), y2 (functional), and y3 (operational) are taken into consideration in
the installation problem, and the weight vector of the criteria yj (j = 1, 2, 3)
is w = (0.3, 0.5, 0.2)T . Assume that the characteristics of the alternatives xi
(i = 1, 2, 3, 4, 5) with respect to the criterion yj (j = 1, 2, 3) are represented

by the GHFEs h̃ij = {αij = (µαij , ναij )|αij ∈ h̃ij}, where µαij indicates
the degree that the alternative xi satisfies the criterion yj and ναij indicates
the degree that the alternative xi does not satisfy the criterion yj , such that

µαij , ναij ∈ [0, 1] and µαij + ναij ≤ 1. All h̃ij = {αij = (µαij , ναij )|αij ∈ h̃ij}
(i = 1, 2, 3, 4, 5; j = 1, 2, 3) are contained in the generalized hesitant fuzzy
decision matrix E = (h̃ij)5×3 (see Table 2).

Table 2: The generalized hesitant fuzzy decision matrix

y1 y2 y3
x1 {(0.3, 0.2), (0.3, 0.4)} {(0.7, 0.2), (0.5, 0.2)} {(0.5, 0.2), (0.6, 0.3)}
x2 {(0.5, 0.2), (0.6, 0.2)} {(0.3, 0.1), (0.4, 0.2)} {(0.7, 0.1), (0.8, 0.1)}
x3 {(0.3, 0.4), (0.4, 0.5)} {(0.7, 0.2), (0.8, 0.1)} {(0.4, 0.3), (0.4, 0.4)}
x4 {(0.2, 0.6), (0.2, 0.7)} {(0.8, 0.1), (0.7, 0.2)} {(0.7, 0.2), (0.8, 0.1)}
x5 {(0.8, 0.1), (0.7, 0.2)} {(0.6, 0.3), (0.7, 0.2)} {(0.2, 0.5), (0.2, 0.6)}

To select the best air-conditioning system, we utilize above-mentioned two
approaches to find the decision result(s).

Approach I.
Step 1. Considering that all the attributes yj (j = 1, 2, 3) are benefit type

attributes, the performance values of the alternatives xi (i = 1, 2, 3, 4, 5) do not
need normalization.

Step 2. Utilize Eqs. (28) and (29) (let p = 2) to calculate the separation
degree Gij of each component h̃ij (i = 1, 2, 3, 4, 5; j = 1, 2, 3) to PIS h̃+ =
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{(1, 0)} and NIS h̃− = {(0, 1)} and then we get the following results:

G+
11 = 1.2724, G+

12 = 0.7737, G+
13 = 0.8951, G+

21 = 0.8401, G+
22 = 1.0549,

G+
23 = 0.4620, G+

31 = 1.3496, G+
32 = 0.5201, G+

33 = 1.1911, G+
41 = 1.7059,

G+
42 = 0.5201, G+

43 = 0.5201, G+
51 = 0.5201, G+

52 = 0.7573, G+
53 = 1.6062,

G−
11 = 1.2458, G−

12 = 1.6622, G−
13 = 1.5574, G−

21 = 1.6062, G−
22 = 1.4369,

G−
23 = 1.8601, G−

31 = 1.1264, G−
32 = 1.8351, G−

33 = 1.2969, G−
41 = 0.7023,

G−
42 = 1.8351, G−

43 = 1.8351, G−
51 = 1.8351, G−

52 = 1.6571, G−
53 = 0.8401.

Step 3. Utilize the weight vector w = (0.3, 0.5, 0.2)T of the criteria yj (j =
1, 2, 3) and Eq. (30) to calculate the closeness degree G(xi) of the alternatives
xi (i = 1, 2, 3, 4, 5) to the NIS:

G(x1) = 0.6166, G(x2) = 0.6455, G(x3) = 0.6303, G(x4) = 0.6329, G(x5) = 0.6456.

Using this, we rank all alternatives xi (i = 1, 2, 3, 4, 5) in descending order in
accordance with the values G(xi) (i = 1, 2, 3, 4, 5):

x5 ≻ x2 ≻ x4 ≻ x3 ≻ x1.

Therefore, the best alternative is x5.

Approach II.
Step 1. For this step, see Approach I.

Step 2. Utilize the GHFWA operator (31) to aggregate all the performance
values h̃ij (i = 1, 2, 3, 4, 5; j = 1, 2, 3) of the ith line and get the overall perfor-

mance value h̃i corresponding to the alternatives xi (i = 1, 2, 3, 4, 5);

h̃1 = {(0.5716, 0.2000), (0.5903, 0.2169), (0.4469, 0.2000), (0.4710, 0.2169),

(0.5716, 0.2462), (0.5903, 0.2670), (0.4469, 0.2462), (0.4710, 0.2670)};
h̃2 = {(0.4658, 0.1231), (0.5075, 0.1231), (0.5055, 0.1741), (0.5440, 0.1741),

(0.5004, 0.1231), (0.5393, 0.1231), (0.5375, 0.1741), (0.5735, 0.1741)};
h̃3 = {(0.5557, 0.2670), (0.5557, 0.2828), (0.6372, 0.1888), (0.6372, 0.2000),

(0.5757, 0.2855), (0.5757, 0.3024), (0.6536, 0.2018), (0.6536, 0.2138)};
h̃4 = {(0.6712, 0.1966), (0.6969, 0.1711), (0.5974, 0.2781), (0.6287, 0.2421),

(0.6712, 0.2059), (0.6969, 0.1793), (0.5974, 0.2912), (0.6287, 0.2535)};
h̃5 = {(0.6268, 0.2390), (0.6268, 0.2479), (0.6768, 0.1951), (0.6768, 0.2024),

(0.5785, 0.2942), (0.5785, 0.3051), (0.6350, 0.2402), (0.6350, 0.2491)}.

Step 3. Utilize Eq. (33) to calculate the closeness degree G(xi) of each
alternative xi (i = 1, 2, 3, 4, 5) to the PIS h̃+ = {(1, 0)}:

G(x1) = 0.9146, G(x2) = 0.8291, G(x3) = 0.8103, G(x4) = 0.7350, G(x5) = 0.7799.
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Using this, we rank all alternatives xi (i = 1, 2, 3, 4, 5) in ascending order ac-
cording to the values G(xi) (i = 1, 2, 3, 4, 5):

x4 ≻ x5 ≻ x3 ≻ x2 ≻ x1.

Therefore, the best alternative is x4.

If we utilize the GHFWG operator (32) in Step 2 of Approach II, then the
closeness degree G(xi) of each alternative xi (i = 1, 2, 3, 4, 5) to the PIS is
calculated:

G(x1) = 0.9835, G(x2) = 0.9117, G(x3) = 0.9700, G(x4) = 1.0543, G(x5) = 0.9597.

and so the ranking of all alternatives xi (i = 1, 2, 3, 4, 5) in ascending order
according to the values G(xi) (i = 1, 2, 3, 4, 5) is obtained:

x2 ≻ x5 ≻ x3 ≻ x1 ≻ x4.

Therefore, the best alternative is x2.

From the above analysis, we know that the results obtained by the proposed
approaches are different. Each of methods has its advantages and disadvantages
and none of them can always perform better than the others in any situations.
It perfectly depends on how we look at things, and not on how they are them-
selves. As we can see, in Approach II, depending on aggregation operators used,
the ranking of the alternatives is different. Therefore, the results may lead to
different decisions.

6 Conclusions

In this paper, we developed cross-entropy under generalized hesitant fuzzy envi-
ronment. Axiomatic definition about this information measure have been given
for GHFEs. Two approaches, based on the developed generalized hesitant fuzzy
cross-entropy, of generalized hesitant fuzzy MCDM are developed which permits
the decision maker to provide several possible IFVs for an alternative under the
given criterion, which is consistent with humans’ hesitant thinking. The illus-
trative example demonstrated the validity and practicability of the developed
approaches.
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ON HARMONIC QUASICONFORMAL MAPPINGS WITH FINITE
AREA

HONG-PING LI AND JIAN-FENG ZHU

Abstract. In this paper, we study the class of harmonic K-quasiconformal map-
pings of the unit disk U with finite Euclidean areas |f(U)|euc. We first give the
Schwarz-pick lemma (cf. [8]) for this class of mappings as follows:

|fz(z)| ≤

√
|f(U)|euc
π(1− k2)

1

1− |z|
, z ∈ U,

where k = K−1
K+1 . Furthermore, we obtain the sharp coefficient estimates of this

class of mappings. As an application, for harmonic mappings f ∈ S0
H with finite

|f(U)|euc we obtain sharp coefficient estimates.

1. Introduction

Let U = {z ∈ C : |z| < 1} be the unit disk in the complex plane C. The classical
Schwarz lemma says that if an analytic function φ of U satisfies that |φ(z)| < 1
and φ(0) = 0. Then |φ(z)| ≤ |z| and |φ′(0)| ≤ 1. The equality occurs if and
only if φ(z) = eiαz, where α is a real constant. The classical Schwarz lemma is
a cornerstone in complex analysis and attracts one to give various versions of its
generalization.

A complex-valued function f(z) of class C2 is said to be a harmonic mapping if it
satisfies fzz̄ = 0. It is known that every harmonic mapping f(z) defined in U admits

a canonical decomposition f(z) = h(z) + g(z), where h(z) and g(z) are analytic in
U with g(0) = 0. One can refer to [5] and the references therein for more details
about harmonic mappings.

For z ∈ U, let

(1) Λf (z) = max
0≤θ≤2π

|fz(z) + e−2iθfz̄(z)| = |fz(z)|+ |fz̄(z)|,

and

(2) λf (z) = min
0≤θ≤2π

|fz(z) + e−2iθfz̄(z)| = ||fz(z)| − |fz̄(z)||.

2000 Mathematics Subject Classification. Primary: 30C62; Secondary: 30C20, 30F15.
Key words and phrases. Harmonic mappings, harmonic quasiconformal mappings, coefficients

estimate, Ahlfors-Schwarz lemma.
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2 Hong-Ping Li and Jian-Feng Zhu

The Lewy theorem [7] tells us that a harmonic mapping f is locally univalent and
sense-preserving in U if and only if its Jacobian satisfies the following condition

Jf (z) = λf (z)Λf (z) = |fz(z)|2 − |fz̄(z)|2 > 0 for z ∈ U.

Suppose that f(z) is a sense-preserving univalent harmonic mapping of U. Then
f(z) is a K-quasiconformal mapping if and only if

K(f) := sup
z∈U

|fz(z)|+ |fz̄(z)|
|fz(z)| − |fz̄(z)|

≤ K.

Harmonic quasiconformal mappings are natural generalizations of conformal map-
pings. Recently, many mathematicians have studied such an active topic and ob-
tained many interesting results (cf.[1], [6], [10], [8], [12], [13], [14], [15] ).

In 2007, M.Knez̆ević and M.Mateljević [8] proved the following Schwarz-Pick lem-
ma for harmonic quasiconformal mappings.

Theorem A. Let f be a harmonic K-quasiconformal mapping of U into itself. Then

|fz(z)| ≤ (K + 1)(1− |f(z)|2)
2(1− |z|2)

holds for all z ∈ U, and

dλ(f(z1), f(z2)) ≤ Kdλ(z1, z2)

holds for any z1, z2 ∈ U, where dλ is the hyperbolic distance.

Furthermore, they obtained the opposite inequalities in Theorem A as |fz(z)| ≥
(K+1)(1−|f(z)|2)

2K(1−|z|2) and dλ(f(z1), f(z2)) ≥ 1
K
dλ(z1, z2) by assuming that f is onto. Such

an assumption is necessary since that |fz(z)| will bounded below by a positive con-
stant (see [8] for more details).

In 2010, X. Chen and A. Fang [2] improved the above results as follows.

Theorem B. Let Ω ⊂ C be a simply connected convex domain of hyperbolic type
and λΩ be its hyperbolic metric density with the Gaussian curvature −4. If f is a
harmonic K-quasiconformal mapping of U onto Ω, then the inequalities

(K + 1)λU(z)

2KλΩ(f(z))
≤ |fz(z)| ≤ (K + 1)λU(z)

2λΩ(f(z))

hold for all z ∈ U. Moreover, the above estimates are sharp.

We point out that the composition of a harmonic mapping f with a conformal
mapping φ is still harmonic. Hence we can fix the defined domain as U for har-
monic mappings. However, φ ◦ f is not harmonic in general. This implies that the
Schwarz-Pick lemma for harmonic quasiconformal mappings will closely relate to its
target domain. Instead of the assumption that harmonic quasiconformal mappings
have convex or bounded ranges, we study the class of harmonic mappings with fi-
nite Euclidean areas. Example 1 shows there exists a harmonic mapping with an
unbounded range but finite Euclidean area.
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On harmonic quasiconformal mappings with finite area 3

Assume that f(z) = h(z) + g(z) is a harmonic K-quasiconformal mapping of U
with a finite Euclidean area |f(U)|euc, where

h(z) =
∞∑
n=0

anz
n and g(z) =

∞∑
n=1

bnz
n

are analytic in U. Under the assumption of finite Euclidean areas, we obtain a
new version of the Schwarz-Pick lemma for the class of harmonic K-quasiconformal
mappings as follows

(3) |fz(z)| ≤

√
|f(U)|euc
π(1− k2)

1

1− |z|
, z ∈ U,

where k = K−1
K+1

. See Theorem 1 for details.
Furthermore, we obtain the sharp coefficient estimates for f(z)

(4) |an|2 + |bn|2 ≤
(K + 1/K)|f(U)|euc

2nπ
(n = 1, 2, . . .).

This result is given at Theorem 2.
Denote by SH the family of all sense-preserving univalent harmonic mappings

defined in U which admit a canonical representation f = h+ g, where

(5) h(z) = z +
∞∑
n=2

anz
n and g(z) =

∞∑
n=1

bnz
n

are analytic in U. The class S0
H is the subclass of SH with g′(0) = 0.

A well-known result of the classical analytic univalent functions is the Bieberbach
conjecture which was posed by Ludwig Bieberbach in 1916 and was finally proven
by Louis de Branges [4]. This result has many important geometric applications. In
1984, T.Sheil-Small [3] published a landmark paper which pointed out that many
classical results of conformal mappings have analogues of harmonic mappings. One
of the famous results is the coefficients conjecture of S0

H . As an application of
Theorem 2, we obtain the coefficients estimate for f ∈ S0

H which is given by (9).

2. Main results and their proofs

Theorem 1. Let K ≥ 1 be a constant. If f(z) = h(z) + g(z) is a harmonic K-
quasiconformal mapping of the unit disk U such that its Euclidean area |f(U)|euc is
finite, then

|fz(z)| ≤

√
|f(U)|euc
π(1− k2)

1

1− |z|
, z ∈ U,

where k = K−1
K+1

.

Proof. Since f(z) is a harmonic K-quasiconformal mapping, we obtain that

sup
z∈U

∣∣∣∣g′(z)

h′(z)

∣∣∣∣ ≤ k =
K − 1

K + 1
.
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4 Hong-Ping Li and Jian-Feng Zhu

Then

|f(U)|euc =

∫ ∫
U

(|h′(z)|2 − |g′(z)|2) dσ

=

∫ ∫
U

|h′(z)|2
(

1− |g
′(z)|2

|h′(z)|2

)
dσ

≥ (1− k2)
∫ ∫

U

|h′(z)|2 dσ.

This implies that

(6)

∫ ∫
U

|h′(z)|2 dσ ≤ |f(U)|euc
1− k2

.

By [11, Corollary 2.6.4 and Theorem 2.4.1], we obtain |h′(z)|2 is subharmonic in U.
Thus, for r ∈ [0, 1− |z|), it follows

(7) |h′(z)|2 ≤ 1

2π

∫ 2π

0

|h′(z + reiθ)|2 dθ.

Utilizing the inequality (6), we get

π(1− |z|)2|h′(z)|2 ≤
∫ 2π

0

∫ 1−|z|

0

r|h′(z + reiθ)|2 dr dθ

=

∫ ∫
D(z)

|h′(ζ)|2 dσ

≤
∫ ∫

U

|h′(ζ)|2 dσ ≤ |f(U)|euc
1− k2

,

where D(z) := {ζ ∈ C, |ζ − z| < 1− |z|} ⊆ U. Then |h′(z)|2 ≤ |f(U)|euc
π(1−|z|)2(1−k2)

.

This completes the proof. �

Remark 1. The Euclidean area of f(U) is finite doesn’t imply that f is bounded.
The following Example 1 shows that Theorem 1 is not covered by Theorem A and
Theorem B. Furthermore, let f(z) = eiαz be a conformal mapping of U onto itself,
where α is a real constant. Then |fz(z)| = 1 and |f(U)|euc = π. This shows that (3)
is sharp at z = 0.

Example 1. Let Ω1 = {ζ ∈ C : 0 ≤ Im ζ ≤ 1,Re ζ ≥ 0} and φ1(z) : U 7→ Ω1 be
a conformal mapping. Let φ2(ζ) := 1

2i
ln 1+ζi

1−ζi
be a conformal mapping of Ω1 onto

Ω2. Then w(z) = φ2 ◦ φ1(z) is a conformal mapping of U onto Ω2. Here Ω2 is an
unbounded (and not convex) domain with the boundary curves {c1 : Imw = 0, 0 ≤
Rew ≤ π

2
}, {c2 : Rew = 0, Imw ∈ R} and {c3 : w(t + i) = 1

2i
ln ti

2−ti
, t ∈ [0,∞)}

which is shown by figure 1. Then |w(U)|euc = π ln 2
8

is finite. This shows that Theorem
1 is not covered by Theorem A and Theorem B.
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Figure 1. Image of the domain Ω2

Theorem 2. Let K ≥ 1 be a constant. If f(z) = h(z) + g(z) is a harmonic K-
quasiconformal mapping of U such that |f(U)|euc is finite, where

(8) h(z) =
∞∑
n=0

anz
n and g(z) =

∞∑
n=1

bnz
n

are analytic in U. Then

|an|2 + |bn|2 ≤
(K + 1/K)|f(U)|euc

2nπ
(n = 1, 2, . . .).

The above coefficient estimates are sharp for all n = 1, 2, . . ., with the extremal
functions fn(z) = a√

n
zn + ka√

n
zn where k = K−1

K+1
and a ∈ C is a constant.

Proof. For every z = reiθ ∈ U,

f(reiθ) =
∞∑
n=0

anr
neinθ +

∞∑
n=1

bnr
ne−inθ.

Hence h′(reiθ) =
∞∑
n=1

nanr
n−1ei(n−1)θ and g′(reiθ) =

∞∑
n=1

nbnr
n−1ei(n−1)θ. Applying the

Parseval identity, we obtain∫ ∫
U

(|h′(z)|2 + |g′(z)|2)dσ = π
∞∑
n=1

n(|an|2 + |bn|2).

Since f(z) is a K-quasiconformal mapping, we have

|h′(z)|2 + |g′(z)|2 ≤ 1

2
(K + 1/K)

(
|h′(z)|2 − |g′(z)|2

)
.
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This implies that

π
∞∑
n=1

n(|an|2 + |bn|2) ≤
∫ ∫

U

1

2
(K + 1/K)(|h′(z)|2 − |g′(z)|2)dσ

=
1

2
(K + 1/K)|f(U)|euc.

Then

|an|2 + |bn|2 ≤
(K + 1/K)|f(U)|euc

2nπ
(n = 1, 2, . . .).

Let fn(z) = a√
n
zn + ka√

n
zn, then |fn(z)|euc =

∫ ∫
U
Jfn(z)dσ = (1 − k2)π|a|2. This

shows that |an|2 + |bn|2 = (1+k2)|a|2
n

= (K+1/K)|f(U)|euc
2nπ

. Hence, the estimates are
sharp.

This completes the proof. �

Theorem 3. If f = h + ḡ ∈ S0
H satisfies that |f(U)|euc is finite, where h, g are

given by (5) with b1 = 0. Then

|an|2 + |bn|2 ≤ s(n, t0), (n = 2, 3, . . .),

where s(n, t0) is given by (10).

Proof. Let F (ζ) := f(tζ)
t

, where f ∈ S0
H , ζ ∈ U and 0 < t < 1. Then ΛF (ζ) = Λf (tζ)

holds for all ζ ∈ U. According to (5) we see that

F (ζ) = ζ +
∞∑
n=2

ant
n−1ζn +

∞∑
n=2

bnt
n−1ζn

= ζ +
∞∑
n=2

Anζ
n +

∞∑
n=2

Bnζn,

where An = tn−1an and Bn = tn−1bn. Let ω(z) = fz̄(z)
fz(z)

. Then ω(z) is holomorphic

in U satisfying ω(0) = 0 and |ω(z)| < 1. By the Schwarz lemma we know that
|ω(z)| ≤ |z| for z ∈ U. Therefore, for any 0 < t < 1 and Ut := {z : |z| < t} we have

Λf (z)

λf (z)
=

1 + |ω(z)|
1− |ω(z)|

≤ 1 + t

1− t
:= Kt.

This implies that F is a Kt-quasiconformal mapping of U. Furthermore,

|F (ζ)|euc =

∫ ∫
Ut

Jf (ζ)dσ ≤ |f(U)|euc.

Applying Theorem 2, we have

|An|2 + |Bn|2 ≤
(1 + t2)|f(U)|euc

nπ(1− t2)
, (n = 2, 3, . . .).
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On harmonic quasiconformal mappings with finite area 7

Hence,

(9) |an|2 + |bn|2 ≤
(1 + t2)|f(U)|euc
nπt2n−2(1− t2)

:= s(n, t), (n = 2, 3, . . .).

Since lim
t→0

s(n, t) = ∞ = lim
t→1

s(n, t), we see that min
0<t<1

s(n, t) exists. Choose the

minimal point t0 =
√

n−1√
(n−1)2+1+1

, then

|an|2 + |bn|2 ≤ s(n, t0)

=

(
1 +

√
(n− 1)2 + 1

n− 1

)n−1( √
(n− 1)2 + 1 + n√

(n− 1)2 + 1 + 2− n

)
|f(U)|euc

nπ
.(10)

The proof is completed. �

Remark 2. By direct calculation, we see that s(n, t0) is an increasing function of

n and lim
n→∞

s(n, t0) = 2e|f(U)|euc
π

. This implies that s(n, t0) ≤ 2e|f(U)|euc
π

. Therefore,

|an|+ |bn| ≤
√

2(|an|2 + |bn|2) ≤ 2

√
e|f(U)|euc

π
.
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Weak Estimates of the Multidimensional Finite

Element and Their Applications

Yinsuo Jia∗and Jinghong Liu†

In this article we first introduce interpolation operator of projection type
in multidimensional spaces. Then we derive weak estimates for tensor-product
block finite elements. Finally, the applications of the weak estimates in super-
convergent properties are discussed.

1 Introduction

Superconvergence of the finite element approximation for second order elliptic
boundary value problems has been an active research topic (see [1–7]). It is well
known that the weak estimates for the finite element and the estimates for the
discrete Green’s function play important roles in the superconvergence study
(see [8–15]). In this article we focus on the study of the weak estimates and we
will derive the weak estimates for the multidimensional finite element.

we shall use the symbol C to denote a generic constant, which is independent
from the discretization parameter h and which may not be the same in each
occurrence and also use the standard notations for the Sobolev spaces and their
norms.

We consider the following Poisson equation:

Lu ≡ −∆u = f in Ω, u = 0 on ∂Ω, (1.1)

where Ω ⊂ Rd (d ≥ 2) is a bounded polytopic domain. The weak formulation
of (1.1) reads, {

Find u ∈ H1
0 (Ω) satisfying

a(u , v) = (f , v) for all v ∈ H1
0 (Ω).

where

a(u , v) ≡
∫
Ω

∇u · ∇v dX,

and

(f , v) ≡
∫
Ω

fv dX.

∗School of Mathematics and Computer Science, Shangrao Normal University, Shangrao
334001, China, email: jiayinsuo2002@sohu.com

†School of Mathematics and Computer Science, Shangrao Normal University, Shangrao
334001, China, email: ddliu1010@163.com
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Let {T h} be a regular family of rectangular partitions of Ω̄. Denote by Sh(Ω) a
continuous piecewise tensor-product m-degree polynomials space regarding this
kind of partitions and let Sh

0 (Ω) = Sh(Ω)∩H1
0 (Ω). Discretizing the above weak

formulation using Sh
0 (Ω) as approximating space means,{

Find uh ∈ Sh
0 (Ω) satisfying

a(uh , v) = (f , v) for all v ∈ Sh
0 (Ω).

Thus, the following Galerkin orthogonality relation holds.

a(u− uh , v) = 0 ∀ v ∈ Sh
0 (Ω). (1.2)

2 Weak Estimates for the Finite Element

In this section, we first introduce an interpolation operator of projection type
in multidimensional spaces, and then derive the weak estimates for the finite
element by using the interpolation operator of projection type.

Let element

e = (x1,e − h1,e, x1,e + h1,e)× (x2,e − h2,e, x2,e + h2,e)
× · · · × (xd,e − hd,e, xd,e + hd,e)

≡ I1 × I2 × · · · × Id,
(2.1)

and let {l1,j(x1)}∞j=0, {l2,j(x2)}∞j=0,· · ·, {ld,j(xd)}∞j=0 be the normalized orthog-

onal Legendre polynomial systems on L2(I1), L2(I2),· · ·, L2(Id), respectively.
Now let ∂x1∂x2 · · · ∂xd

u ∈ L2(e). Then we have the following expansion:

∂x1∂x2 · · · ∂xd
u =

∞∑
i1=0

∞∑
i2=0

· · ·
∞∑

id=0

αi1i2···id l1,i1(x1)l2,i2(x2) · · · ld,id(xd), (2.2)

where

αi1i2···id =

∫
e

∂x1∂x2 · · · ∂xd
u l1,i1(x1)l2,i2(x2) · · · ld,id(xd) dX. (2.3)

Set

ωk,0(xk) = 1, ωk,j+1(xk) =

∫ xk

xk,e−hk,e

lk,j(ξ) dξ, k = 1, · · · , d, j ≥ 0.

By the Parseval equality, we have for X = (x1, x2, · · · , xd) ∈ e

u(X) =

∞∑
i1=0

∞∑
i2=0

· · ·
∞∑

id=0

βi1i2···idω1,i1(x1)ω2,i2(x2) · · ·ωd,id(xd), (2.4)

where
β00···0 = u(x1,e − h1,e, x2,e − h2,e, · · · , xd,e − hd,e),
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βi100···0 =

∫
I1

∂x1u(x1, x2,e − h2,e, · · · , xd,e − hd,e)l1,i1−1(x1) dx1,

βi1i20···0 =

∫
I1×I2

∂x1
∂x2

u(x1, x2, x3,e − h3,e, · · · , xd,e − hd,e)

l1,i1−1(x1)l2,i2−1(x2) dx1dx2,

βi1i2···id =

∫
e

∂x1∂x2 · · · ∂xd
u(X)

l1,i1−1(x1)l2,i2−1(x2) · · · ld,id−1(xd) dX,

where ik ≥ 1, k = 1, · · · , d. Similarly, the other coefficients can also be given.
We introduce a standard tensor-product polynomial spaces of degree m ≥ 1

denoted by Tm, i.e.,

q(X) =
∑

(i1,i2,···,id)∈I

ai1i2···idx
i1
1 x

i2
2 · · ·x

id
d , q ∈ Tm,

where the indexing set I is as follows:

I = {(i1, i2, · · · , id)|0 ≤ i1, i2, · · · , id ≤ m}.

Define the tensor-product interpolation operator of projection type by Πe
m:

Hd(e)→ Tm(e) such that

Πe
mu(X) =

∑
(i1,i2,···,id)∈I

βi1i2···idω1,i1(x1)ω2,i2(x2) · · ·ωd,id(xd). (2.5)

By the definitions of the finite element space Sh
0 (Ω) and Πe

m, we have the inter-
polation operator of project type

Πm : Hd(Ω) ∩H1
0 (Ω)→ Sh

0 (Ω),

where (Πmu)|e = Πe
mu.

In addition, the function ωk,i(xk) has the following properties (see [5]):

a. ωk,i(xk,e ± hk,e) = 0, i ≥ 2,
b. ωk,i(xk,e − (xk − xk,e)) = (−1)iωk,i(xk,e + (xk − xk,e)), i ≥ 2,
c. (ωk,i, pm) = 0, ∀ pm ∈ Pm(Ik), i ≥ m+ 3,
d. (ωk,i, ωk,j) = 0, i, j ≥ 2, i ̸= j, and |i− j| ̸= 2,

(2.6)

where k = 1, · · · , d. For simplicity, we write

λi1i2···id = βi1i2···idω1,i1(x1)ω2,i2(x2) · · ·ωd,id(xd).
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From (2.4) and (2.5),

R = u−Πe
mu

=
(∑m

i1=0

∑m
i2=0 · · ·

∑m
id−1=0

∑∞
id=m+1

+
∑m

i1=0

∑m
i2=0 · · ·

∑∞
id−1=m+1

∑∞
id=0

+ · · ·+
∑m

i1=0

∑∞
i2=m+1

∑∞
i3=0 · · ·

∑∞
id=0

+
∑∞

i1=m+1

∑∞
i2=0 · · ·

∑∞
id−1=0

∑∞
id=0

)
λi1i2···id ,

(2.7)

which is called remainder of interpolation. Next, we will derive the weak esti-
mates for the finite element.

Theorem 2.1 Let {T h} be a regular family of rectangular partitions of Ω̄,
u ∈ Wm+2,∞(Ω) ∩ H1

0 (Ω), and v ∈ Sh
0 (Ω). Then, the m-degree interpolation

operator of projection type Πm satisfies the following weak estimates:

|a(u−Πmu, v)| ≤ Chm+1∥u∥m+2,∞,Ω|v|1, 1,Ω, m ≥ 1, (2.8)

and
|a(u−Πmu, v)| ≤ Chm+2∥u∥m+2,∞,Ω|v|h2, 1,Ω, m ≥ 2. (2.9)

where |v|h2, 1,Ω =
∑

e∈T h |v|2, 1, e.
Proof. By the properties of ωk,i(xk) (see (2.6), c) as well as the orthogonality

of the Legendre polynomial system, we have∫
e

∇R · ∇v dX =

∫
e

∇r · ∇v dX ≡ Ie ∀e ∈ T h,

where

r =
(∑m

i1=0

∑m
i2=0 · · ·

∑m
id−1=0

∑m+2
id=m+1

+
∑m

i1=0

∑m
i2=0 · · ·

∑m+2
id−1=m+1

∑m+2
id=0

+ · · ·+
∑m

i1=0

∑m+2
i2=m+1

∑m+2
i3=0 · · ·

∑m+2
id=0

+
∑m+2

i1=m+1

∑m+2
i2=0 · · ·

∑m+2
id−1=0

∑m+2
id=0

)
λi1i2···id .

(2.10)

Obviously, r only contains finite terms.
Among the indices ik, k = 1, 2, · · · , d, when some ik = m+ 1 or m+ 2, and

the others are zero, we have by the orthogonality of the Legendre polynomial
system ∫

e

∇λi1i2···id · ∇v dX = 0. (2.11)

When only two of the indices ik, k = 1, 2, · · · , d are nonzero, and the others are
zero, without loss of generality, we assume i1 ̸= 0, i2 ̸= 0, and i3 = i4 = · · · =
id = 0. It is easy to see that i1 + i2 ≥ m + 2. Thus, the integration by parts
yields

βi1i20···0 =

∫
I1×I2

∂x1∂x2u(x1, x2, x3,e − h3,e, · · · , xd,e − hd,e)
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l1,i1−1(x1)l2,i2−1(x2) dx1dx2

= (−1)s+t

∫
I1×I2

∂s+1
x1

∂t+1
x2

u(x1, x2, x3,e − h3,e, · · · , xd,e − hd,e)

D−sl1,i1−1(x1)D−tl2,i2−1(x2) dx1dx2,

where 0 ≤ s ≤ i1 − 1, 0 ≤ t ≤ i2 − 1, s + t = m, . The operator D−n(n ≥ 1)
denotes the integration operator of order n such that

dn

dxni
(D−nφ(xi)) = φ(xi).

In particular, when n = 0,

D−nφ(xi) = φ(xi).

Thus,
|βi1i20···0| ≤ Chm+1∥u∥m+2,∞, e. (2.12)

In addition∣∣∣∣∫
e

∇λi1i20···0 · ∇v dX
∣∣∣∣ ≤ |βi1i20···0|

∣∣∣∣∫
e

∇ (ω1,i1(x1)ω2,i2(x2)) · ∇v dX
∣∣∣∣

≤ C|βi1i20···0|
∫
e

|∇v| dX

Further, from (2.12), we have∣∣∣∣∫
e

∇λi1i20···0 · ∇v dX
∣∣∣∣ ≤ Chm+1∥u∥m+2,∞, e|v|1, 1, e. (2.13)

Similar to the arguments as above, without loss of generality, when ik ̸= 0, k =
1, 2, · · · , j and ij+1 = ij+2 = · · · = id = 0, we have∣∣∣∣∫

e

∇λi1i2···ij0···0 · ∇v dX
∣∣∣∣ ≤ Chm+1∥u∥m+2,∞, e|v|1, 1, e. (2.14)

Finally, we consider the case of ik ̸= 0, k = 1, 2, · · · , d. Obviously,
∑d

k=1 ik ≥
m+ d. We have by the integration by parts

βi1i2···id =

∫
e

∂x1∂x2 · · · ∂xd
u(X)

l1,i1−1(x1)l2,i2−1(x2) · · · ld,id−1(xd) dX

= (−1)s1+s2+···+sd

∫
e

∂s1+1
x1

∂s2+1
x2

· · · ∂sd+1
xd

u(X)

D−s1 l1,i1−1(x1)D−s2 l2,i2−1(x2) · · ·D−sd ld,id−1(xd) dX,

where 0 ≤ sk ≤ ik − 1, k = 1, · · · , d and
∑d

k=1 sk = m+ 2− d. Thus,

|βi1i2···id | ≤ Chm+2− d
2 ∥u∥m+2,∞, e. (2.15)
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Obviously,∣∣∣∣∫
e

∇λi1i2···id · ∇v dX
∣∣∣∣ ≤ |βi1i2···id |

∣∣∣∣∫
e

∇ (ω1,i1(x1)ω2,i2(x2) · · ·ωd,id(xd)) · ∇v dX
∣∣∣∣

≤ Ch
d−2
2 |βi1i2···id |

∫
e

|∇v| dX

Further, from (2.15), we have∣∣∣∣∫
e

∇λi1i2···id · ∇v dX
∣∣∣∣ ≤ Chm+1∥u∥m+2,∞, e|v|1, 1, e. (2.16)

Combining (2.10), (2.11), (2.13), (2.14), and (2.16) yields

|Ie| ≤ Chm+1∥u∥m+2,∞, e|v|1, 1, e. (2.17)

Summing over all elements proves the result (2.8). In the following, we will
prove the result (2.9).

If m ≥ 2, without loss of generality, we assume ik ̸= 0, k = 1, 2, · · · , j and
ij+1 = ij+2 = · · · = id = 0.

Ii1i2···ij0···0 ≡
∫
e
∇λi1i2···ij0···0 · ∇v dX

= βi1i2···ij0···0
∫
e
∇
(
ω1,i1(x1)ω2,i2(x2) · · ·ωj,ij (xj)

)
· ∇v dX

= βi1i2···ij0···0
∫
e
∂x1

(
ω1,i1(x1)ω2,i2(x2) · · ·ωj,ij (xj)

)
∂x1v dX

+βi1i2···ij0···0
∫
e
∂x2

(
ω1,i1(x1)ω2,i2(x2) · · ·ωj,ij (xj)

)
∂x2v dX

+ · · ·+ βi1i2···ij0···0
∫
e
∂xj

(
ω1,i1(x1)ω2,i2(x2) · · ·ωj,ij (xj)

)
∂xjv dX

= I1 + I2 + · · ·+ Ij .
(2.18)

We assume i1 ≥ m + 1, thus i1 ≥ m + 1 ≥ 3. By the orthogonality of the
Legendre polynomial system,

I1 = βi1i2···ij0···0

∫
e

l1,i1−1(x1)ω2,i2(x2) · · ·ωj,ij (xj)∂x1v dX = 0. (2.19)

In addition

I2 = βi1i2···ij0···0
∫
e
ω1,i1(x1)l2,i2−1(x2) · · ·ωj,ij (xj)∂x2v dX

= −βi1i2···ij0···0
∫
e
D−1ω1,i1(x1)l2,i2−1(x2) · · ·ωj,ij (xj)∂x1∂x2v dX.

(2.20)
Similar to the arguments of (2.12), we get

|βi1i2···ij0···0| ≤ Chm+2− j
2 ∥u∥m+2,∞, e. (2.21)

In fact
D−1ω1,i1(x1)l2,i2−1(x2) · · ·ωj,ij (xj) = O(h

j
2 ). (2.22)

Combining (2.20)–(2.22) yields

|I2| ≤ Chm+2∥u∥m+2,∞, e|v|2, 1, e. (2.23)
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Similarly, we have

|Ik| ≤ Chm+2∥u∥m+2,∞, e|v|2, 1, e, k = 3, · · · , j. (2.24)

From (2.18), (2.19), (2.23), and (2.24),

|Ii1i2···ij0···0| ≤ Chm+2∥u∥m+2,∞, e|v|2, 1, e, k = 3, · · · , j. (2.25)

When each ik ̸= 0, k = 1, · · · , d, similar to the above arguments, we easily get∣∣∣∣∫
e

∇λi1i2···id · ∇v dX
∣∣∣∣ ≤ Chm+2∥u∥m+2,∞, e|v|2, 1, e. (2.26)

From (2.10), (2.11), (2.25), and (2.26),

|Ie| ≤ Chm+2∥u∥m+2,∞, e|v|2, 1, e.

Summing over all elements proves the result (2.9).

3 Superconvergence of the Finite Element

In this section, we will give applications of the weak estimates. Some appli-
cations may be found in the published literatures. First we need to give the
definitions of the discrete Green’s function and the discrete derivative Green’s
function. For every Z ∈ Ω, we define the discrete derivative Green’s function
∂Z,ℓG

h
Z ∈ Sh

0 and the discrete Green’s function Gh
Z ∈ Sh

0 such that (see [7])

a(∂Z,ℓG
h
Z , v) = ∂ℓv(Z) ∀ v ∈ Sh

0 (Ω), (3.1)

a(Gh
Z , v) = v(Z) ∀ v ∈ Sh

0 (Ω), (3.2)

where ℓ ∈ Rd and |ℓ| = 1. ∂ℓv(Z) stands for the onesided directional derivative

∂ℓv(Z) = lim
|∆Z|→0

v(Z + ∆Z)− v(Z)

|∆Z|
, ∆Z = |∆Z|ℓ.

As for ∂Z,ℓG
h
Z and Gh

Z , we have obtained some estimates (see [8–15]).
Using the weak estimates (see (2.8) and (2.9)) and the estimates for ∂Z,ℓG

h
Z

and Gh
Z , we give superconvergent estimates of the multidimensional tensor-

product m-degree finite element as following:
• In the case of d = 3, we have (see [8–10])∣∣∂Z,ℓG

h
Z

∣∣
1,1

= O(| lnh| 43 ), (3.3)

∣∣∂Z,ℓG
h
Z

∣∣h
2,1

= O(h−1), (3.4)∣∣Gh
Z

∣∣h
2,1

= O(| lnh| 23 ). (3.5)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

740 Yinsuo Jia et al 734-743



JIA, LIU: WEAK ESTIMATES OF THE MULTIDIMENSIONAL FINITE ELEMENT

Thus, from (1.2), (2.8), (2.9), and (3.1)–(3,5), we get superconvergent estimates

|uh −Πmu|1,∞,Ω ≤ Ch
m+1| lnh| 43 ∥u∥m+2,∞,Ω, m = 1, (see [9])

|uh −Πmu|1,∞,Ω ≤ Ch
m+1∥u∥m+2,∞,Ω, m ≥ 2, (see [9])

and

|uh −Πmu|0,∞,Ω ≤ Ch
m+2| lnh| 23 ∥u∥m+2,∞,Ω, m ≥ 2. (see [10])

• In the case of d = 4, we have∣∣∂Z,ℓG
h
Z

∣∣
1,1

= O(| lnh| 54 ), (see [11]) (3.6)

∣∣∂Z,ℓG
h
Z

∣∣h
2,1

= O(h−1| lnh| 12 ), (see [12]) (3.7)∣∣Gh
Z

∣∣h
2,1

= O(| lnh| 12 ). (3.8)

Thus, from (1.2), (2.8), (2.9), (3.1), (3.2), and (3.6)–(3,8), we get superconver-
gent estimates

|uh −Πmu|1,∞,Ω ≤ Ch
m+1| lnh| 54 ∥u∥m+2,∞,Ω, m = 1,

|uh −Πmu|1,∞,Ω ≤ Ch
m+1| lnh| 12 ∥u∥m+2,∞,Ω, m ≥ 2, (see [12])

and
|uh −Πmu|0,∞,Ω ≤ Ch

m+2| lnh| 12 ∥u∥m+2,∞,Ω, m ≥ 2.

• In the case of d = 5, we have (see [13, 14])∣∣∂Z,ℓG
h
Z

∣∣
1,1

= O(| lnh| 75 ), (3.9)

∣∣Gh
Z

∣∣h
2,1

= O(| lnh| 95 ). (3.10)

Thus, from (1.2), (2.8), (2.9), (3.1), (3.2), (3.9), and (3,10), we get superconver-
gent estimates

|uh −Πmu|1,∞,Ω ≤ Ch
m+1| lnh| 75 ∥u∥m+2,∞,Ω, m ≥ 1,

and
|uh −Πmu|0,∞,Ω ≤ Ch

m+2| lnh| 95 ∥u∥m+2,∞,Ω, m ≥ 2.

• In the case of d = 6, we have∣∣∂Z,ℓG
h
Z

∣∣
1,1

= O(| lnh| 43 ), (see [15]) (3.11)

∣∣Gh
Z

∣∣h
2,1

= O(| lnh| 43 ). (3.12)

Remark 1. The result (3.12) was submitted in JOCAAA.
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Thus, from (1.2), (2.8), (2.9), (3.1), (3.2), (3.11), and (3,12), we get super-
convergent estimates

|uh −Πmu|1,∞,Ω ≤ Ch
m+1| lnh| 43 ∥u∥m+2,∞,Ω, m ≥ 1, (see [15])

and
|uh −Πmu|0,∞,Ω ≤ Ch

m+2| lnh| 43 ∥u∥m+2,∞,Ω, m ≥ 2.

• In the case of d ≥ 7, we only have∣∣∂Z,ℓG
h
Z

∣∣
1,1

= O(h
2−d
2 ), (3.13)

∣∣Gh
Z

∣∣h
2,1

= O(h
4−d
2 ). (3.14)

Remark 2. According to the results (3.13) and (3.14), we can not obtain
the pointwise superconvergent estimates in the case of d ≥ 7.

Acknowledgments This work was supported by the National Natural Science
Foundation of China Grant 11161039.
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NEW INTEGRAL INEQUALITIES OF HERMITE-HADAMARD TYPE FOR

OPERATOR m-CONVEX AND (α,m)-CONVEX FUNCTIONS

SHUHONG WANG*

ABSTRACT: In this paper, authors introduce the concepts of operator m-
convex function and operator (α,m)-convex function, and establish some new in-
tegral inequalities of Hermite-Hadamard type for operator m-convex and (α,m)-
convex functions.
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convex function.
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1. Introduction

Throughout this paper, we adopt the notations: R = (−∞,∞) and R0 = [0,∞).
We firstly list the definition of convex functions.

Definition 1.1. The function f : I ⊆ R→ R is said to be convex function if

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y) (1.1)

holds for all x, y ∈ I and t ∈ [0, 1].

One of the most important integral inequalities for convex functions is the Hadamard inequal-
ity (or the Hermite-Hadamard inequality). The following double inequality is well known as the
Hadamard inequality in the literature. If any f is convex function on [a, b] ⊆ R with a < b, then

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(x) dx ≤ f(a) + f(b)

2
. (1.2)

Both inequalities hold in the reversed direction if f is concave on [a, b]. We note that the Hermite-
Hadamard’s inequality may be regarded as a refinement of the concept of convexity and it follows
easily from Jensen’s inequality.

In the literature, the concepts of m-convexity and (α;m)-convexity are well known. The
concept of m-convexity was first introduced by G. Toader in [11] (see also [1]) and it is defined
as follows:

Definition 1.2 ([11]). The function f : [0, b] → R, b > 0 is said to be m-convex, where
m ∈ [0, 1], if for every x, y ∈ [0, b] and t ∈ [0, 1], we have

f(tx+m(1− t)y) ≤ tf(x) +m(1− t)f(y). (1.3)

The class of (α,m)-convex functions was also first introduced in [8] and it is defined as follows:

*College of Mathematics, Inner Mongolia University for Nationalities, Tongliao 028043, China.
*To whom correspondence should be addressed. e-mail:shuhong7682@163.com
This paper was typeset using AMS-LATEX.
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2 S. H. WANG

Definition 1.3 ([8]). The function f : [0, b] → R, b > 0 is said to be (α,m)-convex, where
(α,m) ∈ [0, 1]2, if we have

f(tx+m(1− t)y) ≤ tαf(x) +m(1− tα)f(y) (1.4)

for all x, y ∈ [0, b] and t ∈ [0, 1].

In [1], S. S. Dragomir and G. Toader proved the following Hadamard type inequalities for
m-convex functions.

Theorem 1.1 ([1]). Let f : R0 → R be an m-convex function with m ∈ (0, 1]. if 0 ≤ a < b <
∞ and f ∈ L1[a, b], then the following inequality holds

1

b− a

∫ b

a

f(x) dx ≤ min

{
f(a) +mf

(
b
m

)
2

,
f(b) +mf

(
a
m

)
2

}
. (1.5)

In [2], S. S. Dragomir established new Hadamard-type inequalities for m-convex functions.

Theorem 1.2 ([2]). Let f : R0 → R be an m-convex function with m ∈ (0, 1]. if 0 ≤ a < b <
∞ and f ∈ L1[am, b], then the following inequality holds

1

m+ 1

[
1

mb− a

∫ mb

a

f(x) dx+
1

b−ma

∫ b

ma

f(x) dx

]
≤ f(a) + f(b)

2
. (1.6)

In [10], E. Set et al. proved the following Hadamard type inequalities for (α,m)-convex
functions.

Theorem 1.3 ([10]). Let f : R0 → R be an (α,m)-convex function with (α,m) ∈ (0, 1]2. if
0 ≤ a < b <∞ and f ∈ L1[a, b], then the following inequality holds

f

(
a+ b

2

)
≤ 1

2α(b− a)

∫ b

a

[
f(x) +m(2α − 1)f

( x
m

)]
dx

≤ 1

2α+1(α+ 1)

{
f(a) + f(b) +m(α+ 2α − 1)

[
f
( a
m

)
+ f

( b
m

)]
+ αm2(2α − 1)

[
f
( a

m2
) + f(

b

m2

)]}
dx. (1.7)

Some generalizations of this result can be found in [12] and [13].
In recent years, several extensions and generalizations have been considered for classical con-

vexity. A significant generalization of convex functions is that of operator convex functions
introduced by S. S. Dragomir in [5].

Now we review the operator order in B(H) and the continuous functional calculus for a
bounded self-adjoint operator. For self-adjoint operators A,B ∈ B(H), we write A ≤ B if
⟨Ax, x⟩ ≤ ⟨Bx, x⟩ for every vector x ∈ H, we call it the operator order.

Let A be a bounded self-adjoint linear operator on a complex Hilbert space (H; ⟨., .⟩). The
Gelfand map establishes a ∗-isometrically isomorphism Φ between the set C(Sp(A)) of all contin-
uous complex-valued functions defined on the spectrum of A, denoted Sp(A), and the C∗-algebra
C∗(A) generated by A and the identity operator 1H on H as follows (see for instance [6], p.3).
For any f, g ∈ C(Sp(A)) and any α, β ∈ C, we have

(i) Φ(αf + βg) = αΦ(f) + βΦ(g);

(ii) Φ(fg) = Φ(f)Φ(g) and Φ(f∗) = Φ(f)∗;

(iii) ∥Φ(f) ∥=∥ f∥ := sup
t∈Sp(A)

| f |;

(iv) Φ(f0) = 1H and Φ(f1) = A, where f0(t) = 1 and f1(t) = t for t ∈ Sp(A).
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HERMITE-HADAMARD TYPE INEQUALITIES 3

With this notation, we define

f(A) := Φ(f) for all f ∈ C(Sp(A)) (1.8)

and we call it the continuous functional calculus for a bounded self-adjoint operator A.
If A is a bounded self-adjoint operator and f is a real-valued continuous function on Sp(A),

then f(t) ≥ 0 for any t ∈ Sp(A) implies that f(A) ≥ 0, i.e. f(A) is a positive operator on
H. Moreover, if both f and g are real-valued functions on Sp(A) such that f(t) ≤ g(t) for any
t ∈ Sp(A), then f(A) ≤ f(B) in the operator order in B(H).

We denoted by B(H)+ the set of all positive operators in B(H) and

C(H) := {A ∈ B(H)+ : AB +BA ≥ 0 for all B ∈ B(H)+}. (1.9)

It is obvious that C(H) is a closed convex cone in B(H).
A real valued continuous function f on an interval I ⊆ R is said to be operator convex

(operator concave) if the operator inequality

f((1− t)A+ tB) ≤ (≥)(1− t)f(A) + tf(B) (1.10)

holds in the operator order in B(H), for all t ∈ [0, 1] and for every bounded self-adjoint operators
A and B in B(H) whose spectra are contained in I.

In [5], S. S. Dragomir gave the operator version of the Hermite-Hadamard inequality for
operator convex functions.

Theorem 1.4. Let f : I ⊆ R → R be an operator convex function on the interval I. Then
for any self-adjoint operators A and B with spectra in I, we have the inequality

f

(
A+B

2

)
≤ 1

2

[
f

(
3A+B

4

)
+ f

(
A+ 3B

4

)]
≤
∫ 1

0

f(tA+ (1− t)B) dt ≤ 1

2

[
f

(
A+B

2

)
+
f(A) + f(B)

2

]
≤ f(A) + f(B)

2
. (1.11)

For recent results related to Hermite-Hadamard type inequalities are given in [3], [4], [6], [7],
and plenty of references therein.

The goal of this paper is to obtain new inequalities like those given in Theorems 1.1, 1.2, 1.3,
but now for operator m-convex and (α,m)-convex functions.

2. Operator m-convex and (α,m)-convex functions

In order to verify our main results, the following preliminary definitions and lemmas are
necessary.

Definition 2.1. Let [0, b] ⊆ R0 with b > 0 and K be a convex set of B(H)+. A continuous
function f : [0, b]→ R is said to be operator m-convex on [0, b] for operators in K, if

f(tA+m(1− t)B) ≤ tf(A) +m(1− t)f(B) (2.1)

in the operator order in B(H), for all t ∈ [0, 1] and every positive operators A and B in K whose
spectra are contained in [0, b] and for some fixed m ∈ [0, 1].

Remark 2.1. For m = 1, we recapture the concept of operator convex functions defined on
[0, b] and for m = 0 we get the concept of operator starshaped functions on [0, b], namely, we call
f : [0, b]→ R to be operator starshaped if

f(tA) ≤ tf(A) (2.2)

for all t ∈ [0, 1] and every positive operators A in B(H)+ whose spectra are contained in [0, b].

Lemma 2.1. If f is operator m-convex, then f(0) ≤ 0, where 0 is the zero operator on H.
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Proof. Taking A = 0 and B = 0 in the inequality (2.1), then

(1− t)(1−m)f(0) ≤ 0.

Also by t,m ∈ [0, 1], we get f(0) ≤ 0. �

Lemma 2.2. If f is operator m-convex, then f is operator starshaped.

Proof. For all t ∈ [0, 1] and positive operators A ∈ B(H)+ whose spectra is contained in [0, b],
we write

f(tA) = f(tA+m(1− t)0) ≤ tf(A) +m(1− t)f(0) ≤ tf(A).

�

Lemma 2.3. If f is operator m1-convex and 0 ≤ m2 < m1 ≤ 1, then f is operator m2-convex.

Proof. For all t ∈ [0, 1] and positive operators A,B ∈ B(H)+ whose spectra are contained in
[0, b], we drive

f(tA+m2(1− t)B) = f
(
tA+m1(1− t)

(m2

m1

)
B
)
≤ tf(A) +m1(1− t)f

(m2

m1
B
)

≤ tf(A) +m1(1− t)m2

m1
f(B) = tf(A) +m2(1− t)f(B).

�

Definition 2.2. Let [0, b] ⊆ R0 with b > 0 and K be a convex set of B(H)+. A continuous
function f : [0, b]→ R is said to be operator (α,m)-convex on [0, b] for operators in K, if

f(tA+m(1− t)B) ≤ tαf(A) +m(1− tα)f(B) (2.3)

in the operator order in B(H), for all t ∈ [0, 1] and every positive operators A and B in K whose
spectra are contained in [0, b] and for some fixed (α,m) ∈ [0, 1]2.

Remark 2.2. It can be easily seen that for (α,m) ∈ {(0, 0), (1, 1), (1,m)} one obtains the follow-
ing classes of functions: operator increasing, operator convex and operator m-convex functions
respectively.

Similarly to the proof of Lemma 2.1, the following result is valid.

Lemma 2.4. If f is operator (α,m)-convex, then f(0) ≤ 0, where 0 is the zero operator on
H.

Lemma 2.5 ([9]). Let A,B ∈ B(H)+. Then AB +BA is positive if and only if f(A+B) ≤
f(A) + f(B) for all non-negative operator monotone functions f on R0.

Now, we give an example of operator m-convex function.

Example 2.1. Since for every positive operator A,B ∈ C(H), AB + BA ≥ 0. Utilizing
Lemma 2.5, we obtain

[tA+m(1− t)B]s ≤ tsAs +ms(1− t)sBs ≤ tAs +m(1− t)Bs.

Therefore, the continuous function f(t) = ts(0 < s ≤ 1) is operator m-convex on R0 for operators
in C(H).

Remark 2.3. We can consider the same continuous function f(t) = ts(0 < s ≤ 1) as an example
of operator (α,m)-convex function for α = 1.
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3. Some new Hermite-Hadamard type inequalities

We will now point out some new results of the Hermite-Hadamard type.

Theorem 3.1. Let the continuous function f : R0 → R be operator (α,m)-convex for oper-
ators in K ⊆ B(H)+ with (α,m) ∈ [0, 1] × (0, 1]. Then for all positive operator A,B ∈ K with
spectra in R0, the following inequality holds:∫ 1

0

f(tA+ (1− t)B) dt ≤ min

{
f(A) + αmf

(
B
m

)
α+ 1

,
f(B) + αmf

(
A
m

)
α+ 1

}
. (3.1)

Proof. For x ∈ H with ∥x∥ = 1 and m, t ∈ (0, 1], we have⟨
(tA+m(1− t)B)x, x

⟩
= t⟨Ax, x⟩+m(1− t)⟨Bx, x⟩ ∈ R0, (3.2)

since ⟨Ax, x⟩ ∈ Sp(A) ⊆ R0 and ⟨Bx, x⟩ ∈ Sp(B) ⊆ R0.

Continuity of f and (3.2) imply that the operator-valued integral
∫ 1

0
f(tA + m(1 − t)B) dt

exists.
Since f is operator (α,m)-convex, therefore for (α,m) ∈ [0, 1]× (0, 1] and A,B ∈ K, we show

f(tA+ (1− t)B) ≤ tαf(A) +m(1− tα)f

(
B

m

)
and

f(tB + (1− t)A) ≤ tαf(B) +m(1− tα)f

(
A

m

)
for all t ∈ [0, 1].

Integrating over t on [0, 1], we obtain∫ 1

0

f(tA+ (1− t)B) dt ≤
f(A) + αmf

(
B
m

)
α+ 1

and ∫ 1

0

f(tB + (1− t)A) dt ≤
f(B) + αmf

(
A
m

)
α+ 1

.

However ∫ 1

0

f(tA+ (1− t)B) dt =

∫ 1

0

f(tB + (1− t)A) dt,

and the inequality (3.1) is obtained, which completes the proof. �

Corollary 3.1.1. Under the assumptions of Theorem 3.1, choosing α = 1, we get the inequal-
ity for operator m-convex functions:∫ 1

0

f(tA+ (1− t)B) dt ≤ min

{
f(A) +mf

(
B
m

)
2

,
f(B) +mf

(
A
m

)
2

}
. (3.3)

Furthermore, for α,m = 1 we have∫ 1

0

f(tA+ (1− t)B) dt ≤ f(A) + f(B)

2
. (3.4)

Theorem 3.2. Let the continuous function f : R0 → R be operator (α,m)-convex for oper-
ators in K ⊆ B(H)+ with (α,m) ∈ [0, 1] × (0, 1]. Then for all positive operator A,B ∈ K with
spectra in R0, the following inequalities hold:

f

(
A+B

2

)
≤ 1

2α

∫ 1

0

[
f(tA+ (1− t)B) +m(2α − 1)f

(
(1− t)A+ tB

m

)]
dt
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≤ 1

2α+1(α+ 1)

{
f(A) + f(B) +m(α+ 2α − 1)

[
f

(
A

m

)
+ f

(
B

m

)]
+ αm2(2α − 1)

[
f

(
A

m2

)
+ f

(
B

m2

)]}
. (3.5)

Proof. By operator (α,m)-convexity of f , we give

f

(
A+B

2

)
≤ 1

2α
f(tA+ (1− t)B) +m

(
1− 1

2α

)
f

(
(1− t)A+ tB

m

)
=

1

2α

[
f(tA+ (1− t)B) +m(2α − 1)f

(
(1− t)A+ tB

m

)]
, (3.6)

where (α,m) ∈ [0, 1]× (0, 1], t ∈ [0, 1] and A,B ∈ K with spectra in R0.
Integrating over t ∈ [0, 1], we drive the first inequality in (3.5).
Next, from operator (α,m)-convexity of f , we also deduce

1

2α

[
f(tA+ (1− t)B) +m(2α − 1)f

(
(1− t)A+ tB

m

)]
≤ 1

2α

{
tαf(A) +m(1− tα)f

(
B

m

)
+m(2α − 1)

[
tαf

(
B

m

)
+m(1− tα)f

(
A

m2

)]}
. (3.7)

Integrating over t on [0, 1], we get

1

2α

∫ 1

0

[
f(tA+ (1− t)B) +m(2α − 1)f

(
(1− t)A+ tB

m

)]
dt

=
1

2α(α+ 1)

{
f(A) +m(α+ 2α − 1)f

(
B

m

)
+ αm2(2α − 1)f

(
A

m2

)]
. (3.8)

Similarly, taking into account that∫ 1

0

f(tA+ (1− t)B) dt =

∫ 1

0

f(tB + (1− t)A) dt

and changing the roles of A and B, we obtain

1

2α

∫ 1

0

[
f(tA+ (1− t)B) +m(2α − 1)f

(
(1− t)A+ tB

m

)]
dt

=
1

2α(α+ 1)

{
f(B) +m(α+ 2α − 1)f

(
A

m

)
+ αm2(2α − 1)f

(
B

m2

)]
. (3.9)

Summing the inequalities (3.8) and (3.9) and dividing by 2, we get the second inequality
in (3.5). The proof thus is complete. �

Corollary 3.2.1. With the conditions of Theorem 3.2, taking α = 1, we obtain the inequalities
for operator m-convex functions:

f

(
A+B

2

)
≤1

2

∫ 1

0

[
f(tA+ (1− t)B) +mf

(
(1− t)A+ tB

m

)]
dt

≤1

8

{
f(A) + f(B) + 2m

[
f

(
A

m

)
+ f

(
B

m

)]
+m2

[
f

(
A

m2

)
+ f

(
B

m2

)]}
. (3.10)

In addition, if α,m = 1, we have

f

(
A+B

2

)
≤
∫ 1

0

f(tA+ (1− t)B) dt ≤ f(A) + f(B)

2
. (3.11)
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Theorem 3.3. Let the continuous function f : R0 → R be operator (α,m)-convex for oper-
ators in K ⊆ B(H)+ with (α,m) ∈ [0, 1] × (0, 1]. Then for all positive operator A,B ∈ K with
spectra in R0, the following inequality holds:∫ 1

0

f(tA+ (1− t)B) dt ≤
f(A) + f(B) + αm

[
f
(
A
m

)
+ f

(
B
m

)]
2(α+ 1)

. (3.12)

Proof. Using operator (α,m)-convexity of f , we can write

f(tA+ (1− t)B) ≤ tαf(A) +m(1− tα)f

(
B

m

)
and

f(tB + (1− t)A) ≤ tαf(B) +m(1− tα)f

(
A

m

)
for all t ∈ [0, 1] and some fixed (α,m) ∈ [0, 1]× (0, 1].

Adding the above inequalities and integrating over t on [0, 1], we have∫ 1

0

f(tA+ (1− t)B) dt+

∫ 1

0

f(tB + (1− t)A) dt ≤
f(A) + f(B) + αm

[
f
(
A
m

)
+ f

(
B
m

)]
α+ 1

.

As it is easy to see that∫ 1

0

f(tA+ (1− t)B) dt =

∫ 1

0

f(tB + (1− t)A) dt,

we deduce the desired result. The proof of Theorem 3.3 is complete. �
Corollary 3.3.1. Under the assumptions of Theorem 3.3, letting α = 1, we get the inequality

for operator m-convex functions:∫ 1

0

f(tA+ (1− t)B) dt ≤
f(A) + f(B) +m

[
f
(
A
m

)
+ f

(
B
m

)]
4

. (3.13)

In addition, for α,m = 1, we have∫ 1

0

f(tA+ (1− t)B) dt ≤ f(A) + f(B)

2
. (3.14)

Theorem 3.4. Let the continuous function f : R0 → R be operator (α,m)-convex for oper-
ators in K ⊆ B(H)+ with (α,m) ∈ [0, 1] × (0, 1]. Then for all positive operator A,B ∈ K with
spectra in R0, the following inequality holds:∫ 1

0

[
f(tA+m(1− t)B) + f(tB +m(1− t)A)

]
dt ≤ (1 +mα)[f(A) + f(B)]

α+ 1
. (3.15)

Proof. By operator (α,m)-convexity of f , we can obtain

f(tA+m(1− t)B) ≤ tαf(A) +m(1− tα)f(B),

f((1− t)A+mtB) ≤ (1− t)αf(A) +m(1− (1− t)α)f(B),

f(tB +m(1− t)A) ≤ tαf(B) +m(1− tα)f(A),

and
f((1− t)B +mtA) ≤ (1− t)αf(B) +m(1− (1− t)α)f(A)

for all t ∈ [0, 1] and some fixed (α,m) ∈ [0, 1]× (0, 1].
Adding the above inequalities with each other, we get

f(tA+m(1− t)B) + f((1− t)A+mtB) + f(tB +m(1− t)A) + f((1− t)B +mtA)

≤
[
tα + (1− t)α +m(1− tα) +m(1− (1− t)α)

][
f(A) + f(B)

]
.
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Now integrating over t ∈ [0, 1] and taking into account that∫ 1

0

f(tA+m(1− t)B) dt =

∫ 1

0

f((1− t)A+mtB) dt

and ∫ 1

0

f(tB +m(1− t)A) dt =

∫ 1

0

f((1− t)B +mtA) dt

we obtain the inequality (3.15). The proof of Theorem 3.4 is complete. �
Corollary 3.4.1. Under the assumptions of Theorem 3.4, choosing α = 1, we get the inequal-

ity for operator m-convex functions:∫ 1

0

[
f(tA+m(1− t)B) + f(tB +m(1− t)A)

]
dt ≤ (1 +m)[f(A) + f(B)]

2
. (3.16)

Moreover, for α,m = 1, we have∫ 1

0

f(tA+ (1− t)B) dt ≤ f(A) + f(B)

2
. (3.17)

Theorem 3.5. Let the continuous function f : R0 → R be operator (α,m)-convex for oper-
ators in K ⊆ B(H)+ with (α,m) ∈ [0, 1] × (0, 1]. Then for all positive operator A,B ∈ K with
spectra in R0, the following inequalities hold:

f

(
2−m

2
B +

m

2
(mA)

)
≤ 1

2α

∫ 1

0

[
f
(
t(2−m)B + (1− t)m2A

)
+m(2α − 1)f

(
(1− t)(2−m)B + tm2A

m

)]
dt

≤ 1

2α(α+ 1)

[
f((2−m)B) +m

(
α+ 2α − 1

)
f(mA)

+m2α(2α − 1)f

(
(2−m)B

m2

)]
. (3.18)

Proof. From operator (α,m)-convexity of f , we can deduce

f

(
2−m

2
B +

m

2
(mA)

)
≤ 1

2α
f
(
t(2−m)B + (1− t)m2A

)
+m

(
1− 1

2α

)
f

(
(1− t)(2−m)B + tm2A

m

)
=

1

2α

[
f
(
t(2−m)B + (1− t)m2A

)
+m(2α − 1)f

(
(1− t)(2−m)B + tm2A

m

)]
, (3.19)

where (α,m) ∈ [0, 1]× [0, 1], t ∈ (0, 1] and A,B ∈ K with spectra in R0.
Integrating over t ∈ [0, 1], we drive the first inequality in (3.18).
Next, by operator (α,m)-convexity of f , we also write

f
(
t(2−m)B + (1− t)m2A

)
≤ tαf((2−m)B) +m(1− tα)f(mA) (3.20)

and

f

(
(1− t)(2−m)B + tm2A

m

)
≤ tαf(mA) +m(1− tα)f

(
(2−m)B

m2

)
. (3.21)

Submitting the inequalities (3.20) and (3.21) into the inequality (3.19), we get

1

2α

[
f
(
t(2−m)B + (1− t)m2A

)
+m(2α − 1)f

(
(1− t)(2−m)B + tm2A

m

)]
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≤ 1

2α

{
tαf((2−m)B) +m

[
1− tα + tα(2α − 1)

]
f(mA)

+m2(2α − 1)(1− tα)f

(
(2−m)B

m2

)}
. (3.22)

Integrating over t on [0, 1], we deduce the second inequality in (3.18). This completes the proof
of the Theorem 3.5. �

Corollary 3.5.1. Under the assumptions of Theorem 3.5, letting α = 1, we get the inequalities
for operator m-convex functions:

f

(
2−m

2
B +

m

2
(mA)

)
≤1

2

∫ 1

0

[
f
(
t(2−m)B + (1− t)m2A

)
+mf

(
(1− t)(2−m)B + tm2A

m

)]
dt

≤1

4

[
f((2−m)B) + 2mf(mA) +m2f

(
(2−m)B

m2

)]
. (3.23)

In addition, for α,m = 1, we drive

f

(
A+B

2

)
≤
∫ 1

0

f(tA+ (1− t)B) dt ≤ f(A) + f(B)

2
. (3.24)
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Non-periodic Multivariate Stochastic Fourier Sine Approximation
and Uncertainty Analysis ∗
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Abstract. In data analysis, one needs to study Fourier sine analysis on the unit cube. However, for this kind of

non-periodic case, no exact result is available. In this paper, firstly, based on our multivariate function decomposition, we

deduce an asymptotic formula of Fourier sine coefficients of continuously differentiable functions f on [0, 1]d. Secondly,

we deduce an asymptotic formula of hyperbolic cross approximations of Fourier sine series of f on [0, 1]d. By this way

we can reconstruct high-dimensional signals by using fewest Fourier sine coefficients. Thirdly, we extend these results

to Fourier sine analysis of stochastic processes and give uncertainty of stochastic Fourier sine approximation, i.e., we

obtain expectations and variances of stochastic Fourier sine coefficients and stochastic Fourier sine approximation errors.

Finally, we discuss some known stochastic processes.

Key words: asymptotic behavior, multivariate decomposition, stochastic approximation, hyperbolic cross
truncation

1. Introduction

It is well known that Fourier sine analysis on [0, 1]d is an important tool for signal processing. Based our
decomposition of multivariate continuous functions on the cube [11], we first deduce an asymptotic formula of
Fourier sine coefficients of continuously differentiable function f on [0, 1]d and obtain a necessary and sufficient
condition:

cn(f) = o

(
1

n1 · · ·nd

)

for each nk → ∞. Next we deduce an asymptotic formula of hyperbolic cross truncations of the Fourier sine
series of f . Thirdly, we extend these results to the case of stochastic processes. In detail, we will obtain the
following three asymptotic behaviors of stochastic Fourier sine analysis.

Suppose that ξ is a continuously differentiable stochastic process on [0, 1]d.

∗Zhihua Zhang is a full professor at Beijing Normal University, China. He has published more than 40 first-authored pa-
pers in applied mathematics, signal processing and climate change. His research is supported by National Key Science Program
No.2013CB956604; Fundamental Research Funds for the Central Universities (Key Program) No.105565GK; Beijing Young Talent
fund and Scientific Research Foundation for the Returned Overseas Chinese Scholars, State Education Ministry. Zhihua Zhang is an
associate editor of “EURASIP Journal on Advances in Signal Processing” (Springer, SCI-indexed) and an editorial board member
in applied mathematics of “SpringerPlus” (Springer, SCI-indexed). Palle E. T. Jorgensen is a full professor at the University
of Iowa, USA. He has published more than 100 papers and is an editorial board member of “Acta Applicandae Mathematicae”
(Springer, SCI-indexed).
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(i) The expectation of Fourier sine coefficients cn(ξ) satisfy

E[ cn(ξ) ] =




d∏

j=1

2
πnj


 (αn(ξ) + o(1)) (n = (n1, ..., nd) ∈ Zd

+)

for each nk →∞, where αn(ξ) is an algebraic sum of expectation of ξ at vertexes of the cube [0, 1]d.
(ii) The variance of Fourier sine coefficients cn(ξ) satisfy

Var (cn(ξ)) =




d∏

j=1

4
π2n2

j


 (θn(ξ) + o(1))

for each nk →∞, where θn(ξ) is an algebraic sum of covariance of ξ(λ) and ξ(λ′), where λ and λ′ are any two
vertexes of [0, 1]d.

(iii) The mean square error of hyperbolic cross truncations S
(h)
N (ξ) (see (6.1)) of the Fourier sine series of ξ

satisfies
E[‖ S

(h)
N (ξ)− ξ ‖22] = WN (1 + o(1)) (N →∞),

the principal part WN is equal to

WN =
(

1
π2

)d

 ∑

p∈ΘN

1
p2
1p

2
2 · · · p2

d





 ∑

λ∈{0,1}d

E[|ξ(λ)|2]



and

WN ∼ logd−1 N

N
,

where {0, 1}d is the set of vertexes of the cube [0, 1]d. The number of Fourier sine coefficients in the Nth
hyperbolic cross truncation S

(h)
N (ξ) satisfies Nc ∼ N logd−1 N . So

E[‖ ξ − S
(h)
N (ξ) ‖22] ∼

log2d−2 Nc

Nc
.

However, the number of Fourier sine coefficients in the Nth ordinary partial sum satisfies Nc = Nd. So

E[‖ ξ − SN (ξ) ‖22] ∼
1

N
1
d
c

.

Finally, we discuss some known stochastic processes.
2. Preliminaries

Denote the set of vertexes of the unit cube [0, 1]d by {0, 1}d and the boundary of [0, 1]d by ∂([0, 1]d), and
Zd

+ = {(n1, ..., nd)| each nk ∈ Z+} and Z+ is the set of natural numbers.
If f is a function defined on [0, 1]d and ∂df

∂t1···∂td
continuous on [0, 1]d, we say f ∈ W ([0, 1]d). If ξ is a stochastic

process defined on [0, 1]d and ∂dξ
∂t1···∂td

continuous on [0, 1]d, we say ξ ∈ SW ([0, 1]d). Denote the expectation and
variance of a stochastic variable η by E[η] and Var(η), respectively. Denote the covariance and correlation of
two stochastic variable ξ, η by Cov(ξ, η) and R(ξ, η), respectively.

2.1. Projection operators and fundamental polynomials

2
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We always assume e1 and e2 are two disjoint subsets of the set {1, 2, ..., d}. Define a projection operator
Qe1,e2 from [0, 1]d to ∂([0, 1]d) as

Qe1,e2(t1, ..., td) = (v1, ..., vd), (2.1)

where

vk =





0, k ∈ e1,
1, k ∈ e2,
tk, k ∈ e (e = {1, ..., d} \ (e1

⋃
e2)).

The fundamental polynomial P (e1,e2)(t) is defined as

P (e1,e2)(t) =
∏

k∈e1

(1− tk)
∏

k∈e2

tk. (2.2)

For example, consider the case d = 3. If e1 = {1, 3} and e2 = 2, then

Qe1,e2(t) = (0, 1, 0),

P (e1,e2)(t) = t2(1− t1)(1− t3),

where t = (t1, t2, t3) ∈ [0, 1]3. If e1 = ∅ and e2 = {1, 2}, then

Qe1,e2(t) = (1, 1, t3),

P (e1,e2)(t) = t1t2,

where t = (t1, t2, t3) ∈ [0, 1]3.
2.2. Decompositions of continuous functions on [0, 1]d

Any continuous function f on the cube [0, 1]d can be decomposed into [11]

f =
d+1∑
ν=1

hν , (2.3)

where
h1 =

∑

|e1|+|e2|=d

f(Qe1,e2)P
(e1,e2).

hν =
∑

|e1|+|e2|=d−ν+1

fν−1(Qe1,e2)P
(e1,e2) (2 ≤ ν ≤ d),

hd+1 = f − h1 − · · · − hd,

and
f0 = f,

fν−1 = fν−2 − hν−1 (2 ≤ ν ≤ d),

fd = fd−1 − hd.

and the cardinality of a set F is denoted by |F |, and
∑

|e1|+|e2|=k

Ae1,e2 :=
∑

e1,e2∈{1,...,d}
e1

⋂
e2=∅

|e1|+|e2|=k

Ae1,e2 .

3
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The following proposition shows the structure of each hν .
Proposition 2.1 [11]. If f is a d−variate continuous function on the unit cube [0, 1]d, then
(i) h1 is a d−variate polynomial and each f(Qe1,e2t) is a constant and it is the value of f at a vertex of the

cube [0, 1]d. Precisely say,
f(Qe1,e2t) = f(λ1, ..., λd),

where
λk =

{
0, k ∈ e1,
1, k ∈ e2 (e1

⋃
e2 = {1, ..., d}).

(ii) for each 2 ≤ ν ≤ d, hν is a sum of products of a (ν − 1)−variate function fν−1(Qe1,e2 ·) on [0, 1]ν−1 and
(d− ν + 1)−variate polynomial P (e1,e2), where each product is of separation of variables. Moreover,

fν−1(Qe1,e2 ·) = 0 on ∂([0, 1]ν−1);

(iii) hd+1 is a d−variate function on [0, 1]d and hd+1(·) = 0 on ∂([0, 1]d).
If ξ is a d-variate continuous stochastic process on [0, 1]d, then the above decomposition and Proposition 2.1

are still valid.
For example, if ξ is a bivariate continuous function on [0, 1]2, then ξ = h1 + h2 + h3 and

h1(t) = ξ(0, 0)(1− t1)(1− t2) + ξ(0, 1)(1− t1)t2 + ξ(1, 0)t1(1− t2) + ξ(1, 1)t1t2,

h2(t) = ξ1(1, t2)t1 + ξ1(0, t2)(1− t1) + ξ1(t1, 1)t2 + ξ1(t1, 0)(1− t2) (ξ1 = ξ − h1),

h3(t) = ξ1(t)− h2(t).

We see from this decomposition that h1 is a polynomial determined by values of f at four vertexes of [0, 1]2,
h2 is a sum of products of separation of variables, and h2(t) = 0 at four vertexes of [0, 1]2, and the bivariate
function h3(t) vanishes on the boundary of [0, 1]2.

2.3. Fourier sine series of stochastic processes

Let a probability space (Ω, F, P ) be given. A stochastic variable ξ is defined as a function ξ from Ω to R or
C. In this paper we always assume that ξ satisfies E[|ξ|2] < ∞, i.e., assume that ξ is a second-order stochastic
variable. For a stochastic process ξ(t) on [0, 1]d, its autocorrelation function and covariance function are defined
respectively as:

Rξ(t, s) := E[ξ(t)ξ(s)]

Cov(ξ(t), ξ(s)) := E[(ξ(t)−E[ξ(t)])(ξ(s)−E[ξ(s)])]

We recall some known concepts in stochastic calculus [14, 15].
Let {ξn}∞1 be a sequence of second-order stochastic variables and ξ be a second-order stochastic variable. If

lim
n→∞

E[|ξn−ξ|2] = 0, then we say {ξn}∞1 converges to ξ in the mean square sense. Based on the above concepts,
one can derive the concept of continuous and the concepts of the derivatives and the integrals of stochastic
processes [3].

For a stochastic process ξ on [0, 1]d, the derivative and the expectation can be exchanged, the integral and
the expectation can be exchanged, and Newton-Leibnitz formula holds. For a product of a stochastic process
and a deterministic function, differential formula of products holds and the integration by parts also holds.

4
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Let ξ(t) be a stochastic process on [0, 1]d and
∫

[0,1]d
E[ξ2(t)]dt < ∞.

Then ξ(t) can be expanded into the stochastic Fourier sine series

ξ(t) =
∑

n∈Zd
+

cn(ξ) Tn(t) ( Tn(t) =
d∏

j=1

sin πnjtj ) (2.4)

in mean square sense, where the Fourier sine coefficients are stochastic variables and

cn(ξ) = 2d

∫

[0,1]d

ξ(t) Tn(t) dt (n ∈ Zd
+).

3. Asymptotic behavior of Fourier sine coefficients

Let f be a continuous function on the unit cube [0, 1]d. By (2.3), f can be decomposed as

f =
d+1∑
ν=1

hν ,

where {hν}d+1
1 are stated in Section 2.1 and

f0 = f,

fν−1 = fν−2 − hν−1 (2 ≤ ν ≤ d).

If f ∈ W ([0, 1]d), we easily prove
fν−1 ∈ W ([0, 1]d) (ν = 2, ..., d). (3.1)

Based on this decomposition, we give an asymptotic representation of Fourier sine coefficients of f .
Theorem 3.1. If f is a continuous function on [0, 1]d and f ∈ W ([0, 1]d), then its Fourier sine coefficients

cn(f) possess the asymptotic behavior:

cn(f) =




d∏

j=1

2
πnj


 (Kd

n(f) + η1 + · · ·+ ηd),

where ηk → 0 as nk →∞ (k = 1, ., , , d) and

Kd
n(f) =

∑

λ∈{0,1}d

f(λ)εn(λ),

εn(λ) =

{ ∏
j∈Gλ

(−1)nj+1, Gλ 6= ∅,
1, Gλ = ∅,

(3.2)

where λ = (λ1, ..., λd) ∈ {0, 1}d and n = (n1, ..., nd), and Gλ = {j ∈ {1, ..., d}, λj = 1}.
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From this, we see that εn(λ) = ±1 and Kd
n(f) is an algebraic sum of values of f at vertexes of [0, 1]d. From

Theorem 3.1, we deduce the following corollary. This corollary plays an important role in the proof of Theorem
4.1.

Corollary 3.2. If f is a continuous function on [0, 1]d and f ∈ W ([0, 1]d), then its Fourier sine coefficients
cn(f) satisfy

(i)
∑

q∈{0,1}d |c2p+q(f)|2 =
(

2
π2

)d 1
p2
1p2

2···p2
d

(
∑

λ∈{0,1}d

|f(λ)|2 + η′1 + · · ·+ η′d

)
;

(ii) cn(f) =

(
d∏

j=1

1
nj

)
(η1 + · · ·+ ηd) if and only if f(λ) = 0 (λ ∈ {0, 1}d) (ηk → 0 as nk →∞).

From Corollary 3.2, we deduce immediately that cn(f) = o
(

1
n1···nd

)
for each nk → ∞ if and only if

f(λ) = 0 (λ ∈ {0, 1}d).
For example, consider the case d = 3. If f ∈ W ([0, 1]3), then Fourier sine coefficients cn1,n2,n3(f) possess

the asymptotic behavior:

cn1,n2,n3(f) =
8

n1n2n3π3
( f(0, 0, 0)− (−1)n1f(1, 0, 0)− (−1)n2f(0, 1, 0)

−(−1)n3f(0, 0, 1) + (−1)n1+n2f(1, 1, 0) + (−1)n1+n3f(1, 0, 1)

+(−1)n2+n3f(0, 1, 1)− (−1)n1+n2+n3f(1, 1, 1) + η1 + η2 + η3 ),

where ηk → 0 as nk →∞ (k = 1, 2, 3).
Proof of Theorem 3.1. By (2.3), the Fourier sine coefficients cn(f) satisfy

cn(f) =
d+1∑
ν=1

cn(hν), (3.3)

where cn(hν) = 2d
∫

[0,1]d
hν(t)Tn(t)dt.

First, we compute cn(h1). By (2.4), we have

cn(h1) = 2d
∑

|e1|+|e2|=d

∫

[0,1]d

f(Qe1,e2t)P
(e1,e2)(t)Tn(t)dt.

By Proposition 2.1 (i), f(Qe1,e2t) = f(λ) is a constant independent of t. So

cn(h1) = 2d
∑

|e1|+|e2|=d

f(λ1, ..., λd)
∫

[0,1]d

P (e1,e2)(t)Tn(t)dt, (3.4)

where λk =
{

0, k ∈ e1,
1, k ∈ e2 (e1

⋃
e2 = {1, ..., d}). Since

P (e1,e2)(t) =
∏

j∈e1

(1− tj)
∏

j∈e2

tj ,

Tn(t) =
d∏

j=1

sin(πnjtj), t = (t1, ..., td),
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a direct computation shows that

∫
[0,1]d

P (e1,e2)(t)Tn(t)dt =

(
∏

j∈e1

1∫
0

(1− tj) sin(πnjtj)dtj

)(
∏

j∈e2

1∫
0

tj sin(πnjtj)dtj

)

=

(
∏

j∈e1

1
πnj

)(
∏

j∈e2

(−1)nj+1

πnj

)

=

(
∏

j∈(e1
⋃

e2)

1
πnj

)
∏

j∈e2

(−1)nj+1

=

(
d∏

j=1

1
πnj

)
∏

j∈e2

(−1)nj+1 (e1

⋃
e2 = {1, ..., d}).

From this and (3.4), we get

cn(h1) = 2d


 ∑

|e1|+|e2|=d

f(λ1, ..., λd)
∏

j∈e2

(−1)nj+1




d∏

j=1

1
πnj

.

Since e1

⋃
e2 = {1, ..., d} and e1 = {j ∈ {1, ..., d}, λj = 0}, and e2 = {j ∈ {1, ..., d}, λj = 1} =: Gλ,

cn(h1) = 2d Kd
n(f)




d∏

j=1

1
πnj


 , (3.5)

where Kd
n(f) =

∑
λ∈{0,1}d

f(λ)
∏

j∈Gλ

(−1)nj+1.

Next, we compute cn(hν) (2 ≤ ν ≤ d). By (2.3) and (2.4),

cn(hν) = 2d
∑

|e1|+|e2|=d−ν+1

∫

[0,1]d

fν−1(Qe1,e2t) P (e1,e2)(t)Tn(t)dt. (3.6)

Since |e1|+ |e2| = d− ν + 1, we may denote e1

⋃
e2 = {β1, ..., βd−ν+1}. By (2.2), the fundamental polynomial

P (e1,e2)(t) only depends on tβ1 , ..., tβd−ν+1 , write

P (e1,e2)(t) = P (e1,e2)(tβ1 , ..., tβd−ν+1).

Since e = {1, ..., d} \ (e1

⋃
e2) and |e| = ν − 1, we may denote e = {α1, ..., αν−1}. Then fν−1(Qe1,e2t) only

depends on tα1 , ..., tαν−1 , write
fν−1(Qe1,e2t) = fe1,e2

ν−1 (tα1 , ..., tαν−1). (3.7)

So each product fν−1(Qe1,e2t)P
(e1,e2)(t) in (3.6) is of separated variable type, and so

∫

[0,1]d

fν−1(Qe1,e2t) P (e1,e2)(t)Tn(t)dt = L(1)
ν,n(e1, e2)L(2)

ν,n(e1, e2), (3.8)

where

L(1)
ν,n(e1, e2) =

∫

[0,1]d−ν+1

P (e1,e2)(tβ1 , ..., tβd−ν+1)
d−ν+1∏

j=1

sin(πnβj
tβj

)dtβ1 · · · dtβd−ν+1 ,
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L(2)
ν,n(e1, e2) =

∫

[0,1]ν−1

fe1,e2
ν−1 (tα1 , ..., tαν−1)

ν−1∏

j=1

sin(πnαj
tαj

)dtα1 · · · dtαν−1 .

We compute L
(2)
ν,n(e1, e2). We rewrite it as follows:

L(2)
ν,n(e1, e2) =

∫

[0,1]ν−2




1∫

0

fe1,e2
ν−1 (tα1 , ..., tαν−1) sin(πnα1tα1)dtα1




ν−1∏

j=2

sin(πnαj tαj )dtα2 · · · dtαν−1 . (3.9)

From (3.1) and (3.7), we know that fe1,e2
ν−1 ∈ W ([0, 1]ν−1). Using integration by parts, the part inside brackets:

1∫

0

fe1,e2
ν−1 (tα1 , ..., tαν−1) sin(πnα1tα1)dtα1 = −fe1,e2

ν−1 (tα1 , ..., tαν−1)
cos(πnα1tα1)

πnαk

∣∣∣∣
1

tα1=0

+
1

πnα1

1∫

0

∂fe1,e2
ν−1 (tα1 , ..., tαν−1)

∂tα1

cos(πnα1tα1)dtα1 .

By (3.7) and Proposition 2.1 (ii), we have

fe1,e2
ν−1 (tα1 , ..., tαν−1)

∣∣1
tαk

=0
= 0 (k = 1, ..., ν − 1). (3.10)

Therefore,

1∫

0

fe1,e2
ν−1 (tα1 , ..., tαν−1) sin(πnα1tα1)dtα1 =

1
πnα1

1∫

0

∂fe1,e2
ν−1 (tα1 , ..., tαν−1)

∂tα1

cos(πnα1tα1)dtα1 .

From this and (3.9), we get

L(2)
ν,n(e1, e2) =

1
πnα1

∫

[0,1]ν−2




1∫

0

∂fe1,e2
ν−1 (tα1 , ..., tαν−1)

∂tα1

sin(πnα2tα2) dtα2




ν−1∏

j=3

sin(πnαj tαj )

cos(πnα1tα1) dtα1dtα3 · · ·dtαν−1 . (3.11)

Using integration by parts, the part inside brackets:

1∫
0

∂
∂tα1

fe1,e2
ν−1 (tα1 , ..., tαν−1) sin(πnα2tα2) dtα2

= −∂f
e1,e2
ν−1 (tα1 ,...,tαν−1 )

∂tα1

cos(πα2tα2 )

πnα2

∣∣∣∣
1

tα2=0

+ 1
πnα2

∫
[0,1]ν−1

∂2f
e1,e2
ν−1 (tα1 ,...,tαν−1 )

∂tα1∂tα2
cos(πnα2tα2) dtα2 .

By Proposition 2.1 (ii),

fν−1(tα1 , 0, tα3 , ..., tαν−1) = fν−1(tα1 , 1, tα3 , ..., tαν−1) = 0,
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and so
∂fe1,e2

ν−1 (tα1 , 0, ..., tαν−1)
∂tα1

=
∂fe1,e2

ν−1 (tα1 , 1, ..., tαν−1)
∂tα1

= 0.

Therefore,
1∫
0

∂
∂tα1

fe1,e2
ν−1 (tα1 , ..., tαν−1) sin(πnα2tα2) dtα2

= 1
πnα2

∫
[0,1]ν−1

∂2f
e1,e2
ν−1 (tα1 ,...,tαν−1 )

∂tα1∂tα2
cos(πnα2tα2) dtα2 .

From this and (3.11), we get

L(2)
ν,n(e1, e2) =

1
(πnα1)(πnα2)

∫

[0,1]ν−2




1∫

0

∂2fe1,e2
ν−1 (tα1,...,tαν−1

)

∂tα1∂tα2

sin(πnα3tα3) dtα3




•
ν−1∏

j=4

sin(πnαj
tαj

) cos(πnα1tα1) cos(πnα2tα2) dtα1dtα2dtα4 · · ·dtαν−1 .

Continuing this procedure, we deduce finally that

L(2)
ν,n(e1, e2) =




ν−1∏

j=1

1
πnαj




∫

[0,1]ν−1

∂ν−1fe1,e2
ν−1 (tα1 , ..., tαν−1)

∂tα1 · · · ∂tαν−1




ν−1∏

j=1

cos(πnαj
tαj

)


 dtα1 · · ·dtαν−1 .

Since
∂ν−1fe1,e2

ν−1 (tα1 , · · · , tαν−1)
∂tα1 · · · ∂tαν−1

∈ C([0, 1]ν−1)

and e = {α1, ..., αν−1}, applying the Riemann-Lebesgue lemma, we get

L(2)
ν,n(e1, e2) = o




ν−1∏

j=1

1
nαj


 =


∏

j∈e

1
nj


 εe, (3.12)

where εe → 0 as nj →∞ (j ∈ e).
We compute L

(1)
ν,n(e1, e2). Notice that e1

⋃
e2 = {β1, ..., βd−ν+1}. We assume in which

e1 = {γ1, ..., γm1},

e2 = {δ1, ..., δm2},
where m1 + m2 = d− ν + 1. By (2.2), we get

L
(1)
ν,n(e1, e2)

=
∫

[0,1]d−ν+1

P (e1,e2)(tβ1 , ..., tβd−ν+1)
d−ν+1∏

j=1

sin(πnβj tβj )dtβ1 · · · dtβd−ν+1 ,

=
∫

[0,1]m1

m1∏
j=1

(1− tγj
) sin(πnγj

tγj
) dtγ1 · · ·dtγm1

∫
[0,1]m2

m2∏
j=1

tδj
sin(πnδj

tδj
) dtδ1 · · ·dtδm2

.
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A direct computation shows that

L(1)
ν,n(e1, e2) =




m1∏

j=1

1
πnγj







m2∏

j=1

(−1)nδj
+1

πnδj


 = O


 ∏

j∈e1
⋃

e2

1
nj


 .

By (3.12) and (3.6), we have

∫

[0,1]d

fν−1(Qe1,e2t) P (e1,e2)(t)Tn(t)dt =




d∏

j=1

1
nj


 εe

and

cn(hν) = 2d




d∏

j=1

1
nj





 ∑

|e1|+|e2|=d−ν+1

εe


 ,

where e = {1, ..., d} \ (e1

⋃
e2) and εe → 0 as nj →∞ (j ∈ e). From this, we can deduce that

cn(hν) =




d∏

j=1

1
nj


 (ην

1 + · · ·+ ην
d ) (ν = 2, ..., d), (3.13)

where η′′k → 0 as nk →∞ (k = 1, ..., d). Finally, we compute cn(hd+1). Since

cn(hd+1) = 2d

∫

[0,1]d

hd+1(t1, ..., td)
d∏

j=1

sin(πnjtj) dt1 · · ·dtd,

by Proposition 2.1 (iii) and (3.3), applying the integration by parts and the Riemann-Lebesgue lemma, we get

cn(hd+1) = 2d
d∏

j=1

1
πnj

∫
[0,1]d

∂dhd+1(t1,...,td)
∂t1···∂td

d∏
j=1

cos(πnjtj) dt1 · · ·dtd

= o

(
d∏

j=1

1
nj

)
=

(
d∏

j=1

1
nj

)
ε,

where ε → 0 as nj →∞ (j = 1, ..., d). From this and (3.5), and (3.13), it follows by (3.3) that

cn(f) = cn(h1) +
d∑

ν=2

cn(hν) + cn(hd+1) = 2d




d∏

j=1

1
πnj


 (

Kd
n(f) + η1 + · · ·+ ηd

)
,

where Kd
n(f) is stated in (3.5) and ηk → 0 as nk →∞ (k = 1, ..., d). Theorem 3.1 is proved. ¤

Proof of Corollary 3.2. Let n = 2p + q (p ∈ Zd
+, q ∈ {0, 1}d). Then, for each q = (q1, ..., qd) and

p = (p1, ..., pd), by Theorem 3.1, we have

c2p+q(f) = 2d




d∏

j=1

1
π(2pj + qj)


 (Kd

2p+q(f) + o(η1 + · · ·+ ηd))
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and
Kd

2p+q(f) =
∑

λ∈{0,1}d

f(λ)
∏

j∈Gλ

(−1)qj+1 =: Kd
q(f).

From this, we see that Kd
2p+q only depends on q. So, for q ∈ {0, 1}d, we have

c2p+q(f) =




d∏

j=1

1
πpj


 (Kd

q(f) + η̂1 + · · ·+ η̂d, (3.14)

where η̂k → 0 as pk →∞ (k = 1, ..., d) and

∑

q∈{0,1}d

|c2
2p+q(f)| =




d∏

j=1

1
π2p2

j





 ∑

q∈{0,1}d

(
Kd

q(f)
)2

+ η′1 + · · ·+ η′d


 , (3.15)

where η′k → 0 as pk →∞ (k = 1, ..., d). By (3.2), we have

∑

q∈{0,1}d

(Kd
q(f))2 =

∑

λ∈{0,1}d

∑

λ′∈{0,1}d

f(λ)f(λ′)
∑

q∈{0,1}d

εq(λ)εq(λ′).

where

εq(λ)εq(λ′) =
∏

j∈Gλ

(−1)qj+1
∏

j∈Gλ′

(−1)qj+1 = (−1)

∑
j∈Gλ

qj+
∑

j∈G
λ′

qj+|Gλ|+|Gλ′ |
.

When λ 6= λ′, without loss of generality, we assume that i ∈ Gλ, i 6∈ Gλ′ . So we have

∑

q∈{0,1}d

εq(λ)εq(λ′) =
1∑

q1=0

· · ·
1∑

qi−1=0

1∑
qi+1=0

· · ·
1∑

qd=0

(−1)

∑
j∈Gλ

j 6=i

qj+
∑

j∈G
λ′

qj+|Gλ|+|Gλ′ | 1∑
qi=0

(−1)qi = 0. (3.16)

When λ = λ′. Then
∑

q∈{0,1}d

εq(λ)εq(λ′) =
1∑

q1=0

· · ·
1∑

qd=0

(−1)
2

∑
j∈Gλ

qj+2|Gλ|
= 2d. (3.17)

From this, we get

∑

q∈{0,1}d

(Kd
q(f))2 =




∑

λ,λ′∈{0,1}d

λ=λ′

+
∑

λ, λ′∈{0,1}d

λ6=λ′


 f(λ)f(λ′)

∑

q∈{0,1}d

εq(λ)εq(λ′) = 2d
∑

λ∈{0,1}d

f2(λ).

From this and (3.15), we get (i). If

cn(f) =




d∏

j=1

1
nj


 (η1 + · · ·+ ηd), (3.18)

we have
∑

q∈{0,1}d

|c2p+q|2 =




d∏

j=1

1
p2

j


 (η1 + · · ·+ ηd).

11

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

764 Zhihua Zhang et al 754-775



By (i), the later is equivalent to ∑

λ∈{0,1}d

f2(λ) = 0

which is equivalent to f(λ) = 0 (λ ∈ {0, 1}d). Conversely, if f(λ) = 0 (λ ∈ {0, 1}d), then, by Theorem 3.1, we
deduce (3.18). So we get (ii). Corollary 3.2 is proved. ¤

4. Asymptotic behaviors of hyperbolic cross truncation approximation

Approximation rate of multivariate functions by partial sum of Fourier sine series deteriorates rapidly as the
dimension d increases.

Let f be a continuous function on [0, 1]d. Denote the partial sums of its Fourier sine series by SN (f):

SN (f ; t) =
N∑

n1,...,nd=1

cn(f) Tn(t) n = (n1, ..., nd),

where cn(f) = 2d
∫

[0,1]d
f(t)Tn(t) dt and Tn(t) is stated in (2.4).

If f is a continuous function on [0, 1]d and f ∈ W ([0, 1]d), then, by the Parseval identity, the partial sum
SN (f) of the Fourier sine series of f satisfies

2d ‖ SN (f)− f ‖22 =

(
∞∑

n1,...,nd=1
−

N∑
n1,...,nd=1

)
c2
n1,...,nd

(f)

= O(1)

(
∞∑

n1,...,nd=1
−

N∑
n1,...,nd=1

)
1

n2
1n2

2···n2
d

= O(1)

(
d∑

ν=1

d!
ν!(d−ν)!

(
∞∑

n1,...,nν=N+1

1
n2

1···n2
ν

)(
N∑

nν+1,...,nd=1

1
n2

ν+1···n2
d

))

= O(1)

(
d∑

ν=1

(
∞∑

k=N+1

1
k2

)ν (
N∑

k=1

1
k2

)d−ν+1
)

= O
(

1
N

)
.

(4.1)

In the partial sum of Fourier sine series, the number of its Fourier sine coefficients:

Nc = Nd.

So, by (4.1), it follows that for f ∈ W ([0, 1]d), the partial sums SN (f) satisfy

‖ f − SN (f) ‖22= O

(
1
N

)
= O

(
1

N
1
d
c

)
.

Consider hyperbolic cross truncations of the Fourier sine series of f on [0, 1]d. The Fourier sine series of f

can be rewritten in the form

f(t) =
∞∑

p1,...,pd=1

∑

q∈{0,1}d

c2p+qT2p+q(t) (p = (p1, ..., pd) ∈ Z+).
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Define the hyperbolic cross truncations of Fourier sine series of f are

S
(h)
N (f ; t) =

∑

1≤|p|≤N−1
1≤p1,...,pd≤N−1

∑

q∈{0,1}d

c2p+qT2p+q(t),

where |p| =
d∏

k=1

pk.

Based on asymptotic formula, we deduce that the asymptotic formula of hyperbolic cross truncations of
Fourier sine series

Denote

ΘN =

{
p = (p1, ..., pd) ∈ Zd

+ p1 ∈ Z+, 1 ≤ p2, ..., pd ≤ N − 1,
d∏

k=1

pk ≥ N

}
. (4.2)

The difference f(t)− S
(h)
N (f ; t) is equal to

∑

p∈ΘN

∑

q∈{0,1}d

c2p+qT2p+q(t) +

( ∞∑
p1,...,pd=1

−
∞∑

p1=1

N∑
p2,...,pd=1

) ∑

q∈{0,1}d

c2p+qT2p+q(t).

By the Parseval identity, we deduce that

2d ‖ f − S
(h)
N (f) ‖22 =

∑
p∈ΘN

∑
q∈{0,1}d

c2
2p+q

+

(
∞∑

p1,...,pd=1
−

∞∑
p1=1

N∑
p2,...,pd=1

)
∑

q∈{0,1}d

c2
2p+q

= PN (f) + QN (f).

(4.3)

By Corollary 3.2 and (4.1),

QN (f) ≤
(

∞∑
p1,...,pd=1

−
N∑

p1,...,pd=1

)
∑

q∈{0,1}d

c2
2p+q

= O(1)

(
∞∑

p1,...,pd=1
−

N∑
p1,...,pd=1

)
1

p2
1···p2

d
= O

(
1
N

)
.

(4.4)

By Corollary 3.2, it follows that

PN (f) =
(

2
π2

)d ∑
p∈ΘN

1
p2
1···p2

d

(
∑

λ∈{0,1}d

|f(λ)|2 + η′1 + · · ·+ η′d

)

= P
(1)
N + P

(2)
N ,

(4.5)

where

P
(1)
N =

(
2
π2

)d ∑

p∈ΘN

1
p2
1 · · · p2

d

∑

λ∈{0,1}d

|f(λ)|2,

13

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.4, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

766 Zhihua Zhang et al 754-775



P
(2)
N = O(1)

∑

p∈ΘN

1
p2
1 · · · p2

d

(η′1 + · · · η′d),

and ηk → 0 as pk →∞ (k = 1, ..., d).
We estimate the order of P

(1)
N → 0 as N →∞.

Notice that
P

(1)
N ∼

∑

p∈ΘN

1
p2
1 · · · p2

d

∼
∫

x1,...,xd≥N

dx1 · · ·dxd

x2
1 · · ·x2

d

=: RN

and

RN =
∫ N

1

dx1

∫ N
x1

1

dx2 · · ·
∫ N

x1···xk

1

dxk+1 · · ·
∫ ∞

N
x1···xd−1

dxd

x2
1 · · ·x2

d

.

A direct computation shows that

∫∞
N

x1···xd−1

dxd

x2
1···x2

d
= 1

x2
1···x2

d−1

∫∞
N

x1···xd−1

dxd

x2
d

= 1
Nx1···xd−1

,

∫ N
x1···xd−2

1 dxd−1

∫∞
N

x1···xd−1

dxd

x2
1···x2

d
= 1

Nx1···xd−2

∫ N
x1···xd−2

1
dxd−1
xd−1

= 1
Nx1···xd−2

log N
x1···xd−2

,

and ∫ N
x1···xd−3

1 dxd−2

∫ N
x1···xd−2

1 dxd−1

∫∞
N

x1···xd−1

dxd

x2
1···x2

d

= 1
Nx1···xd−3

∫ N
x1···xd−3

1
1

xd−2
log N

x1···xd−2
dxd−2

= 1
Nx1···xd−3

∫ N
x1···xd−3

1
log u

u du

∼ 1
Nx1···xd−3

log2 N
x1···xd−3

.

Continuing this procedure, we deduce that

P
(1)
N ∼ RN ∼ 1

N

∫ N

1

1
x1

logd−2 N

x1
dx1 ∼ logd−1 N

N
. (4.6)

We estimate P
(2)
N .

Let
S

(k)
N =

∑

p∈ΘN

η′k
p2
1 · · · p2

d

(k = 1, ..., d).

From this and (4.6), we deduce that

S
(1)
N =

∑

p∈ΘN

η′1
p2
1 · · · p2

d

= O

(
1
N

) ∫ N

1

1
x1

logd−2 N

x1
η′1 dx1.

14
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Since η′1 → 0 as x1 →∞ and
∫∞
1

1
x1

logd−2 N
x1

dx1 = ∞, by a known result in Calculus and (4.6),

S
(1)
N = o

(
1
N

) ∫ N

1

1
x1

logd−2 N

x1
dx1 = o

(
logd−1 N

N

)
.

An argument similar to S
(1)
N shows that for each k,

S
(k)
N = o

(
logd−1 N

N

)
.

From this and (4.2)-(4.6), we get
2d ‖ f − S

(h)
N ‖22= P

(1)
N (1 + o(1)).

Theorem 4.1. Let f ∈ W ([0, 1]d). Then hyperbolic cross truncations S
(h)
N (f ; t) satisfy

‖ f − S
(h)
N (f) ‖22= P̃

(1)
N (1 + o(1)) (N →∞),

where

P̃
(1)
N =

(
1
π2

)d

 ∑

p∈ΘN

1
p2
1 · · · p2

d





 ∑

λ∈{0,1}d

|f(λ)|2



and
ΘN = {p = (p1, ..., pd) : p1 ∈ Z+, 1 ≤ p2, ..., pd ≤ N − 1, p1, ..., pd ≥ N} (4.7)

and

P
(1)
N ∼ logd−1 N

N
.

We easily see that the number of Fourier sine coefficients in hyperbolic cross truncations satisfies

Nc ∼ N logd−1 N.

In fact,
Nc =

∑
p∈ΘN

∑
q∈{0,1}d

1

∼ ∫ N

1
dx1

∫ N
x1

1 dx2 · · ·
∫ N

x1···xd−1
1 dxd

∼ ∫ N

1
dx1

∫ N
x1

1 dx2 · · ·
∫ N

x1···xd−2
1

N
x1···xd−1

dxd−1

∼ N logd−1 N.

Therefore, by Theorem 4.1,

‖ f − S
(h)
N (f) ‖22∼

log2d−2 Nc

Nc
.

From this, we see that for f ∈ W ([0, 1]d), the hyperbolic cross approximation of Fourier sine series is a better
approximation tool than ordinary partial sum approximation.

5. Asymptotic behaviors of stochastic Fourier sine coefficients

15
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We extend the results in Sections 3-4 to stochastic processes. Let ξ(t) be a continuous stochastic process on
[0, 1]d. Then ξ(t) can be expanded into the stochastic Fourier sine series

ξ(t) =
∑

n∈Zd
+

cn(ξ) Tn(t) (5.1)

in mean square sense, where

cn(ξ) = 2d

∫

[0,1]d

ξ(t)Tn(t) dt

and Tn(t) is stated in (2.4). The Fourier sine coefficients are stochastic variables. We discuss their expectations,
second-order moments, and variances.

Theorem 5.1. If ξ is a stochastic process on [0, 1]d and ξ ∈ SW ([0, 1]d), then the expectations, second-order
moments, and variances of its Fourier sine coefficients possess the following asymptotic behaviors:

(i) E[ cn(ξ) ] =

(
d∏

j=1

2
πnj

)
(αn(ξ) + r1 + · · ·+ rd) and

αn(ξ) =
∑

λ∈{0,1}d

( E[ ξ(λ) ]εn(λ) ) ,

where αn(ξ) is an algebraic sum of expectation of ξ at vertexes of the cube [0, 1]d and rk → 0 as nk →∞, and
εn(λ) is stated in (3.2).

(ii) E[ c2
n(ξ) ] =

(
d∏

j=1

4
π2n2

j

)
(βn(ξ) + r′1 + · · ·+ r′d) and

βn(ξ) =
∑

λ∈{0,1}d

∑

λ′∈{0,1}d

E[ ξ(λ)ξ(λ′) ]εn(λ)εn(λ′),

where r′k → 0 as nk →∞.

(iii) Var [ cn(ξ) ] =

(
d∏

j=1

4
π2n2

j

)
(θn(ξ) + r′′1 + · · ·+ r′′d ), where

θn(ξ) =
∑

λ∈{0,1}d

∑

λ′∈{0,1}d

Cov(ξ(λ), ξ(λ′)) εn(λ) εn(λ′).

and r′′k → 0 as nk →∞.
For example, consider the case d = 2. Assume that a stochastic process ξ ∈ SW ([0, 1]2). Then

E[ cn(ξ) ] =
4

n1n2π2
( E[ ξ(0, 0) ]− (−1)n1E[ ξ(1, 0) ]− (−1)n2E[ ξ(0, 1) ] + E[ ξ(1, 1) ] + r1 + r2 )

and
Var (cn(ξ)) = 16

n2
1n2

2π4 (η0,0 − (−1)n1η0,1 − (−1)n2η0,2 + η0,3 − (−1)n1η1,0

+ η1,1 + (−1)n1+n2η1,2 − (−1)n1η1,3 − (−1)n2η2,0 + (−1)n1+n2η2,1

+ η2,2 − (−1)n2η2,3 + η3,0 − (−1)n1η3,1 − (−1)n2η3,2 + η3,3 + r′1 + r′2),

16
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where
ηλ1+2λ2,λ′1+2λ′2 = Cov (ξ(λ1, λ2), ξ(λ′1, λ′2)) (λ1, λ2, λ

′
1, λ

′
2 = 0 or 1)

and r1, r′1 → 0 as n1 →∞ and r2, r′2 → 0 as n2 →∞.
Proof of Theorem 5.1. Exchanging the expectation and integral, we deduce from (5.1) that

E[ cn(ξ) ] = 2d

∫

[0,1]d

E[ ξ(t) ]Tn(t) dt = cn(E [ ξ(t) ] ),

i.e., E[ cn(ξ) ] is the Fourier sine coefficients of the deterministic function E[ ξ(t) ]. Exchanging the expectation
and partial derivative, we deduce from ξ ∈ SW ([0, 1]d) that

E[ ξ(t) ] ∈ W ([0, 1]d).

Using Theorem 3.1, we get (i).
By (5.1), we get |cn(ξ)|2 = 22d

∫
[0,1]d

∫
[0,1]d

ξ(t)ξ(s)Tn(t)Tn(s)dt ds, and so

E[ |cn(ξ)|2 ] = 22d

∫

[0,1]d

∫

[0,1]d

Rξ(t̃) Tn(t)Tn(s) dtds, (5.2)

where the autocorrelation function Rξ(t̃) = E[ ξ(t)ξ(s) ] is a 2d−variate deterministic function and

t = (t1, ..., td), s = (s1, ..., sd),

t̃ = (t1, ..., t2d) (td+i = si, i = 1, ..., d).

Let nd+j = nj (j = 1, ..., d). Then (5.2) can be rewritten into

E[ |cn1,...,nd
(ξ)|2 ] = 22d

∫

[0,1]2d

Rξ(t̃)
2d∏

j=1

sin(πnjtj)dt̃.

From the definition of Fourier sine coefficients, we see that E[ |cn1,...,nd
(ξ)|2 ] is the Fourier sine coefficient of

2d−variate function Rξ, that is,

E[ |cn1,...,nd
(ξ)|2 ] = cn1,...,n2d

(Rξ) (nd+j = nj , j = 1, ..., d). (5.3)

By the assumption ξ ∈ SW ([0, 1]d), we deduce that Rξ ∈ W ([0, 1]2d). In Theorem 3.1, replacing f by Rξ and
d by 2d and letting nd+j = nj (j = 1, ..., d), we obtain

cn1,...,n2d
(Rξ) =




2d∏

j=1

2
πnj


 ( βn1,...,nd

(ξ) + r1 + · · ·+ rd ) , (5.4)

where

βn1,...,nd
(ξ) = K2d

n1,...,n2d
(Rξ) =

∑

λ̃∈{0,1}2d

Rξ(λ̃)


 ∏

j∈G
λ̃

(−1)nj+1




17
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and
λ̃ = (λ1, ..., λ2d) = (λ1, ..., λd, λ

′
1, ..., λ

′
d),

Gλ̃ = {j ∈ {1, ..., 2d}, λj = 1}.
By nd+j = nj (j = 1, ..., d), we have

∏
j∈G

λ̃

(−1)nj+1 =

(
∏

j∈(G
λ̃

⋂{1,...,d})
(−1)nj+1

)(
∏

j∈(G
λ̃

⋂{d+1,...,2d})
(−1)nj+1

)

=
∏

j∈Gλ

(−1)nj+1
∏

j∈Gλ′
(−1)nj+1,

(5.5)

where
Gλ = {j ∈ {1, ..., d}, λj = 1},
Gλ′ = {j ∈ {1, ..., d}, λ′j = 1}.

Since
Rξ(λ1, ..., λ2d) = E[ξ(λ1, ..., λd)ξ(λ′1, ..., λ

′
d)] (λd+j = λ′j),

by (5.5), we deduce by (5.4) that

βn1,...,nd
(ξ) =

∑

λ∈{0,1}d

∑

λ′∈{0,1}d

E[ ξ(λ1, ..., λd)ξ(λ′1, ..., λ
′
d) ]

∏

j∈Gλ

(−1)nj+1
∏

j∈Gλ′

(−1)nj+1. (5.6)

From this and (5.3)-(5.4), we get (ii). From (i),

E[c2
n(ξ)] =

d∏

j=1

4
π2n2

j

(α2
n(ξ) + r̃1 + · · ·+ r̃d),

where each r̃k → 0 as nk →∞. Again, by (ii),

Var(cn(ξ)) = E[c2
n(ξ)]− |E[cn(ξ)]|2 =

d∏

j=1

4
π2n2

j

(βn(ξ)− α2
n(ξ) + r′′1 + · · ·+ r′′d ),

where r′′k → 0 as nk →∞. Noticing that

βn(ξ)− α2
n(ξ) =

∑
λ,λ′∈{0,1}d

(E[ξ(λ)ξ(λ′)]− E[ξ(λ)]E[ξ(λ′)]) εn(λ)εn(λ′)

=
∑

λ,λ′∈{0,1}d

Cov(ξ(λ), ξ(λ′))εn(λ)εn(λ′),

we get (iii). Theorem 5.1 is proved. ¤

6. Asymptotic behavior of hyperbolic cross hyperbolic cross approximations of stochastic Fourier

sine series

Let ξ(t) be a continuous stochastic process on [0, 1]d. The hyperbolic cross truncation of its Fourier sine
series is

S
(h)
N (ξ, t) =

∑

|p|≤N−1

∑

q∈{0,1}d

c2p+q T2p+q(t), (6.1)

18
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where |p| =
d∏

k=1

pk (p = (p1, ..., pd) ∈ Zd
+), is a stochastic sine polynomial. We give an asymptotic behavior of

the hyperbolic cross approximation.
Theorem 6.1. Let ξ be a stochastic process on [0, 1]d. If ξ ∈ SW ([0, 1]d). Then the hyperbolic cross

truncations S
(h)
N (ξ) of the stochastic Fourier sine series of ξ satisfy

E[ ‖ S
(h)
N (ξ)− ξ ‖22 ] = WN (ξ)(1 + o(1)) (N →∞),

where

WN (ξ) =
(

1
π2

)d ∑

p∈ΘN

1
p2
1 · · · p2

d

∑

λ∈{0,1}d

E[|ξ(λ)|2]

and ΘN is stated in (4.2) and

P
(1)
N (ξ) ∼ logd−1 N

N
.

Proof. By using an argument similar to Section 4, we deduce that (4.3) is still valid when f is replaced by
ξ. Taking expectation on both sides,

2dE[‖ ξ − S
(h)
N (ξ) ‖22]

=
∑

p∈ΘN

∑
q∈{0,1}d

E[c2
2p+q(ξ)]

+

(
∞∑

p1,...,pd=1
−

∞∑
p1=1

N∑
p2,...,pd=1

)
∑

q∈{0,1}d

E[c2
2p+q(ξ)]

= PN (ξ) + QN (ξ).

By Theorem 5.1,

E[c2
2p+q(ξ)] = O

(
1

p2
1 · · · p2

d

)
.

This implies that QN (ξ) = O
(

1
N

)
. By Theorem 5.1 (ii), it follows that

2dE[ ‖ ξ − S
(h)
N (ξ) ‖22 ]

= 1
π2d

∑
p∈ΘN

1
p2
1···p2

d

(
∑

q∈{0,1}d

β2p+q + r′′1 + · · ·+ r′′d

)

=: P
(1)
n (ξ) + P

(2)
N (ξ) + O

(
1
N

)
,

(6.2)

where ΘN is stated in (4.7) and each r′′k → 0 as nk →∞, and

P
(1)
N (ξ) =

1
π2d

∑

p∈ΘN

1
p2
1 · · · p2

d


 ∑

q∈{0,1}d

β2p+q


 ,

P
(2)
N (ξ) =

1
π2d

∑

p∈ΘN

1
p2
1 · · · p2

d


 ∑

q∈{0,1}d

(r′′1 + · · ·+ r′′d )


 .
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By (3.17),
∑

q∈{0,1}d

β2p+q = 1
π2d

∑
λ,λ′∈{0,1}d

E[ξ(λ)ξ(λ′)]

(
∑

q∈{0,1}d

ε2p+q(λ)ε2p+q(λ′)

)

= 2d

π2d

∑
λ∈{0,1}d

E[ξ2(λ)].

So

P
(1)
N (ξ) =

(
2
π2

)d ∑

p∈ΘN

1
p2
1 · · · p2

d

∑

λ∈{0,1}d

E[|ξ(λ)|2].

Similar to the argument of Theorem 4.1,

P
(1)
N (ξ) ∼

∑

p∈ΘN

1
p2
1 · · · p2

d

∼ logd−1 N

N

and

P
(2)
N (ξ) = o

(
logd−1 N

N

)
.

From this and (6.2), we deduce the desired result. ¤

7. Examples

In data analysis, the following three stochastic processes are often used [16].
(i) Gaussian stochastic process ξSE(t) with mean 0 and square exponential covariance function:

KSE(t, t′) = e

(
− ‖t−t′‖22

2l2

)

, (7.1)

where t = (t1, ..., td) and t′ = (t′1, ..., t
′
d), and ‖ t ‖22=

d∑
k=1

t2k, and l > 0.

(ii) Gaussian stochastic process ξRQ(t) with mean 0 and rational quadratic covariance function:

KRQ(t, t′) = (1+ ‖ t− t′ ‖2)−α,

where t = (t1, ..., td) and t′ = (t′1, ..., t
′
d), and α ≥ 0.

(iii) Gaussian stochastic process ξL(t) with mean 0 and linear covariance function:

KL(t, t′) =< t, t′ >,

where t = (t1, ..., td) and t′ = (t′1, ..., t
′
d), and < t, t′ >=

d∑
k=1

tkt′k.

Since these stochastic processes are differentiable [14, 15], we can use the theorems in Sections 5-6 to research
their Fourier sine expansions, including variance estimates of Fourier sine coefficients and asymptotic formulas
of hyperbolic cross truncation approximation.

We expand ξSE into a Fourier sine series on [0, 1]d as follows:

ξSE(t) =
∑

n∈Zd
+

cn(ξSE)Tn(t),

20
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where cn(ξSE) = 2d
∫

[0,1]d
ξSE(t)Tn(t)dt.

Since E[ξSE(t)] = 0 (t ∈ [0, 1]d), by Theorem 5.1 (i), we have

E[cn(ξSE)] = o

(
1

n1 · · ·nd

)
as each nk →∞ (n = (n1, ..., nd)).

Let t = (t1, ..., td) and t′ = (t′1, ..., t
′
d). Then

‖ t− t′ ‖22=
d∑

k=1

(tk − t′k)2,

and by (7.1),

Cov(ξSE(t), ξSE(t′)) =
d∏

k=1

e−
1

2l2
(tk−t′k)2 .

By Theorem 5.1 (iii), we obtain that the Fourier sine coefficients cn(ξSE) satisfy,

Var(cn(ξSE)) =
d∏

j=1

4
π2n2

j

(θn(ξSE) + r′′1 + · · ·+ r′′d ) and r′′k → 0 as nk →∞.

where

θn(ξSE) =
∑

λ∈{0,1}d

∑

λ′∈{0,1}d

(
d∏

k=1

e−
1

2l2
(λk−λ′k)2

)
εn(λ)εn(λ′),

and εn(λ) is stated in (3.2) and λ = (λ1, ..., λd) and λ′ = (λ′1, ..., λ
′
d).

Next we find the asymptotic formula of the hyperbolic cross truncation approximation of Fourier sine series
of ξSE . The hyperbolic cross truncation is

S
(h)
N (ξSE , t) =

∑

p1···pd≤N−1

∑

q∈{0,1}d

c2p+q(ξSE)T2p+q(t) (pi ∈ Z+, i = 1, ..., d).

Note that E[|ξSE(t)|2] = RSE(0) = 1 and
∑

λ∈{0,1}d

1 = 2d. By theorem 6.1, we have

E[‖ S
(h)
N (ξSE)− ξSE ‖22] = WN (ξSE)(1 + o(1)) (N →∞),

where

WN (ξSE) =
(

1
π2

)d ∑

p∈ΘN

1
p2
1 · · · p2

d

∑

λ∈{0,1}d

1 =
(

4
π2

)d ∑

p∈ΘN

1
p2
1 · · · p2

d

.

So we get the asymptotic formula as follows:

E[‖ S
(h)
N (ξSE)− ξSE ‖22] =

(
2
π2

)d

 ∑

p∈ΘN

1
p2
1 · · · p2

d


 (1 + o(1)) (N →∞),

where ΘN is stated in (4.2) and the number Nc of Fourier sine coefficients in the hyperbolic cross truncation
S

(h)
N (ξSE) is equivalent to N logd−1 N .

Similarly, for the stochastic processes ξRQ and ξL, using the same method as above, we can give the variance
estimates of their Fourier sine coefficients and asymptotic formulas of hyperbolic cross truncation approxima-
tions.
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