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PERIODIC ORBITS OF SINGULAR RADIALLY SYMMETRIC

SYSTEMS

SHENGJUN LI 1,2, WULAN LI 3 AND YIPING FU 1

Abstract. We study the existence of periodic orbits of planar radially sym-

metric systems with a singularity. These orbits have periods which are large

integer multiples of the period of the forcing, and rotate exactly once around
the origin in their period time. The proof is based on the use of topological

degree theory and a fixed point theorem in cones.

1. Introduction

In the paper [11], Fonda and J.Ureña have studied the periodic, subharmonic
and quasi-periodic orbits for the radially symmetric system

(1.1) ẍ+ f(t, |x|) x
|x|

= 0, x ∈ R2 \ {0},

where f ∈ C((R/TZ)× (0,∞),R) may be singular at the origin. As mentioned in
[10], many phenomena of the nature obey to laws of (1.1), such as the Newtonian
equation for the motion of a particle subjected to the gravitational attraction of a
sun which lies at the origin. Setting ρ(t) = |x(t)|, they proved the following result:

Theorem 1.1 Suppose that f(t, ρ) > 0 for t ∈ [0, T ], ρ > 0 and satisfies the
following conditions:

(A1) lim
ρ→∞

f(t, ρ)/ρ = 0, for a.e. t ∈ R.

(A2) There exists some function h ∈ L1
loc(R) and some number r0 > 0

such that

|f(t, ρ)| ≤ h(t)ρ, on R× [r0,+∞].

Then, there exists a connect set C of T -radially periodic solutions of (1.1) which
goes from zero to infinity.

We look for solutions x(t) ∈ R2 which never attain the singularity, in the sense
that

x(t) 6= 0, for every t ∈ R.

Using the same idea in [8], we may write the solutions of (1.1) in polar coordinates

x(t) = ρ(t)(cosϕ(t), sinϕ(t)).

2000 Mathematics Subject Classification. Primary 34C25.
Key words and phrases. Periodic orbits, singular radially symmetric systems, topological de-

gree theory, fixed point theorem in cone.
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2 SHENGJUN LI, WULAN LI AND YIPING FU

Then we have the collisionless orbits if ρ(t) > 0 for every t. Moreover, equation
(1.1) is equivalent to the following system{

ρ̈+ f(t, ρ)− µ2

ρ3 = 0,

ρ2ϕ̇ = µ,
(1.2)

where µ is the angular momentum of x(t). Recall that µ is constant in time along
any solution.

If x is a T -radially periodic, then ρ must be T -periodic. We will prove the
existence of a T -periodic solution ρ of the first equation in (1.2). We thus consider
the boundary value problem{

ρ̈+ f(t, ρ) = µ2

ρ3 ,

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ).
(1.3)

Let µ = 0, (1.3) can be written the singular T -periodic problem

ρ̈+ f(t, ρ) = 0.(1.4)

The question about the existence of non-collision periodic orbits for scalar e-
quations and dynamical systems with singularities has attracted much attention
of many researchers over many years. See[5, 7, 12, 13, 15, 24]. Usually, the proof
is based on variational approach [1, 2, 6, 16, 22], the method of upper and lower
solutions [3, 21], some fixed point theorems [19, 26, 27, 28, 29] or the topological de-
gree theory [17, 18, 23, 30]. In particular, several existence results for the following
scalar differential equation

(1.5) ẍ+ a(t)x = f(t, x)

has been established in [23, 25, 27]. Note that (1.5) is a nonlinear perturbation of
Hill equation

ẍ+ a(t)x = 0.

Moreover, it has been found that a particular case of (1.5), the Ermakov–Pinney
equation, plays an important role in studying the Lyapunov stability of periodic
solutions of Lagrangian equations [20].

Our main motivation is to obtain by the above papers [9, 17, 27], by the use of
topological degree theory and a well-known fixed point theorem in cones, we prove
the existence of large-amplitude periodic orbits whose minimal period is an integer
multiple of T , and rotate exactly once around the origin in their period time.

The rest of this paper is organized as follows. In Section 2, some preliminaries
are given. In Section 3, , we give the main results.

2. Preliminaries

We say that the scale linear equation

ẍ+ a(t)x = 0(2.1)

is nonresonant if its unique T -periodic solution is the trivial one. When (2.1)
is nonresonant, as a consequence of Fredholm’s alternative, the nonhomogeneous
equation

ẍ+ a(t)x = h(t)
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admits a unique T -periodic solution which can be written as

x(t) =

∫ T

0

G(t, s)h(s)ds,

where G(t, s) is the Green’s function of (2.1), associated with periodic boundary
conditions

x(0) = x(T ), ẋ(0) = ẋ(T ).(2.2)

Throughout this paper, we always assume that the following standing hypothesis
is satisfied:

(H) a(t) is a continuous T -function and the Green’s function of (2.1) is positive
for all (t, s) ∈ [0, T ]× [0, T ].

In other words, the strict anti-maximum principle holds for (2.1)-(2.2). It is prove
in [25] that if a(t) satisfies a � 0 and λ1(a) > 0, then condition (H) is satisfied;
here the notation a � 0 means that a(t) ≥ 0 for all t ∈ [0, T ] and a(t) > 0 for t in
a subset of positive measure, λ1(a) denotes the first anti-periodic eigenvalue of

x′′ + (λ+ a(t))x = 0

subject to the anti-periodic boundary conditions

x(0) + x(T ) = 0, ẋ(0) + ẋ(T ) = 0.

Now we make condition (H) clear. When a(t) ≡ k2, condition (H) is equivalent
to saying that 0 < k2 ≤ λ1 = (π/T )2, where λ1 is the first eigenvalue of the
homogeneous equation x′′ + k2x = 0 with Dirichlet boundary conditions x(0) =
x(T ) = 0. For a non-constant function a(t), there is an Lp-criterion proved in [25].
To describe these, we use ‖ · ‖q to denote the usual Lq-norm over (0, T ) for any
given exponent q ∈ [1,∞]. The conjugate exponent of q is denoted by p : 1

p + 1
q = 1.

Let M(q) denote the best Sobolev constant in the following inequality

C‖u‖2q ≤ ‖u′‖22 for all u ∈ H1
0 (0, T ).

The explicit formula for M(q) is

M(q) =

{
2π

qT 1+2/q

(
2
q+2

)1−2/q (
Γ(1/q)

Γ(1/2+1/q)

)2

, for 1 ≤ q <∞,
4
T , for q =∞,

where Γ(·) is the Gamma function of Euler. Let us define

A = {a ∈ Lp[0, T ] : a � 0, ‖a‖p <M(2q) for some 1 ≤ p ≤ +∞}(2.3)

Lemma 2.1[25] Assume that a(t) ∈ A, then (2.1) satisfies the standing hypoth-
esis (H), i.e, G(t, s) > 0 for all (t, s) ∈ [0, T ]× [0, T ].

Remark 2.2 If p = 1, condition ‖a‖p < M(2q) can be weakened to ‖a‖1 ≤
M(∞) = 4 by the celebrated stability criterion of Lyapunov. In case p =∞, condi-
tion ‖a‖p <M(2q) reads as ‖a‖∞ <M(2) = π2, which is a well known criterion for
the anti-maximum principle used in related literature. In this case,‖a‖p < M(2q)
can be weakened to a(t) ≺ π2.

Under hypothesis (H), we always denote

M = max
0≤s,t≤T

G(t, s), m = min
0≤s,t≤T

G(t, s), σ =
m

M
.(2.4)

Thus M > m > 0 and 0 < σ < 1.
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In order to prove our results, we need two preliminary results. The first one is a
well-known fixed point theorem in cones, which can be found in [14].

Theorem 2.3 Let X be a Banach space and K a cone in X. Assume Ω1,Ω2 are
open subsets of X with 0 ∈ Ω1, Ω̄2\Ω2. Let

T : K ∩ (Ω̄2\Ω1)→ K

be a continuous and completely continuous operator such that

(i) ‖Tx‖ ≤ ‖x‖ for x ∈ K ∩ ∂Ω1;

(ii) There exist ψ ∈ K {0} such that x 6= Tx+ λψ for x ∈ K ∩ ∂Ω2 and λ > 0.

Then T has a fixed point in K ∩ (Ω̄2 \Ω1). The same conclusion remains valid if (i)
holds on K ∩ ∂Ω2 and (ii) holds K ∩ ∂Ω1.

In applications below, we take X = C[0, T ] with the supremum norm ‖ · ‖ and
define

K = {x ∈ X : x(t) ≥ 0 for all t ∈ [0, T ] and min
0≤t≤T

≥ σ‖x‖}.

where σ is as in (2.4).
One can readily verify that K is a cone in X. Define an operator T : X → X by

(Tx)(t) =

∫ T

0

G(t, s)F (s, x(s))ds

for x ∈ X and t ∈ [0, T ], where F : [0, T ]× R→ [0,∞) is continuous and G(t, s) is
the Green’s function of (2.1).

Lemma 2.4 T is well defined and maps X into K. Moreover, T is continuous
and completely continuous.

Proof It is easy to see that T is continuous and completely continuous since F
is a continuous function. Thus, we only need to show that T (X) ⊂ K. Let x ∈ X,
then we have

min
0≤x≤T

(Tx)(t) = min
0≤x≤T

∫ T

0

G(t, s)F (s, x(s))ds

≥ m

∫ T

0

F (s, x(s))ds

= σM

∫ T

0

F (s, x(s))ds

≥ σ max
0≤x≤T

∫ T

0

G(t, s)F (s, x(s))ds

= σ‖Tx‖.

This implies that T (X) ⊂ K and the proof is completed.
To state the second preliminary result, we recall some notation and terminology

from [9]. Let X be a Banach space of functions, such that C1([0, T ]) ⊆ X ⊆
C([0, T ]), with continuous immersions, and set X∗ = {ρ ∈ X : min ρ > 0}.

Define the following two operators:

D(L) = {ρ ∈W 2,1(0, T ) : ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T )},

L : D(L) ⊂ X → L1(0, T ), Lρ = ρ̈,(2.5)
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and

N : X∗ → L1(0, T ), (Nρ)(t) = −f(t, ρ(t))

Taking σ ∈ R not belonging to the spectrum of L, (1.5) can be translated to the
fixed problem

ρ = (L− σI)−1(N − σI)ρ.

We will say that a set Ω ⊆ X is uniformly positively bounded below if there is a
constant δ > 0 such that min ρ ≥ δ for every ρ ∈ Ω. we need the following theorem,
which has been proved in [9].

Theorem 2.5 Let Ω be an open bounded subset of X, uniformly positively
bounded below. Assume that there is no solution of (1.5), on the boundary ∂Ω,
and that

deg(I − (L− σI)−1(N − σI),Ω, 0) 6= 0.

Then, there exists a k1 ≥ 1 such that, for every integer k ≥ k1, systems (1.1)
has a periodic solution xk(t) with minimal period kT , which makes exactly one
revolution around the origin in the period time kT . The function |xk(t)| is T -
periodic and, when restricted to [0, T ], it belongs to Ω. Moreover, if µk denotes the
angular momentum associated to xk(t), then

lim
k→∞

µk = 0.

3. Main Results

In this section, we state and prove the main results. First we recall that A
denotes the set defined by (2.3).

Theorem 3.1 Suppose that there exist a(t) ∈ A and 0 < r < R such that

(H1) −a(t)ρ ≤ f(t, ρ) ≤ σ/r − 1/σr, ∀ρ ∈ [σr, r],

(H2) f(t, ρ) ≥ 0, ∀ρ ∈ [σR,R].

Then, equation(1.4) has a T -periodic solution, and there exists a k1 ≥ 1 such that,
for every integer k ≥ k1, system (1.1) has a periodic solution with minimal period
kT , which makes exactly one revolution around the origin in the period time kT.
Moreover, exist constant C > 0 (independent of µ and k) such that

1

C
< |xk(t)| < C, for every t ∈ R and every k ≥ k1,

and, if µk denotes the angular momentum associated to xk(t) then

lim
k→∞

µk = 0.

Now we begin by showing that Theorem 3.1, and use topological degree theory.
To this end, we deform (1.4) to a simpler singular autonomous equation

ρ̈+
1

r2
ρ− 1

ρ
= 0.

where r is as in Theorem 3.1.
In order to apply Theorem 2.5, we consider the µ = 0 and study for τ ∈ [0, 1],

the following homotopy equation

ρ̈+ f(t, ρ; τ) = 0, τ ∈ [0, 1],(3.1)
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associated to periodic boundary conditions

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ),

where

f(t, ρ; τ) = τf(t, ρ) + (1− τ)(
ρ

r2
− 1

ρ
).

Note that f(t, ρ; τ) satisfies the conditions:

(H′1) f(t, ρ; τ) + a(t)ρ ≥ 0, ∀ρ ∈ [σr,R],

(H′2) f(t, ρ; τ) ≤ 0,∀ρ ∈ [σr, r] and f(t, ρ; τ) ≥ 0, ∀ρ ∈ [σR,R].

uniformly with respect to τ ∈ [0, 1]. We need to find a priori estimates for the
possible positive T -periodic solutions of (3.1). The important point to be proved is
the following.

Proposition 3.2 Suppose that there exist a ∈ A and 0 < r < R such that
f(t, ρ; τ) satisfies (H′1) and (H′2). Then, equation (3.1) has at least one T -periodic
solution.

Proof The existence is established using Theorem 2.3. To do so, let us write
equation (3.1) as

ρ̈+ a(t)ρ = f(t, ρ; τ) + a(t)ρ.

Define the open sets

Ω1 = {ρ ∈ X : ‖ρ‖ < r, Ω2 = {ρ ∈ X : ‖ρ‖ < R}.

Let K be a cone defined by (2.5) and define an operator on K by

(Φρ)(t) =

∫ T

0

G(t, s) [f(s, ρ(s); τ) + a(t)ρ] ds.

Clearly, Φ : K ∩ (Ω̄R\Ωr)→ C[0, T ] is continuous and completely continuous since
f : [0, T ]× [σr,R]× [0, 1] is continuous. Also we have Φ(K) ⊂ K.

By the first inequality of condition (H′1), we have f(t, ρ; τ) +a(t)ρ ≥ a(t)ρ, ∀ρ ∈
[σr, r]. Let ψ ≡ 1, so ψ ∈ K. Now we prove that

ρ 6= Φρ+ λρ, ∀ρ ∈ K ∩ ∂Ωr and λ > 0.(3.2)

Suppose not, that is, suppose there exist ρ0 ∈ K ∩ ∂Ωr and λ0 > 0 such that ρ0 =
Φρ0 +λ0ψ. Now since ρ0 ∈ K∩∂Ωr, then ρ0(t) ≥ σ‖ρ0‖ = σr. Let µ = min

t∈[0,T ]
ρ0(t).

Then we have

ρ0(t) = (Φρ0)(t) + λ0

=

∫ T

0

G(t, s)[f(s, ρ0(s); τ) + a(s)ρ0(s)]ds+ λ0

≥
∫ T

0

G(t, s)a(s)ρ0(s)ds+ λ0

≥ µ

∫ T

0

G(t, s)a(s)ds+ λ0 = µ+ λ0,

note
∫ T

0
G(t, s)a(s)ds = 1. This implies µ ≥ µ + λ0, a contradiction. Therefore,

(3.2) holds.
On the other hand, by the second inequality of condition (H′2), we have

f(t, ρ; τ) + a(t)ρ ≤ a(t)ρ, ∀ρ ∈ [σR,R].
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Now we prove that

‖Φx‖ ≤ ‖x‖, x ∈ K ∩ ∂ΩR.(3.3)

In fact, for any ρ ∈ K ∩ ∂ΩR, we have

(Φx)(t) =

∫ T

0

G(t, s) [f(s, ρ0(s); τ) + a(s)ρ(s)] ds

≤
∫ T

0

G(t, s)a(s)ρ(s)ds

≤
∫ T

0

G(t, s)a(s)ds · max
t∈[0,T ]

ρ(t) = ‖ρ‖.

Therefore, ‖Φρ‖ ≤ ‖ρ‖, that is, (3.3) holds.
It follows from Theorem 3.3, (3.2) and (3.3) that Φ has a fixed point ρ ∈ K ∩

(Ω̄R\Ωr), the proof is finished. �
Proof of Theorem 3.1 Now, from Proposition 3.2, this fixed point is a positive

solution of (3.1) satisfying r ≤ ‖x‖ ≤ R.
Notice the boundary condition ρ̇(0) = ρ̇(T ). Integrate (3.1) from 0 to T , we get∫ T

0

ρ̈(t)dt = −
∫ T

0

f(t, ρ(t); τ)dt = 0.

Thus ‖f(t, ρ(t); τ)‖1 = 2‖f+(t, ρ(t); τ)‖1. Since ρ(0) = ρ(T ), there exists t1 ∈ [0, T ]
such that ρ̇(t1) = 0. Therefore

‖ρ̇‖ = max
0≤t≤T

|ρ̇(t)| = max
0≤t≤T

∣∣∣∣∫ t

t1

ρ̈(s)ds

∣∣∣∣
≤
∫ T

0

|f(s, ρ(s); τ)| ds = 2

∫ T

0

∣∣f+(s, ρ(s); τ)
∣∣ ds

≤ 2

∫ T

0

|a(s)ρ(s)| ds

≤ 2R‖a‖1 := H.

where f+(t, ρ(t); τ) = max{f(t, ρ(t); τ), 0}.
Define the linear operator L as in (2.5) and the Nemytzkii operator

Nτ : X∗ → L1(0, T ),

(Nτρ)(t) = −f(t, ρ(t); τ),

(3.1) also can be translated to the fixed problem

ρ = (L− σI)−1(Nτ − σI)ρ,(3.4)

since L− σI is invertible.
Take C = max{1/r,R,H} and let the open bounded in X be

Ω = {ρ ∈ X :
1

C
< ρ(t) < C and |ρ̇(t)| < C for all t ∈ [0, T ]}.

Obviously, Ω is an open subset of C1[0, T ], and equation (3.4) has no solutions on
∂Ω.
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In order to compute the degree, we consider equation (3.1). By homotopy in-
variance of degree, the degree has to be the same for every τ ∈ [0, 1]. Therefore,
we consider the equation (3.1) with τ = 0, that is the equation

ρ̈+
1

r2
ρ− 1

ρ
= 0,

which is equivalent to the system

Ẏ = F (Y ) =

(
u,

ρ

r2
− 1

ρ

)
,

where Y = (ρ, u).
It is easy to know that F has a unique zero (ρ0, u0) and the determinant of Ja-

cobian matrix satisfies |JF (ρ0, u0)| > 0. By Lemma the result of Capietto, Mawhin
and Zanolin [4], the Leray-Schauder degree of I−L−1N(µ, ·) is equal to the Brouwer
degree of F, i.e.,

dL(I − L−1N(µ, ·, ),Ω, 0) = dB(F, (
1

C
,C)× (−C,C)) = 1.

By Theorem 2.1, the proof of Theorem 3.1 is thus completed.
It is a direct consequence of Theorem 3.1 taking r and R small and big enough,

respectively. We obtain
Corollary 3.3 Assume that the following two conditions hold:

(H3) lim
ρ→0+

f(t, ρ)/ρ = −∞, uniformly for t ∈ [0, T ],

(H4) lim
ρ→+∞

f(t, ρ)/ρ = +∞, uniformly for t ∈ [0, T ]

Then problem (1.1) has the same conclusion of Theorem 3.1.
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Abstract. Let A and B be real ternary Banach algebras. An additive mapping = : (A, [ ]A) −→ (B, [ ]B) is

called a ternary Jordan homomorphism if =([x, x, x]A) = [=(x),=(x),=(x)]B for all x ∈ A.

In this paper, we investigate the stability and superstability of ternary Jordan ring homomorphisms in ternary

Banach algebras by using the fixed point method.

1. Introduction

Ternary algebraic operations were considered in the 19th century by several mathematicians. Cayley [5] who

introduced the notion of cubic matrix which in turn was generalized by Kapranov, Gelfand and Zelevinskii in

1990 [13]. As an application in physics, the quark model inspired a particular brand of ternary algebraic systems.

There are also some applications, although still hypothetical, in the fractional quantum Hall effect, the non-

standard statistics (the anyons), supersymmetric theories, Yang-Baxter equation, etc, (cf. [1, 26]).

The comments on physical applications of ternary structures can be found in [2, 8, 9, 21, 22, 23, 26].

Let A and B be ternary Banach algebras. An additive mapping = : (A, [ ]A) → (B, [ ]B) is called a ternary ring

homomorphism if

=([x, y, z]A) = [=(x),=(y),=(z)]B

for all x, y, z ∈ A. An additive mapping = : (A, [ ]A)→ (B, [ ]B) is called a ternary Jordan ring homomorphism if

=([x, x, x]A) = [=(x),=(x),=(x)]B

for all x ∈ A.
We say that a functional equation (Q) is stable if any function g satisfying the equation (Q) approximately is

near to true solution of (Q). Also, we say that a functional equation is superstable if every approximately solution

is an exact solution of it.

02010 Mathematics Subject Classification. Primary 39B52; 39B82; 46B99; 17A40.
0Keywords: stability, superstability, ternary Jordan ring homomorphism; ternary Banach algebra.
0∗Corresponding uuthor: dyshin@uos.ac.kr (Dong Yun Shin).
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The study of stability problems originated from a famous talk given by Ulam [25] in 1940: “Under what

condition does there exist a homomorphism near an approximate homomorphism?” In 1941, Hyers [12] answered

affirmatively the question of Ulam for additive mappings between Banach spaces. A generalized version of the

theorem of Hyers for approximately additive maps was given by Rassias [20] in 1978. For more details about

various results concerning such problems the reader is referred to [3, 6, 7, 10, 11, 15, 16, 17, 18, 19, 24].

We need the following fixed point theorem.

Theorem 1.1. [14] Suppose that (Ω, d) is a complete generalized metric space and T : Ω → Ω is a strictly

contractive mapping with the Lipschitz constant L. Then, for any x ∈ Ω, either

d(Tnx, Tn+1x) =∞, ∀n ≥ 0,

or there exists a positive integer n0 such that

(1) d(Tnx, Tn+1x) <∞ for all n ≥ n0;

(2) the sequence {Tnx} is convergent to a fixed point y∗ of T ;

(3) y∗ is the unique fixed point of T in Λ = {y ∈ Ω : d(Tn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Ty) for all y ∈ Λ.

In this paper, we prove the stability and superstability of ternary Jordan ring homomorphisms in ternary

Banach algebras by using the fixed point method.

2. Stability of ternary Jordan ring homomorphisms

In this section, we establish the stability ternary Jordan ring homomorphisms in ternary Banach algebras.

Throughout this section, assume that A and B are ternary Banach algebras.

Lemma 2.1. [9] Let f : A→ B be an additive mapping. Then the following assertions are equivalent

f([a, a, a]) = [f(a), f(a), f(a)] (2.1)

for all a ∈ A, and

f([a, b, c] + [b, c, a] + [c, a, b]) = [f(a), f(b), f(c)] + [f(b), f(c), f(a)] + [f(c), f(a), f(b)] (2.2)

for all a, b, c ∈ A.

Theorem 2.2. Let f : A → B be a mapping for which there exist functions ϕ : A × A → [0,∞) and ψ :

A×A×A→ [0,∞) such that

‖f(x+ y)− f(x)− f(y)‖ ≤ ϕ(x, y), (2.3)

‖f([x, y, z] + [y, z, x] + [z, x, y])− [f(x), f(y), f(z)]− [f(y), f(z), f(x)]− [f(z), f(x), f(y)]‖ ≤ ψ(x, y, z) (2.4)

for all x, y, z ∈ A. If there exists a constant 0 < L < 1 such that

ϕ
(x

2
,
y

2

)
≤ L

2
ϕ(x, y), (2.5)
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ψ
(x

2
,
y

2
,
z

2

)
≤ L

23
ψ(x, y, z) (2.6)

for all x, y, z ∈ A, then there exists a unique ternary Jordan ring homomorphism = : A→ B

‖f(x)−=(x)‖ ≤ L

2(1− L)
ϕ(x, x) (2.7)

for all x ∈ A.

Proof. It follows from (2.5) and (2.6) that

lim
n→∞

2nϕ
( x

2n
,
y

2n

)
= 0, (2.8)

lim
n→∞

23nψ
( x

2n
,
y

2n
,
z

2n

)
= 0 (2.9)

for all x, y, z ∈ A. By (2.5), limn→∞ 2nϕ(0, 0) = 0 and so ϕ(0, 0) = 0. Letting x = y = 0 in (2.3), we get

f(0) ≤ ϕ(0, 0) = 0 and so f(0) = 0.

Let Ω = {g : A→ B, g(0) = 0}. We introduce a generalized metric on Ω as follows:

d(g, h) = dϕ(g, h) = inf{K ∈ (0,∞) : ‖g(x)− h(x)‖ ≤ Kϕ(x, x), ∀x ∈ A} .

It is easy to show that (Ω, d) is a generalized complete metric space.

Now, we consider the mapping T : Ω→ Ω defined by Tg(x) = 2g(x
2 ) for all x ∈ A and g ∈ Ω. Note that, for

all g, h ∈ Ω and x ∈ A,

d(g, h) < K ⇒ ‖g(x)− h(x)‖ ≤ Kϕ(x, x)

⇒ ‖2g(
x

2
)− 2h(

x

2
)‖ ≤ 2 K ϕ(

x

2
,
x

2
)

⇒ ‖2g(
x

2
)− 2h(

x

2
)‖ ≤ L K ϕ(x, x)

⇒ d(Tg, Th) ≤ L K.

Hence we show that

d(Tg, Th) ≤ L d(g, h)

for all g, h ∈ Ω, that is, T is a strictly contractive mapping of Ω with the Lipschitz constant L.

Putting y = x in (2.3), we get

‖f(2x)− 2f(x)‖ ≤ ϕ(x, x)

for all x ∈ A. So ∥∥∥f(x)− 2f
(x

2

)∥∥∥ ≤ ϕ(x
2
,
x

2

)
≤ L

2
ϕ(x, x)

for all x ∈ A, that is, d(f, Tf) ≤ L
2 <∞.

Let us denote

=(x) = lim
n→∞

2nf
( x

2n

)
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for all x ∈ A since limn→∞ d(Tnf,=) = 0. By the result in [4] ,= is a ternary Jordan mapping and so it follows

from the definition of =, (2.4) and (2.9) that

‖=([x, y, z] + [y, z, x] + [z, x, y])− [=(x),=(y),=(z)]− [=(y),=(z),=(x)]− [=(z),=(x),=(y)]‖

= lim
n→∞

∥∥∥f (23n[
x

2n
,
y

2n
,
z

2n
] + 23n[

z

2n
,
y

2n
,
x

2n
] + 23n[

z

2n
,
x

2n
,
y

2n
]
)

− 23n[f
( x

2n

)
, f

( y

2n

)
, f

( z

2n

)
]− 23n[f

( y

2n

)
, f

( z

2n

)
, f

( x

2n

)
]− 23n[f

( z

2n

)
, f

( x

2n

)
, f

( y

2n

)
]
∥∥∥

≤ lim
n→∞

23nψ
( x

2n
,
y

2n
,
z

2n

)
= 0

and so

=([x, y, z] + [y, z, x] + [z, x, y]) = [=(x),=(y),=(z)] + [=(y),=(z),=(x)] + [=(z),=(x),=(y)]

for all x ∈ A.

According to Theorem 1.1, since F is the unique fixed point of T in the set Λ = {g ∈ Ω : d(f, g) <∞}, F is the

unique mapping such that

‖f(x)− F(x)‖ ≤ K ϕ(x, x)

for all x ∈ A and K > 0. Again, using Theorem 1.1, we have

d(f,F) ≤ 1

1− L
d(f, Tf) ≤ L

2(1− L)

and so

‖f(x)− F(x)‖ ≤ L

2(1− L)
ϕ(x, x)

This completes the proof. �

Corollary 2.3. Let θ, p be nonnegative real numbers with r, p > 1 and r−3p
2 ≥ 1. Suppose that f : A → B is a

mapping such that

‖f(x+ y)− f(x)− f(y)‖ ≤ θ(‖x‖r + ‖y‖r),

‖f([x, y, z] + [y, z, x] + [z, x, y])− [f(x), f(y), f(z)]− [f(y), f(z), f(x)]− [f(z), f(x), f(y)]‖ ≤ θ(‖x‖p.‖y‖p.‖z‖p)

for all x, y, z ∈ A. Then there exists a unique ternary Jordan ring homomorphism F : A→ B satisfying

‖f(x)− F(x)‖ ≤ θ

(2r − 2)
‖x‖r

for all x ∈ A.

Proof. The proof follows from Theorem 2.2 by taking

ϕ(x, y) := θ(‖x‖r + ‖y‖r), ψ(x, y, z) := θ(‖x‖p.‖y‖p.‖z‖p)

for all x, y ∈ A. Then we can choose L = 21−r and so the desired conclusion follows. �

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

405 Eshaghi Gordji et al 402-408



M. Eshaghi Gordji, V. Keshavarz, J. Lee, D. Shin, C. Park

Remark 2.4. Let f : A → B be a mapping with f(0) = 0 such that there exist functions ϕ : A × A → [0,∞)

and ψ : A×A×A→ [0,∞) satisfying (2.3) and (2.4). Let 0 < L < 1 be a constant such that

ϕ(2x, 2y) ≤ 2Lϕ(x, y), ψ(2x, 2y, 2z) ≤ 23Lψ(x, y, z)

for all x, y, z ∈ A. By the similar method as in the proof of Theorem 2.2, one can show that there exists a unique

ternary Jordan ring homomorphism F : A→ X satisfying

‖f(x)− F(x)‖ ≤ 1

2(1− L)
ϕ(x, x)

for all x ∈ A. For the case

ϕ(x, y) := δ + θ(‖x‖r + ‖y‖r), ψ(x, y, z) := δ + θ(‖x‖p · ‖y‖p · ‖z‖p)

(where θ, δ are nonnegative real numbers and r > 0, p < 1 and r−3p
2 ≥ 1), there exists a unique ternary Jordan

ring homomorphism = : A→ X satisfying

‖f(x)− F(x)‖ ≤ δ

(2− 2r)
+

θ

(2− 2r)
‖x‖r

for all x ∈ A.

3. Superstability of ternary Jordan ring homomorphisms

In this section, we formulate and prove the superstability of ternary Jordan ring homomorphisms.

Theorem 3.1. Suppose that there exist function ψ : A×A×A→ [0,∞) and a constant 0 < L < 1 such that

ψ
(x

2
,
y

2
,
z

2

)
≤ L

23
ψ(x, y, z)

for all x, y, z ∈ A. Moreover, if f : A→ B is an additive mapping such that

‖f([x, y, z] + [y, z, x] + [z, x, y])− [f(x), f(y), f(z)]− [f(y), f(z), f(x)]− [f(z), f(x), f(y)]‖ ≤ ψ(x, y, z)

for all x, y, z ∈ A, then f is a ternary Jordan ring homomorphism.

Proof. The proof of this theorem is omitted as similar to the proof of Theorem 2.2. �

Corollary 3.2. Let θ, r, s be nonnegative real numbers with r > 1 and s > 3. If f : A→ B is an additive mapping

such that

‖f([x, y, z] + [y, z, x] + [z, x, y])− [f(x), f(y), f(z)]− [f(y), f(z), f(x)]− [f(z), f(x), f(y)]‖ ≤ θ(‖x‖s + ‖y‖s + ‖z‖s)

for all x, y, z ∈ A, then f is a ternary Jordan ring homomorphism.
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Remark 3.3. Let θ, r be nonnegative real numbers with r < 1. Suppose that there exists a function ψ :

A×A×A→ [0,∞) and a constant 0 < L < 1 such that

ψ(2x, 2y, 2z) ≤ 23Lψ(x, y, z)

for all x, y, z ∈ A. If f : A→ B is an additive mapping such that

‖f([x, y, z] + [y, z, x] + [z, x, y])− [f(x), f(y), f(z)]− [f(y), f(z), f(x)]− [f(z), f(x), f(y)]‖ ≤ ψ(x, y, z)

for all x, y, z ∈ A, then f is a ternary Jordan ring homomorphism.

References

[1] V. Abramov, R. Kerner, and B. Le Roy, Hypersymmetry: a Z3 graded generalization of supersymmetry, J.

Math. Phys. 38 (1997), 1650–1669.

[2] F. Bagarello and G. Morchio, Dynamics of mean-field spin models from basic results in abstract differential

equations, J. Stat. Phys. 66 (1992), 849–866.
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Approximate controllability of fractional

impulsive stochastic functional differential

inclusions with infinite delay and fractional

sectorial operators

Zuomao Yan∗ and Xiumei Jia

January 30, 2016

Abstract: In this paper, the approximate controllability of fractional impul-
sive stochastic functional differential inclusions with infinite delay and fractional
sectorial operators is considered. By using the stochastic analysis, the fractional
sectorial operators and a fixed-point theorem for multi-valued maps, a new set of
necessary and sufficient conditions are formulated which guarantees the approx-
imate controllability of the fractional impulsive stochastic system. The results
are obtained under the assumption that the associated linear system is approx-
imately controllable. Finally, an example is also given to illustrate the obtained
theory.

2000 MR Subject Classification: 34A37; 60H15; 26A33; 93B05; 93E03
Keywords: Approximate controllability; Fractional impulsive stochastic

functional differential inclusions; Infinite delay; Fractional sectorial operators;
Fixed point theorem

1 Introduction

The notion of controllability has played a central role throughout the history of
modern control theory. Moreover, approximate controllable systems are more
prevalent and very often approximate controllability is completely adequate in
applications; see [1-3]. Therefore, various approximate controllability problems
for different kinds of dynamical systems have been investigated in many pub-
lications; see [4,5] and references therein. The fractional differential equations
has received a great deal of attention, and they play an important role in many
applied fields, including viscoelasticity, electrochemistry, control, porous media,
electromagnetic and so on. In recent years, several papers have studied the
approximate controllability of semilinear fractional differential systems with-
out delay and infinite delay (see [6-9]). As a result of its widespread use, the
approximate controllability of stochastic systems have received extensive atten-
tion. More recently, there are very few contributions regarding the approximate

1
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controllability of fractional stochastic control system. For example, Sakthivel
et al. [10], Kerboua et al. [11], Muthukumar and Rajivganthi [12], Farahi and
Guendouzi [13].

Impulsive partial functional differential equations or inclusions have become
an active area of investigation due to their applications in fields such as me-
chanics, electrical engineering, medicine biology (see [14]). Recently, the ap-
proximate controllability for some fractional impulsive semilinear differential
systems have been studied in several papers. For example, Liu and Bin [15]
studied the approximate controllability for a class of Riemann-Liouville frac-
tional impulsive differential inclusions. Balasubramaniam et al. [16] derived
sufficient conditions for the approximate controllability of impulsive fractional
integro-differential systems with nonlocal conditions in Hilbert space. Chalisha-
jar et al. [17] discussed the approximate controllability of abstract impulsive
fractional neutral evolution equations with infinite delay in Banach spaces. How-
ever, besides impulse effects and delays, stochastic effects likewise exist in real
systems. For semilinear impulsive stochastic control systems in Hilbert spaces,
there are several papers devoted to the approximate controllability (see [18,19]).
Zang and Li [20] obtained the approximate controllability of fractional impul-
sive neutral stochastic differential equations with nonlocal conditions by using
Krasnoselskii-Schaefer-type fixed point theorem.

Motivated by the researches mentioned previously, in this paper we con-
sider the approximate controllability of a class of fractional impulsive stochastic
functional differential inclusions with infinite delay in Hilbert spaces of the form

cDαN(xt) ∈ AN(xt) + Bu(t) + F (t, xt)
dw(t)

dt
, (1)

α ∈ (0, 1), t ∈ J = [0, b], t 6= tk,

x0 = ϕ ∈ B, (2)

∆x(tk) = Ik(xtk
), k = 1, . . . , m, (3)

where the state x(·) takes values in a separable real Hilbert space H with inner
product 〈·, ·〉H and norm ‖ · ‖H . Here cDα is the Caputo fractional derivative
of the order α ∈ (0, 1) with the lower limit zero, A is a fractional sectorial
operator defined on (H, ‖ · ‖H). Let K be another separable Hilbert space with
inner product 〈·, ·〉K and norm ‖ · ‖K . Suppose {w(t) : t ≥ 0} is a given K-
valued Wiener process with a covariance operator Q > 0 defined on a complete
probability space (Ω,F , P ) equipped with a normal filtration {Ft}t≥0, which
is generated by the Wiener process w. The control function u ∈ Lp

F (J, U),
a Hilbert space of admissible control functions, p ≥ 2 be an integer, and B
is a bounded linear operator from a Banach space U to H. The time history
xt : (−∞, 0] → H given by xt(θ) = x(t+θ) belongs to some abstract phase space
B defined axiomatically; F, G, Ik(k = 1, . . . , m), N(ψ) = ψ(0) − G(t, ψ), ψ ∈ B,
are given functions to be specified later. Moreover, let 0 < t1 < · · · < tm < b,
are prefixed points and the symbol ∆x(tk) = x(t+k ) − x(t−k ), where x(t−k ) and
x(t+k ) represent the right and left limits of x(t) at t = tk, respectively. The

2
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initial data {ϕ(t) : −∞ < t ≤ 0} is an F0-adapted, B-valued random variable
independent of the Wiener process w with finite second moment.

To the best of our knowledge, the approximate controllability of fractional
impulsive stochastic functional differential inclusions with infinite delay and
fractional sectorial operators and the form (1)-(3) is an untreated topic in the
literature. To close the gap in this paper, we study this interesting problem.
Sufficient conditions for the approximate controllability results are derived by a
fixed-point theorem for multi-valued maps combined with the stochastic analysis
and the fractional sectorial operators. The known results appeared in [15-20]
are generalized to the fractional impulsive stochastic systems settings and the
case of infinite delay.

The rest of this paper is organized as follows. In Section 2, we introduce
some notations and necessary preliminaries. In Section 3, we give our main
results. In Section 4, an example is given to illustrate our results.

2 Preliminaries

Let (Ω,F , P ) be a complete probability space with probability measure P on Ω
and a normal filtration {Ft}t≥0. Let H, K be two real separable Hilbert spaces
and we denote by 〈·, ·〉H , 〈·, ·〉K their inner products and by ‖ · ‖H , ‖ · ‖K their
vector norms, respectively. L(H, K) be the space of bounded linear operators
mapping K into H equipped with the usual norm ‖ · ‖H and L(H) denotes
the Banach space of bounded linear operators from H to H. Let {w(t) : t ≥ 0}
denote an K-valued Wiener process defined on the probability space (Ω,F , P )
with covariance operator Q. We assume that there exists a complete orthonormal
system {en}∞n=1 in K, a bounded sequence of nonnegative real numbers {λn}∞n=1

such that Qen = λnen, n = 1, 2, . . . , and a sequence βn of independent Brownian
motions such that

〈w(t), e〉 =
∞∑

n=1

√
λn〈en, e〉βn(t), e ∈ K, t ∈ J,

and Ft = Fw
t , where Fw

t is the σ-algebra generated by {w(s) : 0 ≤ s ≤ t}.
Let L0

2 = L2(K0,H) be the space of all Hilbert-Schmidt operators from K0 to
H with the norm ‖ ψ ‖2

L0
2
= Tr((ψQ1/2)(ψQ1/2)∗) for any ψ ∈ L0

2. Clearly for
any bounded operators ψ ∈ L(K, H) this norm reduces to ‖ ψ ‖2

L0
2
= Tr(ψQψ∗).

Let Lp(Fb,H) be the Banach space of all Fb-measurable pth power integrable
random variables with values in the Hilbert space H. Let C([0, b];Lp(F ,H)) be
the Banach space of continuous maps from [0, b] into Lp(F ,H) satisfying the
condition supt∈J E ‖ x(t) ‖p

H< ∞.
We use the notations P(H) is the family of all subsets of H. Let us introduce

the following notations:

Pcl(H) = {x ∈ P(H) : x is closed}, Pbd(H) = {x ∈ P(H) : x is bounded},
Pcv(H) = {x ∈ P(H) : x is convex}, Pcp(H) = {x ∈ P(H) : x is compact}.

3
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Consider Hd : P(H)× P(H) → R+ ∪ {∞} given by

Hd(Ã, B̃) = max
{

sup
ã∈Ã

d(ã, B̃), sup
b̃∈B̃

d(Ã, ã)
}

,

where d(Ã, b̃) = inf
ã∈Ã

d(ã, b̃), d(ã, B̃) = inf
b̃∈B̃

d(ã, b̃). Then, (Pbd,cl(H),Hd) is
a metric space and (Pcl(H),Hd) is a generalized metric space. In what follows,
we briefly introduce some facts on multi-valued analysis. For more details, one
can see [21,22].

A multi-valued map Φ : J → Pcl(H) is said to be measurable if for each
x ∈ H, the function Y : J → R+ defined by Y (t) = d(x,Φ(t)) = inf{d(x, z) :
z ∈ Φ(t)} is measurable.

Φ has a fixed point if there is x ∈ H such that x ∈ Φ(x). The set of fixed
points of the multi-valued operator Φ will be denoted by FixΦ.
Definition 2.1. A multi-valued operator Φ : H → Pcl(H) is called:

(a) γ-Lipschitz if there exists γ > 0 such that

Hd(Φ(x),Φ(y)) ≤ γd(x, y), x, y ∈ H.

(b) a contraction if it is γ-Lipschitz with γ < 1.

In this paper, we assume that the phase space (B, ‖ · ‖B) is a seminormed
linear space of F0-measurable functions mapping (−∞, 0] into H, and satisfying
the following fundamental axioms due to Hale and Kato (see e.g., in [23]).

(A) If x : (−∞, σ + b] → H, b > 0, is such that x|[σ,σ+b] ∈ C([σ, σ + b],H) and
xσ ∈ B, then for every t ∈ [σ, σ + b] the following conditions hold:

(i) xt is in B;

(ii) ‖ x(t) ‖H≤ H̃ ‖ xt ‖B;

(iii) ‖ xt ‖B≤ K(t − σ) sup{‖ x(s) ‖H : σ ≤ s ≤ t} + M(t − σ) ‖ xσ ‖B,
where H̃ ≥ 0 is a constant; K, M : [0,∞) → [1,∞), K is continuous
and M is locally bounded, and H̃,K, M are independent of x(·).

(B) For the function x(·) in (A), the function t → xt is continuous from [σ, σ+b]
into B.

(C) The space B is complete.

The next result is a consequence of the phase space axioms.
Lemma 2.1. Let x : (−∞, b] → H be an Ft-adapted measurable process such
that the F0-adapted process x0 = ϕ(t) ∈ L0

2(Ω,B) and x|[0,b] ∈ PC([0, b],H),
then

‖ xs ‖B≤ MbE ‖ ϕ ‖B +Kb sup
0≤s≤b

E ‖ x(s) ‖H ,

where Kb = sup{K(t) : 0 ≤ t ≤ b},Mb = sup{M(t) : 0 ≤ t ≤ b}.

4
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We introduce the space PC formed by all Ft-adapted measurable, H-valued
stochastic processes {x(t) : t ∈ [0, b]} such that x is continuous at t 6= tk,
x(tk) = x(t−k ) and x(t+k ) exists for all k = 1, ..., m. In this paper, we always
assume that PC is endowed with the norm

‖ x ‖PC= ( sup
0≤t≤b

E ‖ x(t) ‖p
H)

1
p .

Then (PC, ‖ · ‖PC) is a Banach space.
Definition 2.2 ([24]). The fractional integral of order γ with the lower limit
zero for a function h ∈ L1(J,H) is defined as

Iγ
t h(t) =

1
Γ(γ)

∫ t

0

h(s)
(t− s)1−γ

ds, t > 0, γ > 0

provided the right side is point-wise defined on [0,∞), where Γ(·) is the gamma
function.
Definition 2.3 ([24]). The Riemann-Liouville derivative of order γ with the
lower limit zero for a function h ∈ L1(J,H) can be written as

Dγ
t h(t) =

1
Γ(n− γ)

dn

dtn

∫ t

0

h(s)
(t− s)γ+1−n

ds, t > 0, n− 1 < γ < n.

Definition 2.4 ([24]). The Caputo derivative of order γ for a function h ∈
L1(J,H) can be written as

Dγ
t h(t) = Dγ

t (h(t)− h(0)), t > 0, 0 < γ < 1.

Next, we are ready to recall some facts of fractional Cauchy problem.

cDα
t x(t) = Ax(t), t ≥ 0, (4)

x0 = ϕ ∈ B, (5)

where A is linear closed and D(A) is dense.
Definition 2.5 ([25]). A family {Sα(t) : t ≥ 0} ⊂ L(H) is called a solution
operator for (4)-(5) if the following conditions are satisfied:

(a) Sα(t) is strongly continuous for t ≥ 0 and Sα(0) = I.

(b) Sα(t)D(A) ⊂ D(A) and ASα(t)ϕ = Sα(t)Aϕ for all ϕ ∈ D(A), t ≥ 0.

(c) Sα(t)ϕ is a solution of (4)-(5) for all ϕ ∈ D(A), t ≥ 0.

Definition 2.6 ([24]). An operator A is said to be belong to eα(M, ω) if the
solution operator Sα(·) of (4)-(5) satisfies

‖ Sα(t) ‖L(H)≤ Meωt, t ≥ 0

for some constants M ≥ 1 and ω ≥ 0.

5
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Definition 2.7 ([24]). A solution operator Sα(·) of (4)-(5) is called analytic if
it admits an analytic extension to a sector Σθ0 = {λ ∈ C−{0} : arg λ < θ0} for
some θ0 ∈ (0, π

2 ]. An analytic solution operator is said to be of analyticity type
(θ0, ω0) if for each θ < θ0 and ω > ω0 there is an M = M(θ, ω) such that

‖ Sα(t) ‖L(H)≤ MeωRet, t ∈ Σθ.

Set
eα(ω) =

⋃
{eα(M, ω) : M ≥ 1}, eα :=

⋃
{eα(ω) : ω ≥ 0},

and Aα(θ0, ω0) = {A ∈ eα : A generates an analytic solution operator Sα

of type (θ0, ω0)}.
Remark 2.3 ([25, Theorem 2.14]). Let α ∈ (0, 2). A linear closed densely
defined operator A belongs to Aα(θ0, ω0) if and only if λα ∈ ρ(A) for each
λ ∈ Σθ0+

π
2
(ω0) = {C−{0} : | arg(λ−ω0)| < θ0 + π

2 } and for any ω > ω0, θ < θ0

there is a constant C = C(θ, ω) such that

‖ λα−1R(λα, A) ‖L(H)≤
C

|λ− ω|
for λ ∈ Σθ0+

π
2
.

According to the proof of Theorem 2.14 in [25], if A ∈ Aα(θ0, ω0) for some
θ0 ∈ (0, π) and ω0 ∈ R, the solution operator for the Eq. (4)-(5) is given by

Sα(t) =
1

2πi

∫

Γ

eλtλα−1R(λα, A)dλ

for a suitable path Γ. Next, a mild solution of the Cauchy problem

cDα
t x(t) = Ax(t) + f(t), t ∈ J,

x0 = ϕ ∈ B,

can be defined by

x(t) = Sα(t)ϕ +
∫ t

0

Tα(t− s)f(s)ds,

where
Tα(t) =

1
2πi

∫

Γ

eλtR(λα, A)dλ

for a suitable path Γ and f : J → H is continuous.
Lemma 2.2 ([25]). If A ∈ Aα(θ0, ω0) then

‖ Sα(t) ‖L(H)≤ Meωt, ‖ Tα(t) ‖L(H)≤ Ceωt(1 + tα−1)

for every t > 0, ω > ω0. So putting

M̃S := sup
0≤t≤b

‖ Sα(t) ‖L(H), M̃T := sup
0≤t≤b

Ceωt(1 + tα−1),

6
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we get
‖ Sα(t) ‖L(H)≤ M̃S , ‖ Tα(t) ‖L(H)≤ tα−1M̃T .

Based on the above consideration, we introduce the definition of mild solu-
tion for (1)-(3).
Definition 2.8. Let A ∈ Aα(θ0, ω0) with θ0 ∈ (0, π

2 ] and ω0 ∈ R. An Ft-
adapted stochastic process x : (−∞, b] → H is called a mild solution of the
system (1)-(3) if x0 = ϕ ∈ B satisfying x0 ∈ L0

2(Ω,H), x|[0,b] ∈ PC, and

x(t) =





Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)
+

∫ t

0
Tα(t− s)Bu(s)ds

+
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ [0, t1],

Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)
+Sα(t− t1)I1(xt1)
+

∫ t

0
Sα(t− s)Bu(s)ds

+
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (t1, t2],

...
Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)

+
∑m

k=1 Sα(t− tk)Ik(xtk
)

+
∫ t

0
Sα(t− s)Bu(s)ds

+
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (tm, b],

where f ∈ SF,x = {f ∈ Lp(J, L0
2) : f(t) ∈ F (t, xt) a.e. t ∈ J}.

Let x(t;ϕ, u) denotes state value of the system (1)-(3) at time t corresponding
to the control u ∈ Lp

F (J, U). In particular, the state of system (1)-(3) at t =
b, x(b; ϕ, u) is called the terminal state with control u and the initial value ϕ.
Introduce the set B(b;ϕ, u) = {x(b;ϕ, u), u(·) ∈ Lp

F (J, U)} is called the reachable
set of the system (1)-(3), where Lp

F (J, U) is the closed subspace of Lp
F (J×Ω, U),

consisting of all Ft-adapted, U -valued stochastic processes.
Definition 2.9. The system (1)-(3) is said to be approximately controllable on
the interval J if B(b;ϕ, u) = Lp(Fb,H), where B(b;ϕ, u) is the closure of the
reachable set.

It is convenient at this point to define operators

Γb
τ =

∫ b

τ

Sα(b− s)BB∗S∗α(b− s)ds, 0 ≤ τ < b,

Γb
0 =

∫ b

0

Sα(b− s)BB∗S∗α(b− s)ds,

R(a,Γb
τ ) = (aI + Γb

τ )−1, R(a,Γb
0) = (aI + Γb

0)
−1 for a > 0,

where B∗ denotes the adjoint of B and S∗α(t) is the adjoint of Sα(t). It is
straightforward that the operator Γb

τ is a linear bounded operator.
Lemma 2.4 ([3]). For any x̃b ∈ Lp(Fb,H) there exists φ̃ ∈ Lp

F (Ω; L2(0, b; L0
2))

such that x̃b = Ex̃b +
∫ b

0
φ̃(s)dw(s).

7
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Now for any a > 0 and x̃b ∈ Lp(Fb,H) we define the control function

ua
x(t) =





S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ [0, t1],

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)(aI + Γb
s)
−1Sα(t− t1)I1(xt1)

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ (t1, t2],

...

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∑m

k=1(aI + Γb
s)
−1Sα(t− tk)Ik(xtk

)
−B∗T ∗α(b− t)

∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ (tm, b],

where f ∈ SF,x = {f ∈ Lp(J, L0
2) : f(t) ∈ F (t, xt) a.e. t ∈ J}.

Lemma 2.5 ([26]). For any p ≥ 1 and for arbitrary L0
2-valued predictable

process φ(·) such that

sup
s∈[0,t]

E

wwww
∫ s

0

φ(v)dw(v)
wwww

2p

H

≤ (p(2p−1))p

( ∫ t

0

(E ‖ φ(s) ‖2p
L0

2
)1/pds

)p

, t ∈ [0,∞).

In the rest of this paper, we denote by M1 =‖ B ‖H , Cp = (p(p− 1)/2)p/2.
Our main results are based on the following lemma.

Lemma 2.6 ([27]). Let (H, d) be a complete metric space. If Φ : H → Pcl(H)
is a contraction, then Fix Φ 6= ∅.

3 Main results

In this section we shall present and prove our main results. Let us list the
following hypotheses.

(H1) The function G : J × B → H is continuous, and there exists a positive
constant LG such that

E ‖ G(t, ψ1)−G(t, ψ2) ‖p
H≤ LG ‖ ψ1 − ψ2 ‖p

B

for t ∈ J, ψ1, ψ2 ∈ B.

8
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(H2) The function F : J × B → Pcp(L0
2) is a multifunction such that (·, φ) →

F (t, φ) is measurable for each φ ∈ B.

(H3) There exists a function l(t) ∈ L
1
q (J,R+), q ∈ (0, α) such that

EHp
d (F (t, φ1), F (t, φ2)) ≤ l(t) ‖ φ1 − φ2 ‖p

B

for t ∈ J, φ1, φ2 ∈ B, and

dp(0, F (t, 0)) ≤ l(t)

for a.e. t ∈ J.

(H4) The functions Ik : B → H are continuous and there exist constants ck

such that
E ‖ Ik(ψ1)− Ik(ψ2) ‖p

H≤ ck ‖ ψ1 − ψ2 ‖p
B

for ψ1, ψ2 ∈ B, k = 1, . . . , m.

(H5) For each 0 ≤ t < b, the operator aR(a,Γb
τ ) → 0 in the strong operator

topology as a → 0+ i.e., the linear differential Cauchy problem corre-
sponding to system (1)-(3) is approximately controllable on J.

Theorem 3.1. Let A ∈ Aα(θ0, ω0) with θ0 ∈ (0, π
2 ] and ω0 ∈ R. If the as-

sumptions (H1)-(H4) are satisfied, then the system (1)-(3) has at least one mild
solution on J, provided that

4p−1Kp
b

[
LG + mp−1M̃p

S

m∑

i=1

ci + CpM̃
p
T

(
1− q

p(1− α) + 1− q

)1−q

×bp(α−1/2)−q ‖ l ‖
L

1
q (J,R+)

][
1 + 3p−1M̃2p

T M2p
1

1
ap

bp(2α−1)

2p(α−1)+1

]
< 1.

Proof. We introduce the space Bb of all functions x : (−∞, b] → H such that
x0 ∈ B and the the restriction x|[0,b] ∈ PC. Let‖ · ‖b be a seminorm in Bb defined
by

‖ x ‖b=‖ x0 ‖B +( sup
0≤s≤b

‖ x(s) ‖p
H)

1
p , x ∈ Bb.

We consider the multi-valued map Φ : Bb → P(Bb) by Φx the set of ρ ∈ Bb

such that

ρ(t) =





Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)
+

∫ t

0
Tα(t− s)Bua

x(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ [0, t1],

Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)
+Sα(t− t1)I1(xt1)
+

∫ t

0
Sα(t− s)Bua

x(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (t1, t2],

...
Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xt)

+
∑m

k=1 Sα(t− tk)Ik(xtk
)

+
∫ t

0
Sα(t− s)Bua

x(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (tm, b],

9
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where f ∈ SF,x = {f ∈ Lp(J, L0
2) : f(t) ∈ F (t, xt) a.e. t ∈ J}.

For ϕ ∈ B, we define ϕ̃ by

ϕ̃(t) =
{

ϕ(t), −∞ < t ≤ 0,
Sα(t)ϕ(0), 0 ≤ t ≤ b,

then ϕ̃ ∈ Bb. Set x(t) = y(t)+ ϕ̃(t),−∞ < t ≤ b. It is clear to see that x satisfies
Definition 2.8 if and only if y satisfies y0 = 0 and

y(t) =





Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, yt + ϕ̃t)
+

∫ t

0
Tα(t− s)Bua

y(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ [0, t1],

Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, yt + ϕ̃t)
+Sα(t− t1)I1(yt1 + ϕ̃t1)
+

∫ t

0
Sα(t− s)Bua

y(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (t1, t2],

...
Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, yt + ϕ̃t)

+
∑m

k=1 Sα(t− tk)Ik(ytk
+ ϕ̃tk

)
+

∫ t

0
Sα(t− s)Bua

y(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (tm, b],

where

ua
y(t) =





S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Tα(b− s)f(s)dw(s), t ∈ [0, t1],

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)(aI + Γb
s)
−1Sα(t− t1)I1(xt1)

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Tα(b− s)f(s)dw(s), t ∈ (t1, t2],

...

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∑m

k=1(aI + Γb
s)
−1Sα(t− tk)Ik(xtk

)
−B∗T ∗α(b− t)

∫ b

0
(aI + Γb

s)
−1Tα(b− s)f(s)dw(s), t ∈ (tm, b],

and f ∈ SF,y = {f ∈ Lp(J, L0
2) : f(t) ∈ F (t, ys + ϕ̃s) a.e. t ∈ J}.

Let B0
b = {y ∈ Bb : y0 = 0 ∈ B}. For any y ∈ B0

b ,

‖ y ‖b=‖ y0 ‖B +( sup
0≤s≤b

‖ y(s) ‖p
H)

1
p = ( sup

0≤s≤b
‖ y(s) ‖p

H)
1
p ,

10

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

418 Zuomao Yan et al 409-431



thus (B0
b , ‖ · ‖b) is a Banach space. Define the multi-valued map Φ̄ : B0

b → P(B0
b )

by Φ̄y the set of ρ̄ ∈ B0
b such that ρ̄(t) = 0, t ∈ [−∞, 0] and

ρ̄(t) =





−Sα(t)G(0, ϕ) + G(t, yt + ϕ̃t)
+

∫ t

0
Tα(t− s)Bua

y(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ [0, t1],

−Sα(t)ϕ(0) + G(t, yt + ϕ̃t)
+Sα(t− t1)I1(yt1 + ϕ̃t1)
+

∫ t

0
Sα(t− s)Bua

y(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ (t1, t2],

...
−Sα(t)ϕ(0) + G(t, yt + ϕ̃t)

+
∑m

k=1 Sα(t− tk)Ik(ytk
+ ϕ̃tk

)
+

∫ t

0
Sα(t− s)Bua

y(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ (tm, b],

where f ∈ SF,y. Obviously, the operator Φ has a fixed point if and only if
operator Φ̄ has a fixed point, to prove which we shall employ Lemma 2.6. For
better readability, we break the proof into a sequence of steps.

Step 1. We show that (Φ̄y)(t) ∈ Pcl(B0
b ).

Indeed, let y(n)(t) → y∗(t), (ρ̄n)n≥0 ∈ (Φ̄y)(t) such that ρ̄n(t) → ρ̄∗(t) in
B0

b . Then ρ̄∗(t) ∈ B0
b and there exists fn ∈ SF,y(n) such that, for each t ∈ [0, t1],

ρ̄n(t) = −Sα(t)G(0, ϕ) + G(t, y(n)
t + ϕ̃t)

+
∫ t

0

Tα(t− s)Bua
y(n)(s)ds +

∫ t

0

Tα(t− s)fn(s)dw(s),

where

ua
y(n)(t) = B∗T ∗α(b− t)(aI + Γb

0)
−1

[
Ex̃b +

∫ b

0

φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, y(n)
b + ϕ̃b)

]

−B∗T ∗α(b− t)
∫ b

0

(aI + Γb
s)
−1Tα(b− s)fn(s)dw(s).

Using the fact that F has compact values and (H3) holds, we may pass to a
subsequence if necessary to obtain that fn converges to f∗ in Lp([0, t1], L0

2),
hence, f∗ ∈ SF,y∗ . Then, for each t ∈ [0, t1],

ρ̄n(t) → ρ̄∗(t) = −Sα(t)G(0, ϕ) + G(t, y∗t + ϕ̃t)

+
∫ t

0

Tα(t− s)Bua
y∗(s)ds +

∫ t

0

Tα(t− s)fn(s)dw(s),

where

ua
y∗(t) = S∗T ∗α(b− t)(aI + Γb

0)
−1

[
Ex̃b +

∫ b

0

φ̃(s)dw(s)

11
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−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, y∗b + ϕ̃b)
]

−B∗T ∗α(b− t)
∫ b

0

(aI + Γb
s)
−1Sα(b− s)f∗(s)dw(s).

Similarly, for each t ∈ (tk, tk+1], k = 1, . . . , m, we have

ρ̄n(t) = −Sα(t)G(0, ϕ) + G(t, y(n)
t + ϕ̃t) +

k∑

i=1

Sα(t− ti)Ii(y
(n)
ti

+ ϕ̃ti
)

+
∫ t

0

Tα(t− s)Bua
y(n)(s)ds +

∫ t

0

Tα(t− s)fn(s)dw(s),

where

ua
y(n)(t) = S∗T ∗α(b− t)(aI + Γb

0)
−1

[
Ex̃b +

∫ b

0

φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, y(n)
b + ϕ̃b)

]

−B∗T ∗α(b− t)(aI + Γb
s)
−1

k∑

i=1

Sα(t− ti)Ii(y
(n)
ti

+ ϕ̃ti
)

−B∗T ∗α(b− t)
∫ b

0

(aI + Γb
s)
−1Tα(b− s)fn(s)dw(s).

Using the fact that F has compact values and (H3) holds, we may pass to a
subsequence if necessary to obtain that fn converges to f∗ in Lp([tk, tk+1], L0

2),
hence, f∗ ∈ SF,y∗ . Then, for each t ∈ [tk, tk+1], k = 1, . . . , m,

ρ̄n(t) → ρ̄∗(t) = −Sα(t)G(0, ϕ) + G(t, y∗t + ϕ̃t)

+
k∑

i=1

Sα(t− ti)Ii(y∗ti
+ ϕ̃ti

)

+
∫ t

0

Tα(t− s)Bua
y∗(s)ds +

∫ t

0

Tα(t− s)fn(s)dw(s),

where

ua
y∗(t) = S∗T ∗α(b− t)(aI + Γb

0)
−1

[
Ex̃b +

∫ b

0

φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, y∗b + ϕ̃b)
]

−B∗T ∗α(b− t)(aI + Γb
s)
−1

k∑

i=1

Sα(t− ti)Ii(y∗ti
+ ϕ̃ti

)

−B∗T ∗α(b− t)
∫ b

0

(aI + Γb
s)
−1Tα(b− s)f∗(s)dw(s).

12
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Therefore, ρ̄∗(t) ∈ (Φ̄y)(t) and (Φ̄y)(t) ∈ Pcl(B0
b ).

Step 2. We show that (Φ̄y)(t) is a contractive multi-valued map for each
y(t) ∈ B0

b .
Let t ∈ [0, t1] and y(t), ŷ(t) ∈ B0

b and let ρ̄(t) ∈ (Φ̄y)(t). Then there exists
f ∈ SF,y such that

ρ̄(t) = −Sα(t)G(0, ϕ) + G(t, yt + ϕ̃t)

+
∫ t

0

Tα(t− s)Bua
y(s)ds +

∫ t

0

Tα(t− s)f(s)dw(s).

From (H3), there exists v(t) ∈ F (t, ŷt + ϕ̃t) such that

E ‖ f(t)− v(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B .

Consider Λ : [0, t1] → P(L0
2), given by

Λ(t) = {v(t) ∈ H : E ‖ f(t)− v(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B}.

Since the multi-valued operator W (t) = Λ(t) ∩ F (t, ŷt + ϕ̃t) is measurable (see
[28], Proposition III.4), there exists a function f̂(t), which is a measurable se-
lection for W. So, f̂(t) ∈ F (t, ŷt + ϕ̃t) and

E ‖ f(t)− f̂(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B .

For each t ∈ [0, t1], we define

ρ̂(t) = −Sα(t)G(0, ϕ) + G(t, ŷt + ϕ̃t)

+
∫ t

0

Tα(t− s)Bua
ŷ(s)ds +

∫ t

0

Tα(t− s)f̂(s)dw(s).

Then, for each t ∈ [0, t1], we have

E ‖ ρ̄(t)− ρ̂(t) ‖p
H

≤ 3p−1E ‖ G(t, yt + ϕ̃t)−G(t, ŷt + ϕ̃t) ‖p
H

+3p−1E

wwww
∫ t

0

Tα(t− s)B[ua
y(s)− ua

ŷ(s)]ds

wwww
p

H

+3p−1E

wwww
∫ t

0

Tα(t− s)[f(s)− f̂(s)]dw(s)
wwww

p

H

≤ 3p−1LG ‖ yt − ŷt ‖p
B

+3p−1M̃p
T tp−1

1

∫ t

0

(t− s)p(α−1)E ‖ B[ua
y(s)− ua

ŷ(s)] ‖p
H ds

+3p−1CpM̃
p
T

[ ∫ t

0

[
(t− s)p(α−1)E ‖ f(s)− f̂(s) ‖p

L0
2

]2/p

ds

]p/2

≤ 3p−1L ‖ yt − ŷt ‖p
B

13
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+6p−1M̃2p
T M2p

1

1
ap

tp−1
1

∫ t

0

[(t− s)(b− s)]p(α−1)

[
L ‖ yt − ŷt ‖p

B

+Cpt
p/2−1
1 M̃p

T

∫ b

0

(b− τ)p(α−1)l(τ) ‖ yτ − ŷτ ‖p
B dτ

]
ds

+3p−1Cpt
p/2−1
1 M̃p

T

∫ t

0

(t− s)p(α−1)l(s) ‖ ys − ŷs ‖p
B ds

≤ 3p−1Kp
b LG ‖ y − ŷ ‖p

b

+6p−1Kp
b M̃2p

T M2p
1

1
ap

tp−1
1

∫ t

0

[(t− s)(b− s)]p(α−1)

[
LG

+Cpt
p/2−1
1 M̃p

T

( ∫ b

0

(b− τ)
p(α−1)

1−q dτ

)1−q

‖ l ‖
L

1
q (J,R+)

]
ds ‖ y − ŷ ‖p

b

+3p−1Kp
b Cpt

p/2−1
1 M̃p

T

( ∫ t

0

(t− s)
p(α−1)

1−q ds

)1−q

× ‖ l ‖
L

1
q (J,R+)

‖ y − ŷ ‖p
b

≤ 3p−1Kp
b

(
LG + 2p−1M̃2p

T M2p
1

1
ap

tp−1
1

1
2p(α− 1) + 1

b2p(α−1)+1

[
LG

+Cpt
p/2−1
1 M̃p

T

(
1− q

p(1− α) + 1− q

)1−q

bp(α−1)+1−q ‖ l ‖
L

1
q (J,R+)

]

+3p−1Kp
b Cpt

p/2−1
1 M̃p

T

(
1− q

p(1− α) + 1− q

)1−q

×t
p(α−1)+1−q
1 ‖ l ‖

L
1
q (J,R+)

)
‖ y − ŷ ‖p

b .

Similarly, for each t ∈ (tk, tk+1], k = 1, . . . , m. Let y(t), ŷ(t) ∈ B0
b and let ρ̄(t) ∈

(Φ̄y)(t). Then there exists f ∈ SF,y such that

ρ̄(t) = −Sα(t)G(0, ϕ) + G(t, yt + ϕ̃t) +
k∑

i=1

Sα(t− ti)Ii(yti
+ ϕ̃ti

)

+
∫ t

0

Tα(t− s)Bua
y(s)ds +

∫ t

0

Tα(t− s)f(s)dw(s).

From (H3), there exists v(t) ∈ F (t, ŷt + ϕ̃t) such that

E ‖ f(t)− v(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B .

Consider Λ : (tk, tk+1] → P(L0
2), given by

Λ(t) = {v(t) ∈ H : E ‖ f(t)− v(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B}.

Since the multi-valued operator W (t) = Λ(t) ∩ F (t, ŷt + ϕ̃t) is measurable (see
[28], Proposition III.4), there exists a function f̂(t), which is a measurable se-
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lection for W. So, f̂(t) ∈ F (t, ŷt + ϕ̃t) and

E ‖ f(t)− f̂(t) ‖p
L0

2
≤ l(t) ‖ yt − ŷt ‖p

B .

For each t ∈ (tk, tk+1], k = 1, . . . , m, we define

ρ̂(t) = −Sα(t)G(0, ϕ) + G(t, ŷt + ϕ̃t) +
k∑

i=1

Sα(t− ti)Ii(ŷti
+ ϕ̃ti

)

+
∫ t

0

Tα(t− s)Bua
ŷ(s)ds +

∫ t

0

Tα(t− s)f̂(s)dw(s).

Then, for each t ∈ (tk, tk+1], k = 1, . . . , m, we have

E ‖ ρ̄(t)− ρ̂(t) ‖p
H

≤ 4p−1E ‖ G(t, yt + ϕ̃t)−G(t, ŷt + ϕ̃t) ‖p
H

+4p−1E

wwww
k∑

i=1

Sα(t− ti)[Ii(yti
+ ϕ̃ti

)− Ii(ŷti
+ ϕ̃ti

)]
wwww

p

H

+4p−1E

wwww
∫ t

0

Tα(t− s)B[ua
y(s)− ua

ŷ(s)]ds

wwww
p

H

+4p−1E

wwww
∫ t

0

Tα(t− s)[f(s)− f̂(s)]dw(s)
wwww

p

H

≤ 4p−1LG ‖ yt − ŷt ‖p
B

+4p−1kp−1M̃p
S

k∑

i=1

E ‖ Ii(yti
+ ϕ̃ti

)− Ii(ŷti
+ ϕ̃ti

) ‖p
H

+3p−1M̃p
T (tk+1 − tk)p−1

∫ t

0

(t− s)p(α−1)E ‖ B[ua
y(s)− ua

ŷ(s)] ‖p
H ds

+4p−1CpM̃
p
T

[ ∫ t

0

[
(t− s)p(α−1)E ‖ f(s)− f̂(s) ‖p

L0
2

]2/p

ds

]p/2

≤ 4p−1LG ‖ yt − ŷt ‖p
B +4p−1kp−1M̃p

S

k∑

i=1

ci ‖ yti − ŷti ‖p
B

+12p−1M̃2p
T M2p

1

1
ap

(tk+1 − tk)p−1

∫ t

0

[(t− s)(b− s)]p(α−1)

×
[
LG ‖ yt − ŷt ‖p

B +kp−1M̃p
S

k∑

i=1

ci ‖ yti
− ŷti

‖p
B

+Cp(tk+1 − tk)p/2−1M̃p
T

∫ b

0

(b− τ)p(α−1)l(τ) ‖ yτ − ŷτ ‖p
B dτ

]
ds

+4p−1Cp(tk+1 − tk)p/2−1M̃p
T

∫ t

0

(t− s)p(α−1)l(s) ‖ ys − ŷs ‖p
B ds

15
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≤ 4p−1Kp
b LG ‖ y − ŷ ‖p

b +4p−1Kp
b kp−1M̃p

S

k∑

i=1

ci ‖ y − ŷ ‖p
b

+12p−1Kp
b M̃2p

T M2p
1

1
ap

(tk+1 − tk)p−1

∫ t

0

[(t− s)(b− s)]p(α−1)

×
[
LG + kp−1M̃p

S

k∑

i=1

ci + Cp(tk+1 − tk)p/2−1M̃p
T

×
( ∫ b

0

(b− τ)
p(α−1)

1−q dτ

)1−q

‖ l ‖
L

1
q (J,R+)

]
ds ‖ y − ŷ ‖p

b

+4p−1Kp
b Cp(tk+1 − tk)p/2−1M̃p

T

( ∫ t

0

(t− s)
p(α−1)

1−q ds

)1−q

× ‖ l ‖
L

1
q (J,R+)

‖ y − ŷ ‖p
b

≤ 4p−1Kp
b

(
LG + kp−1M̃p

S

k∑

i=1

ci + 3p−1M̃2p
T M2p

1

1
ap

(tk+1 − tk)p−1

× 1
2p(α− 1) + 1

b2p(α−1)+1

[
LG + kp−1M̃p

S

k∑

i=1

ci

+Cp(tk+1 − tk)p/2−1M̃p
T

(
1− q

p(1− α) + 1− q

)1−q

×bp(α−1)+1−q ‖ l ‖
L

1
q (J,R+)

]

+Kp
b Cp(tk+1 − tk)p/2−1M̃p

T

(
1− q

p(1− α) + 1− q

)1−q

×(tk+1 − tk)p(α−1)+1−q ‖ l ‖
L

1
q (J,R+)

)
‖ y − ŷ ‖p

b .

Thus, for all t ∈ [0, b], we have

‖ ρ̄− ρ̂ ‖p
b≤ L̃ ‖ y − ŷ ‖p

b ,

and
Hp

d (Φ̄y, Φ̄ŷ) ≤ L̃ ‖ y − ŷ ‖p
b ,

where

L̃ = 4p−1Kp
b

[
LG + mp−1M̃p

S

m∑

i=1

ci + CpM̃
p
T

(
1− q

p(1− α) + 1− q

)1−q

×bp(α−1/2)−q ‖ l ‖
L

1
q (J,R+)

][
1 + 3p−1M̃2p

T M2p
1

1
ap

bp(2α−1)

2p(α− 1) + 1

]
< 1.

Hence, Φ̄ is a contraction on B0
b . In view of Lemma 2.6, we conclude that Φ̄ has

at least one fixed point y∗ ∈ B0
b . Let x(t) = y∗(t) + ϕ̃(t), t ∈ (−∞, b]. Then, x

16
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is a fixed point of the operator Φ, which implies that x is a mild solution of the
problem (1)-(3) and the proof of Theorem 3.1 is complete.
Theorem 3.2. Assume that assumptions of Theorem 3.1 and (H5) are
satisfied and {Tα(t) : t ≥ 0} is compact. Moreover, if F is uniformly-bounded,
then the system (1)-(3) is approximately controllable on J.
Proof. Let xa(·) be a fixed point of Φ in Bb. By Theorem 3.1, any fixed point of
Φ is a mild solution of the system (1)-(3). This means that there is xa ∈ Φ(xa),
that is, there is f ∈ SF,xa such that

xa(t) =





Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xa
t )

+
∫ t

0
Tα(t− s)Bua

xa(s)ds +
∫ t

0
Tα(t− s)f(s)dw(s), t ∈ [0, t1],

Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xa
t ) + Sα(t− t1)I1(xa

t1)
+

∫ t

0
Sα(t− s)Bua

xa(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (t1, t2],

...
Sα(t)[ϕ(0)−G(0, ϕ)] + G(t, xa

t )
+

∑m
k=1 Sα(t− tk)Ik(xa

tk
)

+
∫ t

0
Sα(t− s)Bua

xa(s)ds +
∫ t

0
Sα(t− s)f(s)dw(s), t ∈ (tm, b],

where

ua
x(t) =





S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)[ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ [0, t1],

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)(aI + Γb
s)
−1Sα(t− t1)I1(xt1)

−B∗T ∗α(b− t)
∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ (t1, t2],

...

S∗T ∗α(b− t)(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0
φ̃(s)dw(s)

−Sα(b)ϕ(0)−G(0, ϕ)]−G(b, xb)
]

−B∗T ∗α(b− t)
∑m

k=1(aI + Γb
s)
−1Sα(t− tk)Ik(xtk

)
−B∗T ∗α(b− t)

∫ b

0
(aI + Γb

s)
−1Sα(b− s)f(s)dw(s), t ∈ (tm, b].

By using the stochastic Fubini theorem, it is easy to see that

xa(b) = Sα(t)[ϕ(0)−G(0, ϕ)] + G(b, xa
b ) +

m∑

k=1

Sα(b− tk)Ik(xa
tk

)

+
∫ b

0

Sα(b− s)Bua
xa(s)ds +

∫ b

0

Sα(t− s)f(s)dw(s)

17
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= x̃b − a(aI + Γb
0)
−1

[
Ex̃b +

∫ b

0

φ̃(s)dw(s)− Sα(b)[ϕ(0)−G(0, ϕ)]

−G(b, x̄a
b )

]
− a

m∑

k=1

(aI + Γb
s)
−1Sα(b− tk)Ik(xtk

)

−a

∫ b

0

(aI + Γb
s)
−1Sα(b− s)f(s)dw(s).

By the assumption that the sequences {f(s)} is uniformly bounded on J. Thus
there is a subsequence, still denoted by {f(s)} that converge weakly to say
f∗∗(s) in L0

2. Now, the compactness of Tα(t), t > 0 which implies that Tα(b −
s)[f(s)− f∗∗(s)] → 0. Also, by (H5), for all t ∈ J, a(aI + Γb

s)
−1 → 0 strongly as

a → 0+ and ‖ a(aI+Γb
s)
−1 ‖≤ 1. Thus, for t ∈ [0, b], by the Lebesque dominated

convergence theorem it follows that

E ‖ xa(b)− x̃b ‖p
H

≤ 5p−1E ‖ a(aI + Γb
0)
−1[Ex̃b − Sα(b)[ϕ(0)−G(0, ϕ, 0)]−G(b, x̄a

b )] ‖p
H

+5p−1E

wwww
m∑

k=1

a(aI + Γb
s)
−1Sα(b− tk)Ik(xtk

)
wwww

p

H

+5p−1E

( ∫ b

0

‖ a(aI + Γb
0)
−1φ̃(s) ‖2H ds

)p/2

+5p−1E

( ∫ b

0

‖ a(aI + Γb
s)
−1Tα(b− s)[f(s)− f∗∗(s)] ‖2H ds

)p/2

+5p−1E

( ∫ b

0

‖ a(aI + Γb
s)
−1Tα(b− s)f∗∗(s) ‖2H ds

)p/2

→ 0 as a → 0+.

So xa(b) → x̃b holds, which shows that the system (1)-(3) is approximately
controllable and the proof is complete.

4 Application

Consider the fractional impulsive partial stochastic neutral functional differen-
tial inclusions in the following form

Dα
t N(zt)(x) ∈ ∂2

∂x2
N(zt)(x) + ũ(t, x)

+
∫ t

−∞
b̃1(t, s− t, x, z(s, x))ds

w(t)
dt

, (6)

0 ≤ t ≤ b, 0 ≤ x ≤ π,

z(t, 0) = z(t, π) = 0, 0 ≤ t ≤ b, (7)

18
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z(τ, x) = ϕ(τ, x), τ ≤ 0, 0 ≤ x ≤ π, (8)

4z(tk, x) =
∫ tk

−∞
ηk(s− tk)z(s, x)ds, k = 1, 2, . . . , m, (9)

where Dα
t is a Caputo fractional partial derivative of order 0 < α < 1, and

ũ(·) is a real function of bounded variation on [0, b]. w(t) denotes a standard
cylindrical Wiener process in H defined on a stochastic space (Ω,F , P ). In this
system,

N(zt)(x) = z(t, x)−
∫ t

−∞
b1(s− t)z(s, x)ds.

Let H = L2([0, π]) with the norm ‖ · ‖ and define the operators A : D(A) ⊆
H → H by Aω = ω′′ with the domain

D(A) := {ω ∈ H : ω, ω′ are absolutely continuous, ω′′ ∈ H, ω(0) = ω(π) = 0}.
It is well known that A is the infinitesimal generator of an analytic semigroup
(T (t))t≥0 in H. Furthermore, A has a discrete spectrum with eigenvalues of
the form −n2, n ∈ N and corresponding normalized eigenfunctions are given

by xn(z) =
√

2
π sin(nz). In addition {xn : n ∈ N} is an orthonormal basis for

H, T (t)y =
∑∞

n=1 e−n2t(y, xn)xn for all y ∈ H, and every t > 0. From these
expressions it follows that (T (t))t≥0 is a uniformly bounded compact semigroup,
so that R(λ,A) = (λ − A)−1 is a compact operator for all λ ∈ ρ(A) i.e. A ∈
Aα(θ0, ω0).

Let r ≥ 0, 1 ≤ p < ∞ and let h̃ : (−∞,−r] → R be a nonnegative measurable
function which satisfies the conditions (h-5), (h-6) in the terminology of Hino
et al. [29]. Briefly, this means that h̃ is locally integrable and there is a non-
negative, locally bounded function γ on (−∞, 0] such that h̃(ξ + τ) ≤ γ(ξ)h̃(τ)
for all ξ ≤ 0 and θ ∈ (−∞,−r) \ Nξ, where Nξ ⊆ (−∞,−r) is a set whose
Lebesgue measure zero. We denote by PCr × Lp(h̃,H) the set consists of all
classes of functions ϕ : (−∞, 0] → H such that ϕ|[−r,0]

∈ PC([−r, 0],H), ϕ(·)
is Lebesgue measurable on (−∞,−r), and h̃ ‖ ϕ ‖p is Lebesgue integrable on
(−∞,−r). The seminorm is given by

‖ ϕ ‖B= sup
−r≤τ≤0

‖ ϕ(τ) ‖ +
( ∫ −r

−∞
h̃(τ) ‖ ϕ ‖p dτ

)1/p

.

The space B = PCr × Lp(h̃,H) satisfies axioms (A)-(C). Moreover, when r = 0
and p = 2, we can take H̃ = 1, M(t) = γ(−t)1/2 and K(t) = 1+(

∫ 0

−t
h̃(τ)dτ)1/2,

for t ≥ 0 (see [29, Theorem 1.3.8] for details).
Additionally, we will assume that

(i) The function b1 : R → R, is continuous, and L̃1 = (
∫ 0

−∞
(b1(s))

2

h̃(s)
ds)

1
2 < ∞,

(ii) The function b̃1 : R4 → R, is continuous and there exist continuous func-
tions aj : R → R, j = 1, 2, such that

|b̃1(t, s, x, y)| ≤ a1(t)a2(s)|y|, (t, s, x, y) ∈ R4,
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and

|b̃1(t, s, x, y1)− b̃1(t, s, x, y2)|
≤ a1(t)a2(s)|y1 − y2|, (t, s, x, y1), (t, s, x, y2) ∈ R4

with L̂1 = (
∫ 0

−∞
(a2(s))

2

h̃(s)
ds)

1
2 < ∞.

(iii) The functions ηk : R → R, k = 1, 2, . . . , m, are continuous, and Lk =
(
∫ 0

−∞
(ηk(s))2

h̃(s)
ds)

1
2 < ∞ for every k = 1, 2, . . . , m,

Take ϕ ∈ B = PC0 × L2(h̃,H) with ϕ(θ)(x) = ϕ(θ, x), (θ, x) ∈ (−∞, 0]× B.
Let G : [0, b]× B → H, F : [0, b]× B → P(H) be the operators defined by

N(ψ)(x) = ψ(0, x)−G(t, ψ)(x),

G(t, ψ)(x) =
∫ 0

−∞
b1(s)ψ(s, x)ds,

F (t, ψ)(x) =
∫ 0

−∞
b̃1(t, s, x, ψ(s, x))ds.

Also defining the maps Ik and B by

Ik(ψ)(x) =
∫ 0

−∞
ηk(s)ψ(s, x)ds, (Bu)(t)(x) = ũ(t, x).

Using these definitions, we can represent the system (6)-(9) in the abstract
form (1)-(3). Moreover, for any t ∈ [0, b], ψ, ψ1 ∈ B, we have that E ‖ G(t, ψ)−
G(t, ψ1) ‖p≤ LG ‖ ψ − ψ1 ‖p

B, E ‖ F (t, ψ) − F (t, ψ1) ‖p≤ LF ‖ ψ − ψ1 ‖p
B, E ‖

Ik(ψ)− Ik(ψ1) ‖p≤ (Lk)p ‖ ψ − ψ1 ‖p
B, k = 1, 2, . . . , m, and F is bounded linear

operators with E ‖ F ‖p
L(B,H)≤ LF , where LG = (L̃1)p, LF = (‖ a1 ‖∞ L̂1)p.

Further, we can impose some suitable conditions on the above-defined functions
to verify the assumptions on Theorem 3.2. Hence by Theorems 3.2, the system
(6)-(9) is approximately controllable on [0, b].

Acknowledgments

The first author’s work was supported by NNSF of China (11461019), the
President Fund of Scientific Research Innovation and Application of Hexi Uni-
versity (xz2013-10, XZ2014-22), the Scientific Research Project of Universities
of Gansu Province (2014A-110).

References

[1] R. Triggiani, A note on the lack of exact controllability for mild solutions
in Banach spaces. SIAM J. Control Optim. 15 (1977), 407-411.

20

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

428 Zuomao Yan et al 409-431



[2] N.I. Mahmudov, A. Denker, On controllability of linear stochastic systems,
Internat. J. Control 73 (2000), 144-151.

[3] J.P. Dauer, N.I. Mahmudov, Controllability of stochastic semilinear func-
tional differential equations in Hilbert spaces, J. Math. Anal. Appl. 290
(2004), 373-394.

[4] N. I. Mahmudov, Approximate controllability of semilinear deterministic
and stochastic evolution equations in abstract spaces, SIAM J. Control
Optim. 42 (2003), 1604-1622.

[5] P. Balasubramaniam, J.Y. Park, P. Muthukumar, Approximate control-
lability of neutral stochastic functional differential systems with infinite
delay, Stoch. Anal. Appl. 28 (2010), 389-400.

[6] R. Sakthivel, Y. Ren, N.I. Mahmudov, On the approximate controllabil-
ity of semilinear fractional differential systems, Comput. Math. Appl. 62
(2011), 1451-1459.

[7] S. Kumar, N. Sukavanam, Approximate controllability of fractional or-
der semilinear systems with bounded delay, J. Differential Equations 252
(2012), 6163-6174.

[8] Z. Yan, Approximate controllability of partial neutral functional differential
systems of fractional order with state-dependent delay, Internat. J. Control
85 (2012), 1051-1062.

[9] A. Debbouche, D.F.M. Torres, Approximate controllability of fractional
nonlocal delay semilinear systems in Hilbert spaces, Internat. J. Control 86
(2013), 1577-1585.

[10] R. Sakthivel, R. Ganesh, S. Suganya, Approximate controllability of frac-
tional neutral stochastic system with infinite delay, Rep. Math. Phys. 70
(2012), 291-311.

[11] M. Kerboua, A. Debbouche, D. Baleanu, Approximate controllability of
sobolev type nonlocal fractional stochastic dynamic systems in Hilbert
spaces, Abstr. Appl. Anal. 2013 (2013), Article ID 262191, 1-10.

[12] P. Muthukumar, C. Rajivganthi, Approximate controllability of fractional
order neutral stochastic integro-differential system with nonlocal conditions
and infinite delay, Taiwanese J. Math. 17 (2013), 1693-1713.

[13] S. Farahi, T. Guendouzi, Approximate controllability of fractional neutral
stochastic evolution equations with nonlocal conditions, Results. Math. 65
(2014), 501-521.

[14] M. Benchohra, J. Henderson, S.K. Ntouyas, Impulsive Differential Equa-
tions and Inclusions, Hindawi Publishing Corporation, New York, 2006.

21

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

429 Zuomao Yan et al 409-431



[15] Z. Liu, M. Bin, Approximate controllability for impulsive riemann-liouville
fractional differential inclusions, Abstr. Appl. Anal. 2013 (2013), Article ID
639492, 1-17.

[16] P. Balasubramaniam, V. Vembarasan, T. Senthilkumar, Approximate con-
trollability of impulsive fractional integro-differential systems with nonlocal
conditions in Hilbert space, Numer. Funct. Anal. Optim. 35 (2014), 177-
197.

[17] D.N. Chalishajar, K. Malar, K. Karthikeyan, Approximate controllability
of abstract impulsive fractional neutral evolution equations with infinite
delay in Banach spaces, Electron. J. Differential Equations 275 (2013), 1-
21.

[18] R. Subalakshmi, K. Balachandran, Approximate controllability of nonlinear
stochastic impulsive intergrodifferential systems in Hilbert spaces, Chaos
Solitons Fractals 42 (2009), 2035-2046.

[19] L. Shen, J. Sun, Approximate controllability of stochastic impulsive func-
tional systems with infinite delay, Automatica 48 (2012), 2705-2709.

[20] Y. Zang, J. Li, Approximate controllability of fractional impulsive neutral
stochastic differential equations with nonlocal conditions, Bound. Value
Probl. 193 (2013), 1-14.

[21] K. Deimling, Multi-Valued Differential Equations, De Gruyter, Berlin,
1992.

[22] S. Hu, N. Papageorgiou, Handbook of Multivalued Analysis, Kluwer Aca-
demic Publishers, Dordrecht, Boston, 1997.

[23] J.K. Hale, J. Kato, Phase spaces for retarded equations with infinite delay,
Funkcial. Ekvac. 21 (1978), 11-41.

[24] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and applications of
fractional differential equations, North Holland Mathematics Studies, vol.
204, Elsevier Science Publishers BV, Amsterdam, 2006.

[25] E. Bajlekova, Fractional evolution equations in Banach spaces (Ph.D. the-
sis), Eindhoven University of Technology, 2001.

[26] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions,
Cambridge University Press, Cambridge, 1992.

[27] H. Covitz, Jr.S.B. Nadler, Multivalued contraction mappings in generalized
metric spaces, Israel J. Math. 8 (1970), 5-11.

[28] C. Castaing, M. Valadier; Convex Analysis and Measurable Multifunctions,
Lecture Notes in Mathematics, vol. 580, Springer-Verlag, Berlin, Heidel-
berg, New York, 1977.

22

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

430 Zuomao Yan et al 409-431



[29] Y. Hino, S. Murakami, T. Naito, Functional-Differential Equations with In-
finite Delay, in: Lecture Notes in Mathematics, vol. 1473, Springer-Verlag,
Berlin, 1991.

Zuomao Yan and Xiumei Jia
Department of Mathematics,
Hexi University,
Zhangye, Gansu
734000, P.R. China
∗ Corresponding author.
E-mail address: yanzuomao@163.com

23

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

431 Zuomao Yan et al 409-431



HYERS-ULAM STABILITY OF GENERAL ADDITIVE MAPPINGS IN
C∗-ALGEBRA

GANG LU, GUOXIAN CAI, YUANFENG JIN∗, AND CHOONKIL PARK

Abstract. In this paper, we prove that the generalized Hyers-Ulam stability of homo-
morphisms in C∗-algebras and Lie C∗-algebras and also of derivations on C∗-algebras
and Lie C∗-algebras for an 4-variable additive functional equation

1. Introduction and preliminaries

The stability problem of functional equations originated from a question of Ulam [28]

concerning the stability of group homomorphisms. Hyers [11] gave a first affirmative

partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was gener-

alized by Aoki [1] for additive mappings and by Th.M. Rassias [19] for linear mappings

by considering an unbounded Cauchy difference. The paper of Rassias has provided a

lot of influence in the development of what we call generalized Hyers-Ulam stability of

functional equations. A generalization of the Th.M. Rassias theorem was obtained by

Găvruta [9] by replacing the unbounded Cauchy difference by a general control function

in the spirit of Th.M. Rassias’ approach. The stability problems for several functional

equations or inequations have been extensively investigated by a number of authors and

there are many interesting results concerning this problem (see [2]–[8],[10], [12]–[14],

[18]–[21],[22]-[27],[29]).

We recall a fundamental result in fixed point theory.

Let X be a set. A function d : X ×X → [0,∞] is called a generalized metric on X if

d satisfies

(1) d(x,y)=0 if and only if x=y;

(2) d(x,y)=d(y,x) for all x, y ∈ X;

(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.1 (see[6],[7]). Let (X, d) be a complete generalized metric space and let

J : X → X be a strictly contractive mapping with Lipschitz constant L < 1. Then for

2010 Mathematics Subject Classification. Primary 39B62, 39B52, 46B25.
Key words and phrases. additive functional equation; Hyers-Ulam stability; fixed point; derivation

on C∗-algebras and Lie C∗-algebras.
∗Corresponding author: jinyuanfeng1976@hotmail.com(Y. Jin).
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2 G. LU, G.CAI, Y.JIN, AND C. PARK

each given element x ∈ X, either

d(Jnx, Jn+1x) =∞ (1.1)

for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, fir all n ≥ n0;

(2) the sequence {Jnx} converges to a fixed point y∗ of J ;

(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X|d(JN0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

By the using fixed point method, the stability problems of several functional equations

have been extensively investigated by a number of authors(see[5][6][16][17]).

This paper, using the fixed point method, we prove the generalized Hyers-Ulam stabil-

ity of homomorphisms in C∗-algebras and of derivations on C∗-algebras for the general

Jensen-type functional equation. And, we prove that the generalized Hyers-Ulam stabil-

ity of homomorphisms in Lie C∗-algebras and of derivations on Lie C∗-algebras for the

following additive functional equation:

f(dx1 + ax2 + bx3 + cx4) + f(ax1 + dx2 + cx3 + bx4)

+ f(bx1 + cx2 + dx3 + ax4) + f(cx1 + bx2 + ax3 + dx4)

= (d+ a+ b+ c)f(x1 + x2 + x3 + x4)

(1.2)

Here a, b, c and d are real numbers with a+ b+ c+d 6= 0. Throughout the paper, assume

that k is a+ b+ c+ d.

2. Stability of Homomorphisms and Derivations in C∗-Algebras

Throughout this section, assume that X is a C∗-algebras with norm ‖ · ‖X and that

Y is a C∗-algebra with norm ‖ · ‖Y .

For a given mapping f : X → Y , we define

Fµf(x1, x2, x3, x4) :=

µf(dx1 + ax2 + bx3 + cx4) + µf(ax1 + dx2 + cx3 + bx4)

+ µf(bx1 + cx2 + dx3 + ax4) + µf(cx1 + bx2 + ax3 + dx4)

− (d+ a+ b+ c)f(µ(x1 + x2 + x3 + x4))

(2.1)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and x1, · · · , xm ∈ X.

Note that a C-linear mapping H : X → Y is called a homomorphism in C∗-algebras

if H satisfies H(xy) = H(x)H(y) and H(x∗) = H(x)∗ for all x, y ∈ X. Now we prove

the Hyers-Ulam stability of homomorphisms in C∗-algebras for the functional equation

Fµf(x, y) = 0.
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HYERS-ULAM STABILITY OF GENERAL ADDITIVE MAPPINGS IN C∗-ALGEBRA 3

Theorem 2.1. Let a, b, c and d be fixed nonzero real numbers. Let f : X → Y be an

mapping for which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (2.2)

‖f(xy)− f(x)f(y)‖Y ≤ ϕ(x, x, y, y), (2.3)

‖f(x∗)− f(x)∗‖Y ≤ ϕ(x, x, x, x) (2.4)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

0 < L < 1 such that ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

for all x1, x2, x3, x4 ∈
X, d, a, b, c, α4 ∈ R with 4 < |k|, then there exists a unique C∗-algebra homomorphism

H : X → Y such that

‖f(x)−H(x)‖Y ≤
4

|k|(1− L)
ϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(2.5)

for all x ∈ X.

Proof. It follows that ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

that

lim
j→∞

4j

|k|j
ϕ

(
(k)j

4j
x1,

(k)j

4j
x2,

(k)j

4j
x3,

(k)j

4j
x4

)
= 0 (2.6)

for all x, y ∈ X.

Consider the set

A := {g : X → Y } (2.7)

and introduce the generalized metric on A:

d(g, h) = inf{C ∈ R+ : ‖g(x)− h(x)‖Y ≤ Cϕ
(x

4
,
x

4
,
x

4
,
x

4

)
,∀x ∈ X}. (2.8)

It is easy to show that (A, d) is complete.

Now we consider the linear mapping J : A→ A such that

Jg(x) :=
4

|k|
g

(
k

4
x

)
(2.9)

for all x ∈ X.

By Theorem 3.1 of [6]

d(Jg, Jh) ≤ Ld(g, h) (2.10)

for all g, h ∈ A.

Letting µ = 1 and x1 = x2 = x3 = x4 = x in (2.2), we get∥∥∥∥4

k
f

(
k

4
x

)
− f(x)

∥∥∥∥ ≤ 1

|k|
ϕ(
x

4
,
x

4
,
x

4
,
x

4
) ≤ 4

|k|
ϕ(
x

4
,
x

4
,
x

4
,
x

4
)

for all x ∈ X.

Hence d(f, Jf) ≤ 4
|k| .
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4 G. LU, G.CAI, Y.JIN, AND C. PARK

By Theorem 1.1, there exists a mapping H : X → Y such that

(1) H is a fixed point of J , that is,

4

|k|
H

(
k

4
x

)
= H(x) (2.11)

for all x ∈ X. The mapping H is a unique fixed point of J in the set

B = {g ∈ A : d(f, g) <∞}. (2.12)

This implies that H is a unique mapping satisfying (2.24) such that there exists

C ∈ (0,∞) satisfying

‖H(x)− f(x)‖Y ≤ Cϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(2.13)

for all x ∈ X.

(2) d(Jnf,H)→ 0 as n→∞. This implies the inequality

lim
n→∞

4n

|k|n
f

(
(k)nx

4n

)
= H(x) (2.14)

for all x ∈ X.

(3) d(f,H) ≤ 1
1−Ld(f, Jf), which implies the ineqality

d(f,H) ≤ 4

|k|(1− L)
. (2.15)

This implies that the inequality (2.5) holds.

Next, we show that H(x) is additive map.

‖H(dx1 + ax2 + bx3 + cx4) +H(ax1 + dx2 + cx3 + bx4)

+H(bx1 + cx2 + dx3 + ax4)

+H(cx1 + bx2 + ax3 + dx4)− (d+ a+ b+ c)H(x1 + x2 + x3 + x4)‖

= lim
l→∞

∥∥∥∥ 4l

|k|l
f

(
(k)l

4l
(dx1 + ax2 + bx3 + cx4)

)
+

4l

|k|l
f

(
(k)l

4l
(ax1 + dx2 + cx3 + bx4)

)
+

4l

|k|l
f

(
(k)l

4l
(bx1 + cx2 + dx3 + ax4)

)
+

4l

|k|l
f

(
(k)l

4l
(cx1 + bx2 + ax3 + dx4)

)
−(d+ a+ b+ c)

4l

|k|l
f

(
(k)l

4l
(x1 + x2 + x3 + x4)

)∥∥∥∥
≤ lim

l→∞

4l

|k|l
ϕ

(
(k)l

4l
x1,

(k)l

4l
x2,

(k)l

4l
x3,

(k)l

4l
x4

)
= 0
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Therefore, the mapping H : X → Y is Cauchy additive.

By a similar method with above, we may get

µH(x) = H(µx)

for all µ ∈ T1 and all x ∈ X. Thus one can show that the mapping H : X → Y is

C-linear.

It follows from (2.3)that

‖H(xy)−H(x)H(y)‖Y

= lim
n→∞

∣∣∣∣4k
∣∣∣∣2n ∥∥∥∥f ((k)2nxy

42n

)
− f

(
(k)nx

4n

)
f

(
(k)ny

4n

)∥∥∥∥
≤ lim

n→∞

∣∣∣∣4k
∣∣∣∣n ∥∥∥∥f ((k)2nxy

42n

)
− f

(
(k)nx

4n

)
f

(
(k)ny

4n

)∥∥∥∥
≤ lim

n→∞

∣∣∣∣4k
∣∣∣∣n ϕ((k)nx

4n
,
(k)nx

4n
,
(k)ny

4n
,
(k)ny

4n

)
= 0

for all x, y ∈ X. So

H(xy) = H(x)H(y) (2.16)

for all x, y ∈ X.

It follows from (2.4) that

‖H(x∗)−H(x)∗‖Y = lim
n→∞

∣∣∣∣4k
∣∣∣∣n ∥∥∥∥f ((k)nx∗

4n

)
− f

(
(k)nx

4n

)∗∥∥∥∥
Y

≤ lim
n→∞

∣∣∣∣4k
∣∣∣∣n ϕ((k)nx

4n
,
(k)nx

4n
,
(k)nx

4n
,
(k)nx

4n

)
= 0

for all x ∈ X. So

H(x∗) = H(x)∗

for all x ∈ X.

Thus H : X → Y is C∗-algebra homomorphism satisfying (2.5), as desired.

�

Theorem 2.2. Let a, b, c and d be fixed nonzero real numbers. Let f : X → Y be a

mapping for which there exists a function ϕ : X4 → [0,∞) satisfying (2.2),(2.3) and

(2.4). If there exists an L < 1 such ϕ(x1, x2, x3, x4) ≤ 4
|k|Lϕ

(
k
4
x1,

k
4
x2,

k
4
x3,

k
4
x4
)

for all

x1, x2, x3, x4 ∈ X with |k| < 4, then there exists a unique C∗-algebra homomorphism

H : X → Y such that

‖f(x)−H(x)‖ ≤ 1

4− 4L
ϕ
(x
k
,
x

k
,
x

k
,
x

k

)
for all x ∈ X.
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Proof. Consider the set

A := {g : X → Y }
and introduce the generalized metric on A:

d(g, h) = inf{C ∈ R+‖g(x)− h(x)‖Y ≤ Cϕ
(x
k
,
x

k
,
x

k
,
x

k

)
,∀x ∈ X} (2.17)

We consider the linear mapping J : A→ A such that

Jg(x) :=
|k|
4
g

(
4

k

)
(2.18)

for all x ∈ X.

It follow from (2.2) that∥∥∥∥f(x)− k

4

(
4

k
x

)∥∥∥∥ ≤ 1

4
ϕ
(x
k
,
x

k
,
x

k
,
x

k

)
(2.19)

for all x ∈ X. Hence d(f, Jf) ≤ 1
4
.

The rest of the proof is similar to the proof of Theorem 2.1. �

Recall that a C-linear mapping δ : X → Y is called a derivation on X satisfies

δ(xy) = δ(x)y + xδ(y) for all x, y ∈ X.

Theorem 2.3. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (2.20)

‖f(xy)− f(x)y − xf(y)‖Y ≤ ϕ(x, x, y, y), (2.21)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

L < 1 such that ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

for all x1, x2, x3, x4 ∈ X

with |k| > 4, then there exists a unique derivation δ : X → X such that

‖f(x)− δ(x)‖Y ≤
1

|k|(1− L)
ϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(2.22)

for all x ∈ X.

Proof. It follows from ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

that

lim
j→∞

∣∣∣∣ 4

|k|

∣∣∣∣j ϕ
((

k

4

)j
x1,

(
k

4

)j
x2,

(
k

4

)j
x3,

(
k

4

)j
x4

)
= 0

for all x1, x2, x3, x4 ∈ X.

Consider the set

A := {g : X → X}
and introduce the generalized metric on A:

d(g, h) = inf{C ∈ R+ : ‖g(x)− h(x)‖ ≤ Cϕ
(x

4
,
x

4
,
x

4
,
x

4

)
,∀x ∈ X}.
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It is easy to show that (A, d) is complete.

Now we consider the linear mapping J : A→ A such that

Jg(x) :=
4

k
g

(
k

4
x

)
for all x ∈ X.

By Theorem 3.1 of [6]

d(Jg, Jh) ≤ Ld(g, h) (2.23)

for all g, h ∈ A.

Letting µ = 1 and x1 = x2 = x3 = x4 = x in (2.2), we get∥∥∥∥4

k
f

(
k

4
x

)
− f(x)

∥∥∥∥ ≤ 1

|k|
ϕ(
x

4
,
x

4
,
x

4
,
x

4
)

for all x ∈ X.

Hence d(f, Jf) ≤ 1
|k| .

By Theorem 1.1, there exists a mapping δ : X → Y such that

(1) δ is a fixed point of J , that is,

4

k
δ

(
k

4
x

)
= δ(x) (2.24)

for all x ∈ X. The mapping δ is a unique fixed point of J in the set

B = {g ∈ A : d(f, g) <∞}. (2.25)

This implies that δ is a unique mapping satisfying (2.24) such that there exists

C ∈ (0,∞) satisfying

‖δ(x)− f(x)‖Y ≤ Cϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(2.26)

for all x ∈ X.

(2) d(Jnf, δ)→ 0 as n→∞. This implies the inequality

lim
n→∞

4n

|k|n
f

(
(k)nx

4n

)
= δ(x) (2.27)

for all x ∈ X.

(3) d(f, δ) ≤ 1
1−Ld(f, Jf), which implies the ineqality

d(f,H) ≤ 1

|k|(1− L)
. (2.28)

This implies that the inequality (2.22) holds.

The rest of the proof is similar to the proof of Theorem 2.1. �
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Theorem 2.4. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (2.29)

‖f(xy)− f(x)y − xf(y)‖Y ≤ ϕ(x, x, y, y), (2.30)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

L < 1 such that ϕ(x1, x2, x3, x4) ≤ 4
|k|Lϕ

(
k
4
x1,

k
4
x2,

k
4
x3,

k
4
x4
)

for all x1, x2, x3, x4 ∈ X

with |k| < 4, then there exists a unique derivation δ : X → X such that

‖f(x)− δ(x)‖Y ≤
1

4(1− L)
ϕ
(x
k
,
x

k
,
x

k
,
x

k

)
(2.31)

for all x ∈ X.

Proof. The proof is similar to the proof of 2.3. �

3. Stability of homomorphisms in Lie C∗-algebras

A C∗-algebra C, endowed with the Lie product

[x, y] :=
xy − yx

2

on C, is called a Lie C∗-algebras(see[5],[15]).

Definition 3.1. Let X and Y be Lie C∗-algebras. A C-linear mapping H : X → Y is

called a Lie C∗-algebras homomorphism if H([x, y]) = [H(x), H(y)] for all x, y ∈ X.

Throughout this section, assume that X is a Lie C∗-algebras with a norm ‖ · ‖X and

B is a Lie C∗-algebras with a norm ‖ · ‖Y .

Now, we prove the generalized Hyers-Ulam stability of homomorphisms in Lie C∗-

algebras for the functional equation Dµf(xx1, x2, x3, x4) = 0.

Theorem 3.2. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (3.1)

‖f([x, y])− [f(x), f(y)]‖Y ≤ ϕ(x, x, y, y), (3.2)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

0 < L < 1 such that ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

for all x1, x2, x3, x4 ∈
X with |k| > 4, then there exists a unique derivation H : X → X such that

‖f(x)−H(x)‖Y ≤
1

|k|(1− L)
ϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(3.3)

for all x ∈ X.
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Proof. By the same method as in the proof of Theorem 2.1, we can get the mapping

H : X → Y given by

H(x) = lim
n→∞

4n

|k|n
f

(
kn

4n
x

)
for all x ∈ X. Thus it follows from 3.2that

‖H([x, y])− [H(x), H(y)]‖Y = lim
n→∞

42n

|k|2n

∥∥∥∥f (k2n42n
[x, y]

)
−
[
f

(
kn

4n
x

)
, f

(
kn

4n
x

)]∥∥∥∥
Y

≤ lim
n→∞

42n

|k|2n
ϕ

(
kn

4n
x,
kn

4n
y

)
= 0

for all x, y ∈ X, and so

H([x, y]) = [H(x), H(y)]

for all x, y ∈ X. Therefore, H : X → Y is a Lie C∗-algebras homomorphism satisfying

3.3. This completes the proof. �

Theorem 3.3. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (3.4)

‖f([x, y])− [f(x), f(y)]‖Y ≤ ϕ(x, x, y, y), (3.5)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

0 < L < 1 such that ϕ(x1, x2, x3, x4) ≤ 4
|k|Lϕ

(
k
4
x1,

k
4
x2,

k
4
x3,

k
4
x4
)

for all x1, x2, x3, x4 ∈
X with |k| < 4, then there exists a unique derivation H : X → X such that

‖f(x)−H(x)‖Y ≤
1

4(1− L)
ϕ
(x
k
,
x

k
,
x

k
,
x

k

)
(3.6)

for all x ∈ X.

Proof. By the same method as in the proof of Theorem 2.1, we can get the mapping

H : X → Y given by

H(x) = lim
n→∞

|k|n

4n
f

(
4n

kn
x

)
for all x ∈ X. Thus it follows from 3.5that

‖H([x, y])− [H(x), H(y)]‖Y = lim
n→∞

|k|2n

42n

∥∥∥∥f (42n

k2n
[x, y]

)
−
[
f

(
4n

kn
x

)
, f

(
4n

kn
x

)]∥∥∥∥
Y

≤ lim
n→∞

|k|2n

42n
ϕ

(
4n

kn
x,

4n

kn
y

)
= 0

for all x, y ∈ X, and so

H([x, y]) = [H(x), H(y)]

for all x, y ∈ X. Therefore, H : X → Y is a Lie C∗-algebras homomorphism satisfying

3.6. This completes the proof. �
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4. Stability of derivations in Lie C∗-algebras

Definition 4.1. Let X be a Lie C∗-algebra. A C-linear mapping δ : X → X is called a

Lie derivation if δ([x, y]) = [δ(x), y] + [x, δ(y)] for all x, y ∈ X.

Throughout this section, assume that X is a Lie C∗-algebra with a norm ‖ · ‖X .

Finally, we prove the generalized Hyers-Ulam stability of derivations on Lie C∗-algebras

for the functional equation Dµf(x1, x2, x3, x4) = 0.

Theorem 4.2. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (4.1)

‖f([x, y])− [f(x), y]− [x, f(y)]‖Y ≤ ϕ(x, x, y, y), (4.2)

for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

0 < L < 1 such that ϕ(x1, x2, x3, x4) ≤ |k|
4
Lϕ
(
4
k
x1,

4
k
x2,

4
k
x3,

4
k
x4
)

for all x1, x2, x3, x4 ∈
X with |k| > 4, then there exists a unique derivation δ : X → X such that

‖f(x)− δ(x)‖Y ≤
1

|k|(1− L)
ϕ
(x

4
,
x

4
,
x

4
,
x

4

)
(4.3)

for all x ∈ X.

Proof. By the same method as in the proof of Theorem 2.1, we can get the mapping

δ : X → Y given by

δ(x) = lim
n→∞

4n

|k|n
f

(
kn

4n
x

)
for all x ∈ X. Thus it follows from 4.2that

‖δ([x, y])− [δ(x), y]− [x, δ(y)]‖Y

= lim
n→∞

42n

|k|2n

∥∥∥∥f (k2n42n
[x, y]

)
−
[
f

(
kn

4n
x

)
,
kn

4n
y

]
−
[
kn

4n
x, f

(
kn

4n
y

)]∥∥∥∥
Y

≤ lim
n→∞

42n

|k|2n
ϕ

(
kn

4n
x,
kn

4n
y

)
= 0

for all x, y ∈ X, and so

δ([x, y]) = [δ(x), y] + [x, δ(y)]

for all x, y ∈ X. Therefore, δ : X → X is a Lie C∗-algebras homomorphism satisfying

4.3. This completes the proof. �

Theorem 4.3. Let a, b, c, d be the fixed real numbers. Let f : X → Y be an mapping for

which there exists a function ϕ : X4 → [0,∞), such that

‖Fµf(x1, x2, x3, x4)‖Y ≤ ϕ(x1, x2, x3, x4), (4.4)

‖f([x, y])− [f(x), y]− [x, f(y)]‖Y ≤ ϕ(x, x, y, y), (4.5)
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for all µ ∈ T1 := {v ∈ C : |v| = 1} and all x1, x2, x3, x4, x, y ∈ X. If there exists an

0 < L < 1 such that ϕ(x1, x2, x3, x4) ≤ 4
|k|Lϕ

(
k
4
x1,

k
4
x2,

k
4
x3,

k
4
x4
)

for all x1, x2, x3, x4 ∈
X with |k| < 4, then there exists a unique derivation δ : X → X such that

‖f(x)− δ(x)‖Y ≤
1

4(1− L)
ϕ
(x
k
,
x

k
,
x

k
,
x

k

)
(4.6)

for all x ∈ X.

Proof. By the same method as in the proof of Theorem 2.1, we can get the mapping

δ : X → Y given by

δ(x) = lim
n→∞

|k|n

4n
f

(
4n

kn
x

)
for all x ∈ X. Thus it follows from 4.5 that

‖δ([x, y])− [H(x), y]− [x,H(y)]‖Y

= lim
n→∞

|k|2n

42n

∥∥∥∥(42n

k2n
[x, y]

)
−
[
f

(
4n

kn
x

)
,

4n

kn
y

]
−
[

4n

kn
x, f

(
4n

kn
x

)]∥∥∥∥
Y

≤ lim
n→∞

|k|2n

42n
ϕ

(
4n

kn
x,

4n

kn
y

)
= 0

for all x, y ∈ X, and so

δ([x, y]) = [δ(x), y] + [x, δ(y)]

for all x, y ∈ X. Therefore, δ : X → X is a Lie C∗-algebras homomorphism satisfying

4.6. This completes the proof. �
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A Higher Order Multi-step Iterative Method for Computing the Numerical
Solution of Systems of Nonlinear Equations Associated with Nonlinear PDEs

and ODEs
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Abstract

The main focus of research in the current article is to address the construction of an efficient higher order multi-step
iterative methods to solve systems of nonlinear equations associated with nonlinear partial differential equations (PDEs)
and ordinary differential equations (ODEs). The construction includes second order Frechet derivatives. The proposed
multi-step iterative method uses two Jacobian evaluations at different points and requires only one inversion (in the
sense of LU-factorization) of Jacobian. The enhancement of convergence-order (CO) is hidden in the formation of
matrix polynomial. The cost of matrix vector multiplication is expensive computationally. We developed a matrix
polynomial of degree two for base method and degree one to perform multi-steps so we need just one matrix vector
multiplication to perform each further step. The base method has convergence order four and each additional step
enhance the CO by three. The general formula for CO is 3s − 2 for s ≥ 2 and 2 for s = 1 where s is the step number.
The number of function evaluations including Jacobian are s + 2 and number of matrix vectors multiplications are
s. For s-step iterative method we solve s upper and lower triangular systems when right hand side is a vector and 1
pair of triangular systems when right hand side is a matrix. It is shown that the computational cost is almost same for
Jacobian and second order Frechet derivative associated with systems of nonlinear equations due to PDEs and ODEs.
The accuracy and validity of proposed multi-step iterative method is checked with different PDEs and ODEs.

Keywords: Multi-step, Iterative methods, Systems of nonlinear equations, Nonlinear partial differential equations,
Nonlinear ordinary differential equations

1. Introduction

A valuable discussion can be found about Frechet derivatives in [1]. We will show that why higher order Frechet
derivatives are avoided in the construction of iterative methods for general systems of nonlinear equations and why
there are suitable with for a particular class of systems of nonlinear equations associated with ODEs and PDEs. To
make things simpler, consider a system of three nonlinear equations

F(y) = [ f1(y), f2(y), f3(y)]T = 0, (1)
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where y = [y1, y2, y3]T . The first order Frechet derivative (Jacobian) of (1) is

F′(y) =



∂ f1
∂y1

∂ f1
∂y2

∂ f1
∂y3

∂ f2
∂y1

∂ f2
∂y2

∂ f2
∂y3

∂ f3
∂y1

∂ f3
∂y2

∂ f3
∂y3


=


f11 f12 f13

f21 f22 f23

f31 f32 f33

 (2)

Next we proceed for the calculation of second-order Frechet derivative. Suppose h = [h1, h2, h3]T is a constant vector.

F′(y)h =


h1 f11 + h2 f12 + h3 f13

h1 f21 + h2 f22 + h3 f23

h1 f31 + h2 f32 + h3 f33

 , (3)

F′′(y)h2 =


f111 f122 f133

f211 f222 f233

f311 f322 f333



h2

1

h2
2

h2
3

 + 2


f121 f113 f123

f212 f213 f223

f312 f313 f323



h1h2

h1h3

h2h3

 . (4)

Clearly the computational cost for second-order Frechet derivative is high in the case of general systems of nonlinear
equations. Many systems of nonlinear equations associated with PDEs and ODEs can be written as

F(y) = L(y) + f (y) + w = 0,
F(y) = Ay + f (y) + w = 0,

(5)

where A is the discrete approximation to linear differential operator L(·) and f (·) is the nonlinear function. If we write
down the second-order Frechet derivative of (5) by using (4) we get

F′′(y)h2 =



f ′′(y1) 0 0 · · · 0
0 f ′′(y2) 0 · · · 0
0 0 f ′′(y3) · · · 0
...

0 0 0 · · · f ′′(yn)





h2
1

h2
2

h2
3
...

h2
n


(6)

For the further analysis , we introduce some notation. If aaa = [a1, a2, , · · · , an]T and bbb = [b1, b2, , · · · , bn]T are
vectors then the diagonal matrix of a vector and point-wise product we define as

diag(aaa) =


a1 0 0 · · · 0
0 a2 0 · · · 0
...

0 0 0 · · · an


, aaa � bbb = diag(aaa) bbb = [a1b1, a2b2, · · · , anbn]T . (7)

For the motivation of readers we list some famous nonlinear ODEs and PDEs and their first- and second-order
derivatives in scalar and vectorial forms (Frechet derivatives). Let Dx and Dt are the discrete approximations of
differential operators in spatial and temporal dimensions and u is the function of spatial variables and in some cases
temporal variable is also taken. We also introduce a function h which is independent from u and It, Ix are identity
matrices of the size number of nodes in temporal and spatial dimensions respectively.

2
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1.1. Bratu problem

The Bratu problem is discussed in [2] and it is stated as

f (u) = u′′ + λeu = 0, u(0) = u(1) = 0,
d f (u)

du
h = h′′ + λeuh,

d2 f (u)
du2 h2 = λeuh2,

F(u) = D2
xu + λeu = 000,

F′h = D2
xh + λeu � h,

F′ = D2
x + λ diag

(
eu),

F′′h2 = λeu � h2.

(8)

The closed form solution of Bratu problem can be written asu(x) = −2log
(

cosh((x − 0.5)(0.5θ))
cosh(0.25θ)

)
,

θ =
√

2λcosh
(
0.25θ

)
.

(9)

The critical value of λ satisfies 4 =
√

4λcsinh(0.25θc). The Bratu problem has two solution, unique solution and no
solution if λ < λc, λ = λc and λ > λc respectively. The critical value λc = 3.51383071912516.

1.2. Frank-Kamenetzkii problem

The Frank-Kamenetzkii problem [3] is written as

u′′ +
1
x

u′ + λeu = 0, u′(0) = u(1) = 0,

F(u) = D2
xu +

1
x
� Dxu + λeu = 000,

F′h = D2
xh +

1
x
� Dxh + λeu � h,

F′ = D2
x + diag

(
1
x

)
Dx + λ diag

(
eu),

F′′h2 = λeu � h2.

(10)

The Frank-Kamenetzkii problem has no solution (λ > 2), (λ = 2) and two solution (λ < 2). The closed form solution of
(10) is given as

c1 = log
(
2(4 − λ) ± 4

√
2(2 − λ)

)
,

c2 = log
(

4 − λ) ± 2
√

2(2 − λ)
2λ2

)
,

u(x) = log
(

16ec1

(2λ + ec1 x2)2

)
,

u(x) = log
(

16ec1

(1 + 2λec2 x2)2

)
.

(11)

1.3. Lane-Emden equation

The Lane-Emden equation is classical equation [4] which is introduced in 1870 by Lane and later Emden (1907)
studied it. Lane-Emden equation deals with mass density distribution inside a spherical star when it is in hydrostatic

3
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equilibrium. The lane-Emden equation for index n = 5 can be written as

u′′ +
2
x

u′ + u5 = 0, u(0) = 1, u′(0) = 0,

F(u) = D2
xu +

1
x
� Dxu + u5,

F′h = D2
xh +

1
x
� Dxh + 5u4 � h,

F′ = D2
x + diag

(
1
x

)
Dx + 5 diag

(
u4),

F′′h2 = 20 u3 � h2.

(12)

The closed form solution of (12) can be written as

u(x) =

(
1 +

x2

3

)− 1
2

. (13)

1.4. Klien-Gordan equation

Klien-Gordan equation is discussed and solved in [5].

utt − c2uxx + f (u) = p, −∞ < x < ∞, t > 0
F(u) = (D2

t − c2D2
x)u + f (u) − ppp,

F′h = (D2
t − c2D2

x)h + f ′(u) � hhh,
F′ = D2

t − c2D2
x + diag( f ′(u)),

F′′h2 = f ′′(u) � h2,

(14)

where f (u) is the odd function of u and initial conditions are u(x, 0) = g1(x),
ut(x, 0) = g2(x).

(15)

We have calculated the second-order Frechet derivatives of four different nonlinear ODEs and PDEs. Clearly the
computational cost of second-order Frechet derivatives are not higher than first-order Frechet derivatives or Jacobians.
So we insist that the second-order Frechet derivatives for particular class of ODEs and PDEs are not expensive as they
are in the case of general systems of nonlinear equations. The main source of information about iterative methods
is the manuscript written by J. F. Traub [6] in 1964. Recently many researchers have contributed in the area of
iterative method for systems of nonlinear equations [7–16]. The major part of work is devoted for the construction
iterative methods for the single variable nonlinear equations[17]. According to Traub’s conjecture if we use n function
evaluations, then the maximum CO is 2n in the case of single variable nonlinear equation but for multi-variable case we
do not have such claim. In the case of systems of nonlinear equations the multi-steps iterative methods are interesting
because with minimum computational cost we are aimed to construct higher-order convergence iterative methods.
For the better understanding we can divide multi-steps iterative methods in two parts one is called base method and
second part is called multi-steps. In the base method we construct an iterative method in way that it provides maximum
enhancement in the convergence-order with minimum computational cost when we perform multi-steps. Malik et. al.

4
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[18] proposed the following multi-step iterative method (MZ1) :

MZ1 =



Number of steps = m ≥ 2
CO = 2m
Function evaluations = m + 1
Inverses = 2
Matrix vector multiplications = 1
Number of solutions of systems
of linear equations
when right hand side is matrix = 1
when right hand side is vector = m − 1



Base-Method→



F′(x)φφφ1 = F(x)

y1 = x −
2
3
φφφ1

W =
1
2

(
3F′(y1) − F′(x)

)
WT = 3F′(y1) + F′(x)

y2 = x −
1
4

Tφφφ1

(m − 2)-steps→


for s = 1,m − 2

Wφφφs+1 = F(ys+1),
ys+2 = ys+1 − φφφs+1,

end

In [19] F. Soleymani and co-researchers constructed an other multi-step iterative method (FS):

FS =



Number of steps = m ≥ 2
CO = 2m
Function evaluations = m + 1
Inverses = 2
Matrix vector multiplications = 2m − 3
Number of solutions of systems
of linear equations
when right hand side is matrix = 1
when right hand side is vector = m − 1



Base-Method→



F′(x)φφφ1 = F(x)

y1 = x −
2
3
φφφ1

W =
1
2

(
3F′(y1) − F′(x)

)
WT = 3F′(y1) + F′(x)
y2 = x − Tφφφ1

(m − 2)-steps→


for s = 1,m − 2

F′(x)φφφs+1 = F(ys+1),
ys+2 = ys+1 − T2φφφs+1,

end

H. Montazeri et. al. [20] developed the more efficient multi-step iterative methods (HM):

HM =



Number of steps = m ≥ 2
CO = 2m
Function evaluations = m + 1
Inverses = 1
Matrix vector multiplications = m
Number of solutions of systems
of linear equations
when right hand side is matrix = 1
when right hand side is vector = m − 1



Base-Method→



F′(x)φφφ1 = F(x)

y1 = x −
2
3
φφφ1

F′(x)T = F′(y1)

y2 = x −
(

23
8

I − 3T +
9
8

T2
)
φφφ1

(m − 2)-steps→



for s = 1,m − 2
F′(x)φφφs+1 = F(ys+1),

ys+2 = ys+1 −

(
5
2

I −
3
2

T
)
φφφs+1,

end

2. The proposed new multi-step iterative method

We proposed a new multi-step iterative method (MZ2):

5
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MZ2 =



Number of steps = m ≥ 2
CO = 3m − 2
Function evaluations = m + 2
Inverses = 1
Matrix vector
multiplications = m
Number of solutions
of systems of linear
equations when

right hand side is matrix = 1
right hand side is vector = m



Base-Method→



F′(x)φφφ1 = F(x)

F′(x)φφφ2 = F′′
(
x −

4
9
φφφ1

)
φφφ2

1

y1 = x −
(
φφφ1 +

3
2
φφφ2

)
F′(x)T = F′(y1)

y2 = x −
(

7
2

I − 6T +
7
2

T2
)(
φφφ1 +

3
2
φφφ2

)

(m − 2)-steps→


for s = 1,m − 2

F′(x)φφφs+2 = F(ys+1),
ys+2 = ys+1 −

(
2I − T

)
φφφs+2,

end

We claim that the convergence-order of our proposed multi-step iterative method is

CO =

2 m = 1,
3m − 2 m ≥ 2,

(16)

where m is the number of steps of MZ2. The computational costs of MZ1 and FS are high because both methods use
two inversions of matrices. The multi-step iterative method HM use only one inversion of Jacobian and hence is a
good candidate for the performance comparison. For further discussion we will not consider MZ1 and FS methods. We
presented comparison between MZ2 and HM in Table1 and 2. The Table 1 tells us if the number of function evaluations
and number of solutions of system of linear equations are equal then the performance of MZ2 in terms of convergence-
order is better than HM when number of step of MZ2 are grater or equal to four. When the convergence-orders of both
iterative methods are equal then we can see from Table 2 that the computation effort of HM is always more than that of
MZ2 for m ≥ 2. The performance index to measure the efficiency of an iterative method to solve systems of nonlinear
equation is defined as

ρ = CO
1

f lops . (17)

In Table 3 we provided the computational cost of different operation and Table 4 shows the performance index as
defined in (20) for a particular case when HM and MZ2 have the same convergence-order. Clearly the performance
index of MZ2 is better than that of HM.

6
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Table 1: Comparison between multi-steps iterative method MZ2 and HM if number of function evaluations and solutions of system of linear equations
are equal.

MZ2 HM MZ2 HM MZ2 HM Difference
(m ≥ 2) (m ≥ 2) (m = 2) (m = 3) (m = m1) (m = m1 + 1) MZ2 − HM

Number of steps m m 2 3 m1 m1 + 1 1
Convergence-order 3m − 2 2m 4 6 3m1 − 2 2(m1 + 1) m1 − 4
Function evaluations m + 2 m + 1 4 4 m1 + 2 m1 + 2 0
Solution of system
of linear equations when
right hand side is vector m m − 1 2 2 m1 m1 0
Solution of system
of linear equations when
right hand side is matrix 1 1 1 1 1 1 0
Matrix vector
multiplications m m 2 3 m1 m1 + 1 −1

Table 2: Comparison between multi-steps iterative method MZ2 and HM if convergence-orders are equal.

MZ2 HM Difference
(m ≥ 1) (m ≥ 1) HM −MZ2

Number of steps 2m 3m − 1 m − 1
Convergence-order 6m − 2 6m − 2 0
Function evaluations 2m + 2 3m m − 2
Solution of system
of linear equations when
right hand side is vector 2m 3m m
Solution of system
of linear equations when
right hand side is matrix 1 1 0
Matrix vector
multiplications 2m 3m − 1 m − 1

7
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Table 3: Computational cost of different operations (the computational cost of a division is three times to multiplication).

LU decomposition
Multiplications Divisions Total cost
n(n − 1)(2n − 1)

6
n(n − 1)

2
n(n − 1)(2n − 1)

6
+ 3

n(n − 1)
2

Two triangular systems (if right hand side is a vector)
Multiplications Divisions Total cost
n(n − 1) n n(n − 1) + 3n

Two triangular systems (if right hand side is a matrix)
Multiplications Divisions Total cost
n2(n − 1) n2 n2(n − 1) + 3n2

Matrix vector multiplication
n2

Table 4: Comparison of performance index between multi-steps iterative methods MZ2 and HM.

Iterative methods HM MZ2

Number of steps 5 4
Rate of convergence 10 10
Number of functional
evaluations 6n 6n
The classical efficiency
index 21/(6n) 21/(6n)

Number of Lu
factorizations 1 1
Cost of Lu

factorizations
n(n − 1)(2n − 1)

6
+ 3

n(n − 1)
2

n(n − 1)(2n − 1)
6

+ 3
n(n − 1)

2
Cost of linear systems 4(n(n − 1) + 3n) + n2(n − 1) + 3n2 4(n(n − 1) + 3n) + n2(n − 1) + 3n2

Matrix vector multiplications 5n2 4n2

Flops-like efficiency

index 101/
(

4n3
3 +12n2+ 38

3 n
)

101/
(

4n3
3 +11n2+ 38

3 n
)

8

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

452 Malik Zaka Ullah et al 445-461



3. Convergence Analysis

In this section, we will prove that the local convergence-order of MZ2 is seven for m = 3 and later we will establish
a proof for the convergence-order of multi-step iterative scheme MZ2, by using mathematical induction.

Theorem 3.1. Let F : Γ ⊆ Rn → Rn be sufficiently Frechet differentiable on an open convex neighborhood Γ of
x∗ ∈ Rn with F(x∗) = 0 and det(F′(x∗)) , 0. Then the sequence {xk} generated by the iterative scheme MZ2 converges
to x∗ with local order of convergence seven, and produces the following error equation

ek+1 = Lek
7 + O(ek

8), (18)

where ek = xk−x∗, ek
p =

p-times︷            ︸︸            ︷
(ek, ek, · · · , ek) and L = −2060C6

2−618C3C4
2 +260/9C3

2C4 +26/3C3C2C4−30C3C2C3C2−

6C3C2
2C3 − 100C3

2C3C2 − 20C4
2C3 is a p-linear function i.e. L ∈ L

p-times︷               ︸︸               ︷
(Rn,Rn, · · · ,Rn) and Lek

p ∈ Rn.

Proof. Let F : Γ ⊆ Rn → Rn be sufficiently Frechet differentiable function in Γ. The qth Frechet derivative of F at

v ∈ Rn, q ≥ 1, is the q − linear function F(q)(v) :

q-times︷        ︸︸        ︷
RnRn · · ·Rn such that F(q)(v)(u1, u2, · · · , uq) ∈ Rn . The Taylor’s

series expansion of F(xk) around x∗ can be written as:

F(xk) = F(x∗ + xk − x∗) = F(x∗ + ek), (19)

= F(x∗) + F′(x∗)ek +
1
2!

F′′(x∗)ek
2 +

1
3!

F(3)(x∗)ek
3 + O

(
e4

k

)
, (20)

= F′(x∗)
(
ek +

1
2!

F′(x∗)−1F′′(x∗)ek
2 +

1
3!

F′(x∗)−1F(3)(x∗)ek
3 + O

(
e4

k

) )
, (21)

= C1

(
ek + C2ek

2 + C3ek
3 + O

(
e4

k

) )
, (22)

where C1 = F′(x∗) and Cs =
1
s!

F′(x∗)−1F(s)(x∗) for s ≥ 2. From (22), we can calculate the Frechet derivative of F:

F′(xk) = C1

(
I + 2C2ek + 3C3ek

2 + 4C3ek
3 + O

(
e4

k

) )
, (23)

where I is the identity matrix. Furthermore, we calculate the inverse of the Jacobian matrix

F′(xk)−1
=

(
I−2C2ek +

(
4C2

2−3C3

)
e2

k +
(
6C3C2 +6C2C3−8C3

2−4C4

)
e3

k +
(
8C4C2 +9C2

3 +8C2C4−5C5−

12C3C2
2 − 12C2C3C2 − 12C2

2C3 + 16C4
2

)
e4

k +
(
24C3C3

2 + 24C3
2C3 + 24C2

2C3C2 + 24C2C3C2
2 +

10C5C2 +12C4C3 +12C3C4 +10C2C5−6C6−16C4C2
2−18C2

3C2−18C3C2C3−16C2C4C2−

18C2C2
3 − 16C2

2C4 − 32C5
2

)
e5

k +
(
32C4C3

2 + 64C6
2 − 48C3C4

2 + 12C2C6 + 16C2
4 + 15C3C5 +

15C5C3 +12C6C2−24C4C2C3−24C4C3C2−20C2
2C5−24C2C3C4−24C2C4C3 +32C3

2C4−

20C2C5C2 + 36C2
2C2

3 − 20C5C2
2 + 32C2

2C4C2 + 32C2C4C2
2 + 36C2C2

3C2 + 36C2C3C2C3 +

36C2
3C2

2 −7C7 −24C3C2C4 −27C3
3 −24C3C4C2 + 36C3C2C3C2 + 36C3C2

2C3 −48C2
2C3C2

2 −

48C3
2C3C2 − 48C4

2C3 − 48C2C3C3
2

)
e6

k + O
(
e7

k

) )
C−1

1

(24)

By multiplying F′(xk)−1 and F(xk), we obtain φφφ1:

φφφ1 = ek−C2e2
k +

(
2C2

2−2C3

)
e3

k +
(
−3C4−4C3

2 +3C3C2 +4C2C3

)
e4

k +
(
−4C5−6C3C2

2−6C2C3C2−

8C2
2C3 + 8C4

2 + 4C4C2 + 6C2
3 + 6C2C4

)
e5

k +
(
− 5C6 + 12C3C3

2 + 16C3
2C3 + 12C2

2C3C2 +

12C2C3C2
2−8C4C2

2−9C2
3C2−12C3C2C3−8C2C4C2−12C2C2

3−12C2
2C4−16C5

2 + 5C5C2 +

8C4C3 + 9C3C4 + 8C2C5

)
e6

k + O
(
e7

k

)
.

(25)

9
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The expression for φφφ2 is the following:

φφφ2 = 2C2e2
k +

(
− 8C2

2 + 10/3C3

)
e3

k +
(
26C3

2 − 38/3C3C2 − 12C2C3 + 100/27C4

)
e4

k +(
− 364/27C2C4 − 18C2

3 − 416/27C4C2 + 116/3C2
2C3 + 36C2C3C2 + 122/3C3C2

2 +

2500/729C5−76C4
2

)
e5

k +
(
−106C2C3C2

2−298/3C2
2C3C2−344/3C3

2C3+1282/27C2
2C4+

140/3C2C2
3 + 1106/27C2C4C2 − 118C3C3

2 + 1364/27C4C2
2 − 10664/729C2C5 −

520/27C3C4−544/27C4C3−12290/729C5C2+54C2
3C2+184/3C3C2C3+6250/2187C6+

208C5
2

)
e6

k + O
(
e7

k

)
.

(26)

The expressions for y1, T , y2 and y3 in order are

y1 − x∗ = −2C2e2
k +

(
10C2

2 − 3C3

)
e3

k +
(
− 23/9C4 − 35C3

2 + 16C3C2 + 14C2C3

)
e4

k + (−278/243C5 −

55C3C2
2−48C2C3C2−50C2

2C3+106C4
2+172/9C4C2+21/9C2

3+128C2C4

)
e5

k+
(
147C2C3C2

2+

137C2
2C3C2 +156C3

2C3−533/9C2
2C4−58C2C2

3−481/9C2C4C2 +165C3C3
2−610/9C4C2

2 +

3388/243C2C5 + 179/9C3C4 + 200/9C4C3 + 4930/243C5C2 − 72C2
3C2 − 80C3C2C3 +

520/729C6 − 296C5
2

)
e6

k + O
(
e7

k

)
.

(27)

T = I − 2C2ek − 3C3e2
k +

(
6C3C2 − 4C4 + 20C3

2

)
e3

k +
(
12C3C2

2 + 20C2C3C2 + 28C2
2C3 − 110C4

2 +

8C4C2 + 9C2
3 + 26/9C2C4 − 5C5

)
e4

k +
(
− 180C3C3

2 − 156C3
2C3 − 136C2

2C3C2 − 134C2C3C2
2 +

18C3C2C3 + 200/9C2C4C2) + 24C2C2
3 + 68/3C2

2C4 + 432C5
2 + 10C5C2 + 12C4C3 + 12C3C4 +

1874/243C2C5 − 6C6

)
e5

k +
(
− 112C4C3

2 − 1456C6
2 + 1050C3C4

2 + 9788/729C2C6 + 16C2
4 +

15C3C5 +15C5C3 +12C6C2−24C4C3C2 +3028/243C2
2C5 +142/9C2C3C4 +184/9C2C4C3−

1474/9C3
2C4+5000/243C2C5C2−164C2

2C2
3−454/3C2

2C4C2−1220/9C2C4C2
2−144C2C2

3C2−

196C2C3C2C3−222C2
3C2

2−7C7+20/3C3C2C4−26/3C3C4C2−240C3C2C3C2−258C3C2
2C3+

562C2
2C3C2

2 + 546C3
2C3C2 + 624C4

2C3 + 690C2C3C3
2

)
e6

k + O
(
e7

k

)
.

(28)

y2 − x∗ =
(
− 5C3C2 + 13/9C4 − 103C3

2 − C2C3

)
e4

k +
(
− 104/9C2C4 − 21/2C2

3 − 80/9C4C2 −

148C2
2C3−100C2C3C2−109C3C2

2+937/243C5+666C4
2

)
e5

k+
(
869C2C3C2

2+873C2
2C3C2+

954C3
2C3 − 1133/9C2

2C4 − 124C2(C2
3)− 895/9C2C4C2 + 1074C3C3

2 − 1114/9C4C2
2 −

715/27C2C5 − 238/9C3C4 − 178/9C4C3 − 3575/243C5C2 − 75C2
3C2 − 158C3C2C3 +

4894/729C6 − 1990C5
2

)
e6

k +
(
3632/3C4C3

2 + 420C6
2 − 4958C3C4

2 − 30616/729C2C6 −

404/9C2
4 − 7343/162C3C5 − 16001/486C5C3 − 15620/729C6C2 − 1580/9C4C2C3 −

580/9C4C3C2 − 18334/243C2
2C5 − 761/9C2C3C4 − 847/9C2C4C3 + 1074C3

2C4 −

19556/243C2C5C2+1118C2
2C2

3−35410/243C5C2
2)+8924/9C2

2C4C2+3038/3C2C4C2
2+

1040C2C2
3C2 + 1262C2C3C2C3 + 1390C2

3C2
2 + 63418/6561C7 − 919/9C3C2C4 −

165/2C3
3−589/9C3C4C2+1331C3C2C3C2+1542C3C2

2C3−2678C2
2C3C2

2−2886C3
2C3C2−

2881C4
2C3 − 3871C2C3C3

2

)
e7

k + O
(
e8

k

)
.

(29)

y3 − x∗ =
(
−2060C6

2−618C3C4
2+260/9C3

2C4+26/3C3C2C4−30C3C2C3C2−6C3C2
2C3−100C3

2C3C2−

20C4
2C3

)
e7

k + O
(
e8

k

)
.

(30)
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Theorem 3.2. The multi-step iterative scheme MZ2 has the local convergence-order 3m − 2, using m(≥ 2) evaluations
of a sufficiently differentiable function F, two first-order Frechet derivatives F′ and one second-order Frechet derivate
F′′ per full-cycle.

Proof. The proof is established from mathematical induction. For m = 1, 2, 3 the convergence-orders are two, four
and seven from (27), (29) and (30) respectively. Consequently our claim concerning the convergence-order 3m − 2 is
true for m = 2, 3.

We assume that our claim is true for m = q > 3, i.e., the convergence-order of MZ2 is 3q − 2. The qth-step and
(q − 1)th-step of iterative scheme MZ2 can be written as:

Frozen-factor = (2I − T)F′(x)−1, (31)
yq−1 = yq−2 − (Frozen-factor) F(yq−2), (32)
yq = yq−1 − (Frozen-factor) F(yq−1). (33)

The enhancement in the convergence-order of MZ2 from (q − 1)th-step to qth-step is (3q − 2) − (3(q − 1) − 2) = 3 .
Now we write the (q + 1)th-step of MZ2:

yq+1 = yq − (Frozen-factor) F(yq). (34)

The increment in the convergence-order of MZ2, due to (q + 1)th-step, is exactly three, because the use of the Frozen-
factor adds an additive constant in the convergence-order[19]. Finally the convergence-order after the addition of the
(q + 1)th-step is 3q − 2 + 3 = 3q + 1 = 3(q + 1) − 2, which completes the proof.

4. Numerical Testing

For the verification of convergence-order, we use the following definition for the computational convergence-order
(COC):

COC ≈
log

(
||xq+2 − x∗||∞/||xq+1 − x∗||∞

)
log

(
||xq+1 − x∗||∞/||xq − x∗||∞

) , (35)

where Max(|xq+2 −x∗|) is the maximum absolute error. The number of solutions of systems of linear equations are same
in both iterative methods when right hand side is a matrix so we will not mention it in comparison tables. The main
benefit of multi-step iterative methods is that we invert Jacobian once and then use it again and again in multi-steps
part to get better convergence-order for a single cycle of iterative method. We have conducted numerical tests for four
different problems to show the accuracy and validity of our proposed multi-step iterative method MZ2. For the purpose
of comparison we adopt two ways (i) when both iterative methods have same number of function evaluations and
solution of systems of linear equations (ii) when both schemes have same convergence order. Tables 5, 7 and 8 show
that when we number of function evaluations and solutions of systems of linear equation are equal and the convergence
order of MZ2 is higher than ten then our proposed scheme show better accuracy in less execution time. On the other
hand if convergence-order of MZ2 is less than ten then the performance of HM is relatively better. For the second
cases when we equate the convergence-orders the execution time of MZ2 are always less than that of HM because
HM performs more steps to achieve the same convergence-order. Tables 6, 9 and 10 shows that MZ2 achieve better
or almost equal accuracy with less execution time. We have also simulated one PDE Klein-Gordon and results are
depicted in Table 11. As we have commented if the convergence-order is less ten the performance of HM is better
and it is clearly evident in Table 11 but the accuracy of MZ2 is comparable with HM. The numerical error in solution
due to MZ2 is shown in Figure 1 and Figure 2 corresponds to numerical solution of Klein-Gordon PDE. In the case of
Klein-Gordon equation by keeping the mesh size fix, if we increase the number of iterations or either number of steps
both iterative method can not improve the accuracy.
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Table 5: Comparison of performances for different multi-step methods in the case of the Bratu problem when number of function evaluations and
number of solutions of systems of linear equations are equal in both iterative methods.

Iterative methods MZ2 HM
Number of iterations 1 1
Size of problem 200 200
Number of steps 32 33
Theoretical convergence-order(CO) 94 66
Number of function evaluations per iteration 34 34
Solutions of system of linear equations per iteration 32 32
Number of matrix vector multiplication per iteration 32 33

λ

||xq − x∗||∞ 1 3.62e − 156 7.55e − 110
2 4.78e − 142 2.31e − 98
3 3.91e − 50 4.05e − 35

Execution time 23.48 24.0

Table 6: Comparison of performances for different multi-step methods in the case of the Bratu problem when convergence orders are equal in both
itrative methods.

Iterative methods MZ2 HM
Number of iterations 1 1
Size of problem 250 250
Number of steps 120 179
Theoretical convergence-order(CO) 358 358
Number of function evaluations per iteration 122 180
Solutions of system of linear equations per iteration 120 178
Number of matrix vector multiplication per iteration 120 179
||xq − x∗||∞, (λ = 1) 3.98e − 235 3.98e − 235
Execution time 59.67 70.22
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Table 7: Comparison of performances for different multi-step methods in the case of the Bratu problem when number of function evaluations and
number of solutions of systems of linear equations are equal in both iterative methods.

Iterative methods MZ2 HM
Number of iterations 3 3
Size of problem 250 250
Number of steps 3 4
Theoretical convergence-order(CO) 7 8
Computational convergence-order(COC) 6.75 7.81
Number of function evaluations per iteration 5 5
Solutions of system of linear equations per iteration 3 3
Number of matrix vector multiplication per iteration 3 4
||xq − x∗||∞ 8.44e − 150 3.92e − 161
Execution time 63.75 64.66

Table 8: Comparison of performances for different multi-step methods in the case of the Frank Kamenetzkii problem when number of function
evaluations and number of solutions of systems of linear equations are equal in both iterative methods.

Iterative methods MZ2 HM
Number of iterations 3 3
Size of problem 150 150
Number of steps 3 4
Theoretical convergence-order(CO) 7 8
Computational convergence-order(COC) 7.39 8.64
Number of function evaluations per iteration 5 5
Solutions of system of linear equations per iteration 3 3
Number of matrix vector multiplication per iteration 3 4
||xq − x∗||∞ 4.21e − 126 3.21e − 149
Execution time 16.10 16.68

Table 9: Comparison of performances for different multi-step methods in the case of the Frank Kamenetzkii problem when convergence orders are
equal in both iterative methods.

Iterative methods MZ2 HM
Number of iterations 1 1
Size of problem 150 150
Number of steps 80 119
Theoretical convergence-order(CO) 238 238
Number of function evaluations per iteration 82 120
Solutions of system of linear equations per iteration 80 118
Number of matrix vector multiplication per iteration 80 119
||xk − x∗||∞, (λ = 1) 6.46e − 116 3.95e − 99
Execution time 19.89 28.21
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Table 10: Comparison of performances for different multi-step methods in the case of the Lane-Emden equation when convergence orders are equal.

Iterative methods MZ2 HM
Number of iterations 1 1
Size of problem 100 100
Number of steps 30 44
Theoretical convergence-order(CO) 88 88
Number of function evaluations per iteration 32 45
Solutions of system of linear equations per iteration 30 43
Number of matrix vector multiplication per iteration 30 44
||xq − x∗||∞ 1.95e − 34 2.64e − 37
Execution time 3.01 3.53

Table 11: Comparison of performances for different multi-step methods in the case of the Klien Gordon equation , initial guess u(xi, t j) = 0,

u(x, t) = δsech(κ(x − νt), κ =

√
k

c2 − ν2 , δ =

√
2k
γ

, c = 1, γ = 1, ν = 0.5, k = 0.5, nx = 170, nt = 26, x ∈ [−22, 22], t ∈ [0, 0.5].

Iterative methods MZ2 HM
Number of iterations 1 1
Size of problem 4420 4420
Number of steps 4 4
Theoretical convergence-order(CO) 10 8
Number of function evaluations per iteration 6 5
Solutions of system of linear equations per iteration 4 3
Number of matrix vector multiplication per iteration 4 4

Steps
||xq − x∗||∞ 1 3.24e − 1 4.11e − 1

2 7.51e − 3 2.62e − 3
3 2.70e − 5 2.63e − 5
4 5.59e − 7 4.39e − 7

Execution time 94.13 80.18
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Figure 1: Absolute error plot for multi-step method MZ2 in the case of the Klien Gordon equation , initial guess u(xi, t j) = 0, u(x, t) = δsech(κ(x−νt),

κ =

√
k

c2 − ν2 , δ =

√
2k
γ

, c = 1, γ = 1, ν = 0.5, k = 0.5, nx = 170, nt = 26, x ∈ [−22, 22], t ∈ [0, 0.5].

0
0.1

0.2
0.3

0.4

−40

−20

0

20

40
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

t−axisx−axis

u
n

u
m

e
ri
c
a

l

Figure 2: Numerical solution of the Klien Gordon equation , x ∈ [−22, 22], t ∈ [0, 0.5].
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5. Conclusions

The inversion of Jacobian is computationally expensive and multi-step iterative methods can provide remedy to it by
offering good convergence-order with relatively less computational cost. The best way to construct a multi-step method
is to reduce the number of Jacobian and function evaluations, inversion of Jacobian, matrix-vector and vector-vector
multiplications. Higher-order Frechet derivatives are computationally expensive when use them for the solution of
systems of nonlinear equations but for a particular of ODEs and PDEs we could use them because they are just diagonal
matrices. Our proposed scheme MZ2 shows good accuracy when we perform more and more multi-steps and it also
depends on the nature of problem sometime. The computational convergence-order of MZ2 is also calculated in some
examples and it agrees with theoretical proved convergence-order.
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QUADRATIC ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED

SPACES

JI-HYE KIM AND CHOONKIL PARK∗

Abstract. In this paper, we solve the following quadratic ρ-functional inequalities

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) (0.1)

≥ N
(
ρ
(

2f
(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t
)

where ρ is a fixed real number with |ρ| < 1, and

N
(

2f
(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
(0.2)

≥ N (ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t)

where ρ is a fixed real number with |ρ| < 1
2
.

Using the fixed point method, we prove the Hyers-Ulam stability of the quadratic ρ-
functional inequalities (0.1) and (0.2) in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [21] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [13, 24, 52]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [23]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 28, 29] to investigate the Hyers-Ulam
stability of quadratic ρ-functional inequalities in fuzzy Banach spaces.

Definition 1.1. [2, 28, 29, 30] Let X be a real vector space. A function N : X ×R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
The properties of fuzzy normed vector spaces and examples of fuzzy norms are given in

[27, 28].

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. fuzzy Banach space; quadratic ρ-functional inequality; fixed point method; Hyers-

Ulam stability.
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Definition 1.2. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in
X is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn−x, t) = 1
for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by N -
limn→∞ xn = x.

Definition 1.3. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is
continuous at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the
sequence {f(xn)} converges to f(x0). If f : X → Y is continuous at each x ∈ X, then
f : X → Y is said to be continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [51] con-
cerning the stability of group homomorphisms.

The functional equation f(x+ y) = f(x) + f(y) is called the Cauchy equation. In particular,
every solution of the Cauchy equation is said to be an additive mapping. Hyers [17] gave a
first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was
generalized by Aoki [1] for additive mappings and by Th.M. Rassias [40] for linear mappings by
considering an unbounded Cauchy difference. A generalization of the Th.M. Rassias theorem
was obtained by Găvruta [14] by replacing the unbounded Cauchy difference by a general
control function in the spirit of Th.M. Rassias’ approach.

The functional equation f(x+y)+f(x−y) = 2f(x)+2f(y) is called the quadratic functional
equation. In particular, every solution of the quadratic functional equation is said to be a
quadratic mapping. The stability of quadratic functional equation was proved by Skof [50] for
mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach space. Cholewa
[9] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced by
an Abelian group. Czerwik [10] proved the Hyers-Ulam stability of the quadratic functional

equation. The functional equation f
(
x+y
2

)
+ f

(
x−y
2

)
= 1

2f(x) + 1
2f(y) is called a Jensen type

quadratic equation. The stability problems of several functional equations have been extensively
investigated by a number of authors and there are many interesting results concerning this
problem (see [4, 18, 20, 25, 36, 37, 38, 41, 42, 44, 45, 46, 47, 48, 49]).

Gilányi [15] showed that if f satisfies the functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖ (1.1)

then f satisfies the Jordan-von Neumann functional equation

2f(x) + 2f(y) = f(x+ y) + f(x− y).

See also [43]. Fechner [12] and Gilányi [16] proved the Hyers-Ulam stability of the functional
inequality (1.1). Park, Cho and Han [35] investigated the Cauchy additive functional inequality

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖ (1.2)

and the Cauchy-Jensen additive functional inequality

‖f(x) + f(y) + 2f(z)‖ ≤
∥∥∥∥2f (x+ y

2
+ z

)∥∥∥∥ (1.3)
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and proved the Hyers-Ulam stability of the functional inequalities (1.2) and (1.3) in Banach
spaces.

Park [33, 34] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.

We recall a fundamental result in fixed point theory.
Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d

satisfies
(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [5, 11] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [19] were the first to provide applications of stability
theory of functional equations for the proof of new fixed point theorems with applications. By
using fixed point methods, the stability problems of several functional equations have been
extensively investigated by a number of authors (see [6, 7, 22, 27, 31, 32, 38, 39]).

In Section 2, we solve the quadratic ρ-functional inequality (0.1) and prove the Hyers-Ulam
stability of the quadratic ρ-functional inequality (0.1) in fuzzy Banach spaces by using the fixed
point method.

In Section 3, we solve the quadratic ρ-functional inequality (0.2) and prove the Hyers-Ulam
stability of the quadratic ρ-functional inequality (0.2) in fuzzy Banach spaces by using the fixed
point method.

Throughout this paper, assume that X is a real vector space and (Y,N) is a fuzzy Banach
space.

2. Quadratic ρ-functional inequality (0.1)

In this section, we prove the Hyers-Ulam stability of the quadratic ρ-functional inequality
(0.1) in fuzzy Banach spaces. Let ρ be a real number with |ρ| < 1. We need the following
lemma to prove the main results.

Lemma 2.1. Let f : X → Y be a mapping such that

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) (2.1)

≥ N
(
ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
for all x, y ∈ X and all t > 0. Then f is quadratic.

Proof. Assume that f : X → Y satisfies (2.1).

Letting x = y = 0 in (2.1), we get N(2f(0), t) ≥ N (ρ(2f(0)), t) = N
(
2f(0), t

|ρ|

)
for all

t > 0. By (N5) and (N6), N(f(0), t) = 1 for all t > 0.
It follows from (N2) that f(0) = 0.
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Letting y = x in (2.1), we get N(f(2x) − 4f(x), t) ≥ N (0, t) = 1 and so f(2x) = 4f(x) for
all x ∈ X. Thus

f

(
x

2

)
=

1

4
f(x) (2.2)

for all x ∈ X.
It follows from (2.1) and (2.2) that

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ N
(
ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
= N

(
1

2
ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t

)
= N

(
f(x+ y) + f(x− y)− 2f(x)− 2f(y),

2t

|ρ|

)
for all t > 0. By (N5) and (N6), N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) = 1 for all t > 0. It
follows from (N2) that f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ X. �

Theorem 2.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

4
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) (2.3)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf

(
x
2n
)

exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ Lϕ(x, x)
(2.4)

for all x ∈ X and all t > 0.

Proof. Letting y = x in (2.3), we get

N (f (2x)− 4f(x), t) ≥ t

t+ ϕ(x, x)
(2.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.
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Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
4g

(
x

2

)
− 4h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

4
εt

)
≥

Lt
4

Lt
4 + ϕ

(
x
2 ,

x
2

) ≥ Lt
4

Lt
4 + L

4ϕ(x, x)
=

t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.

It follows from (2.5) that N
(
f(x)− 4f

(
x
2

)
, L4 t

)
≥ t

t+ϕ(x,x) for all x ∈ X and all t > 0. So

d(f, Jf) ≤ L
4 .

By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q

(
x

2

)
=

1

4
Q(x) (2.6)

for all x ∈ X. Since f : X → Y is even, Q : X → Y is a even mapping. The mapping Q is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that Q is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, x)

for all x ∈ X;
(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ L

4− 4L
.

This implies that the inequality (2.4) holds.
By (2.3),

N

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
, 4nt

)
≥ min

{
N

(
ρ

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

)))
, 4nt

)
,

t

t+ ϕ
(
x
2n ,

y
2n
)}
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for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
, t

)
≥ min

{
N

(
ρ

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

)))
, t

)
,

t
4n

t
4n + Ln

4n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
4n

t
4n

+Ln

4n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N (Q(x+ y) +Q(x− y)− 2Q(x)− 2Q(y), t)

≥ N
(
ρ

(
2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)
, t

)
for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping Q : X → Y is quadratic, as
desired. �

Corollary 2.3. Let θ ≥ 0 and let p be a real number with p > 2. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be an even mapping satisfying

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf( x

2n ) exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (2p − 4)t

(2p − 4)t+ 2θ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 2.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 22−p, and we get the desired result. �

Theorem 2.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and (2.3). Then
Q(x) := N -limn→∞

1
4n f (2nx) exists for each x ∈ X and defines a quadratic mapping Q : X →

Y such that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ ϕ(x, x)
(2.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (2.5) that

N

(
f(x)− 1

4
f(2x),

1

4
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1
4 . Hence d(f,Q) ≤ 1

4−4L , which implies that the

inequality (2.7) holds.
The rest of the proof is similar to the proof of Theorem 2.2. �
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Corollary 2.5. Let θ ≥ 0 and let p be a real number with 0 < p < 2. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be an even mapping satisfying

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t)

≥ min

{
N

(
ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞

1
4n f(2nx) exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 2p)t

(4− 2p)t+ 2θ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−2, and we get the desired result. �

3. Quadratic ρ-functional inequality (0.2)

In this section, we prove the Hyers-Ulam stability of the quadratic ρ-functional inequality
(0.2) in fuzzy Banach spaces. Let ρ be a real number with |ρ| < 1

2 . We need the following
lemma to prove the main results.

Lemma 3.1. Let f : X → Y be a mapping such that

N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
(3.1)

≥ N (ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t)

for all x, y ∈ X and all t > 0. Then f is quadratic.

Proof. Assume that f : X → Y satisfies (3.1).

Letting x = y = 0 in (3.1), we get N(2f(0), t) ≥ N (ρ(2f(0)), t) = N
(
2f(0), t

|ρ|

)
for all

t > 0. By (N5) and (N6), N(f(0), t) = 1 for all t > 0.
It follows from (N2) that f(0) = 0.

Letting y = 0 in (3.1), we get N
(
4f
(
x
2

)
− f(x), t

)
≥ N (0, t) = 1 for all t > 0 and so

f

(
x

2

)
=

1

4
f(x) (3.2)

for all x ∈ X.
It follows from (3.1) and (3.2) that

N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
= N

(
1

2
f(x+ y) +

1

2
f(x− y)− f(x)− f(y), t

)
= N (f(x+ y) + f(x− y)− 2f(x)− 2f(y), 2t)

≥ N (ρ(f(x+ y) + f(x− y)− 2f(x)− 2f(y)), t)

= N

(
f(x+ y) + f(x− y)− 2f(x)− 2f(y),

t

|ρ|

)
for all t > 0. By (N5) and (N6), N(f(x+ y) + f(x− y)− 2f(x)− 2f(y), t) = 1 for all t > 0. It
follows from (N2) that f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ X. �
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Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

4
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be an even mapping satisfying

N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
(3.3)

≥ min

{
N (ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t) ,

t

t+ ϕ(x, y)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf

(
x
2n
)

exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (1− L)t

(1− L)t+ ϕ(x, 0)
(3.4)

for all x ∈ X and all t > 0.

Proof. Letting x = y = 0 in (3.3), we get N(2f(0), t) ≥ N (ρ(2f(0)), t) = N
(
2f(0), t

|ρ|

)
for all

t > 0. So f(0) = 0.
Letting y = 0 in (3.3), we get

N

(
4f

(
x

2

)
− f(x), t

)
≥ t

t+ ϕ(x, 0)
(3.5)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, 0)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
4g

(
x

2

)
− 4h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

4
εt

)
≥

Lt
4

Lt
4 + ϕ

(
x
2 , 0

) ≥ Lt
4

Lt
4 + L

4ϕ(x, 0)
=

t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

469 JI-HYE KIM et al 462-473



QUADRATIC ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

It follows from (3.5) that

N

(
f(x)− 4f

(
x

2

)
, t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1.
By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q

(
x

2

)
=

1

4
Q(x) (3.6)

for all x ∈ X. Since f : X → Y is even, Q : X → Y is an even mapping. The mapping Q is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
This implies that Q is a unique mapping satisfying (3.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X;
(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ 1

1− L
.

This implies that the inequality (3.4) holds.
By (3.3),

N

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
, 4nt

)
≥ min

{
N

(
ρ

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

)))
, 4nt

)
,

t

t+ ϕ
(
x
2n ,

y
2n
)}

for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
4n
(

2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
, t

)
≥ min

{
N

(
ρ

(
4n
(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

)))
, t

)
,

t
4n

t
4n + Ln

4n ϕ (x, y)

}

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
4n

t
4n

+Ln

4n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

N

(
2Q

(
x+ y

2

)
+ 2

(
x− y

2

)
−Q(x)−Q(y), t

)
≥ N (ρ (Q (x+ y) +Q (x− y)− 2Q(x)− 2Q(y)) , t)

for all x, y ∈ X and all t > 0. By Lemma 3.1, the mapping Q : X → Y is quadratic, as
desired. �
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Corollary 3.3. Let θ ≥ 0 and let p be a real number with p > 2. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be an even mapping satisfying

N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y), t

)
≥ min

{
N (ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t) ,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf( x

2n ) exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (2p − 4)t

(2p − 4)t+ 2pθ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 22−p, and we get the desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be an even mapping satisfying f(0) = 0 and (3.3). Then
Q(x) := N -limn→∞

1
4n f (2nx) exists for each x ∈ X and defines a quadratic mapping Q : X →

Y such that

N (f(x)−Q(x), t) ≥ (1− L)t

(1− L)t+ ϕ(x, 0)
(3.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.
It follows from (3.5) that

N

(
f(x)− 1

4
f(2x), Lt

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L. Hence

d(f,Q) ≤ 1

1− L
,

which implies that the inequality (3.7) holds.
The rest of the proof is similar to the proof of Theorem 3.2. �

Corollary 3.5. Let θ ≥ 0 and let p be a real number with 0 < p < 2. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be an even mapping satisfying

N

(
2f

(
x+ y

2

)
+ f

(
x− y

2

)
− f(x)− f(y), t

)
≥ min

{
N (ρ (f (x+ y) + f (x− y)− 2f(x)− 2f(y)) , t) ,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞

1
4n f(2nx) exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 2p)t

(4− 2p)t+ 2pθ‖x‖p

for all x ∈ X.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

471 JI-HYE KIM et al 462-473



QUADRATIC ρ-FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−2, and we get the desired result. �

References

[1] T. Aoki, On the stability of the linear transformation in Banach spaces, J. Math. Soc. Japan 2 (1950),
64–66.

[2] T. Bag and S.K. Samanta, Finite dimensional fuzzy normed linear spaces, J. Fuzzy Math. 11 (2003), 687–
705.

[3] T. Bag and S.K. Samanta, Fuzzy bounded linear operators, Fuzzy Sets and Systems 151 (2005), 513–547.
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[14] P. Găvruta, A generalization of the Hyers-Ulam-Rassias stability of approximately additive mappings, J.

Math. Anal. Appl. 184 (1994), 431–436.
[15] A. Gilányi, Eine zur Parallelogrammgleichung äquivalente Ungleichung, Aequationes Math. 62 (2001), 303–

309.
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The Quadrature rules of the fuzzy HenstockõõõStieltjes
integral on a infinite interval†

Ling Wang∗

School of Information Engineering, Gansu Institute of Political Science and Law,
Lanzhou, Gansu 730070, P.R. China

Abstract: In this paper, the calculating methods for the fuzzy Henstock-Stieltjes integral on a infinite
interval are proposed. It includes quadrature rules and the error estimates such as the midpoint-type
rule, trapezoidal-type rule, Simpson’s formula, δ−fine quadrature rules, their error estimates, and so on.
Finally, an example is given to illuminate the effectiveness the methods proposed in this paper.
Keywords: Fuzzy numbers; Fuzzy Henstock-Stieltjes integral; calculating methods
AMS subject classifications. 26E50; 28E10.

1 Introduction

It is well known that the notion of the Stieltjes integral for fuzzy-number-valued functions was orig-
inally proposed by Nanda [1] in 1989. Many generalizations of the fuzzy Riemann-Stieltjes integral
were considered by scholars [2, 3, 4]. In 1998, Wu [5] proposed the concept of fuzzy Riemann-Stieltjes
integral by means of the representation theorem of fuzzy-number-valued functions, whose membership
function could be obtained by solving a nonlinear programming problem, but it is difficult to calculate
and extend to the higher-dimensional space. In 2006, Ren et al. introduced the concept of two kinds
of fuzzy Riemann-Stieltjes integral for fuzzy-number-valued functions [3, 4] and showed that a continu-
ous fuzzy-number-valued function was fuzzy Riemann-Stieltjes integrable with respect to a real-valued
increasing function. To overcome the limitations of the existing studies and to characterize continuous
linear functionals on the space of Henstock integrable fuzzy-number-valued functions, the concept of the
Henstock-Stieltjes integral for fuzzy-number-valued functions was defined and discussed in 2012, and some
useful results for this integral were shown, such as the integrability, the continuity and the differentiability
of the primitive, numerical calculus of the integration, the convergence theorems, and so on. The integral
for fuzzy-number-valued functions on a infinite interval, as a expectation of fuzzy random variable, was
originally investigated by Puri and Ralescu in 1986 [6]. In their opinion, a fuzzy random variable as
a fuzzy-number-valued function and the expectation E(X) of a fuzzy random variable X equals to a
fuzzy integral E(X) =

∫
X or set-valued integral of Xλ. In 2007, the concept of the fuzzy Henstock

integral on infinite interval was proposed and discussed in order to solve the expectation E(X) of a fuzzy
random variable X which distribution function has some kinds of discontinuity or non-integrability by
Gong and Wang [7]. After that, the Henstock-Stieltjes integral for fuzzy-number-valued functions on
infinite interval which is an extension of the usual fuzzy Riemann-Stieltjes integral on infinite interval
was investigated by Duan in 2014 [8], and several necessary and sufficient conditions of the integrability
for fuzzy-number-valued functions are given by means of the Henstock-Stieltjes integral of real-valued
functions on infinite interval and Henstock integral of fuzzy-number-valued functions on infinite interval.
In this paper, we shall discuss the calculating methods for the fuzzy Henstock-Stieltjes integral on a
infinite interval: one is to calculate directly by the fuzzy Henstock-Stieltjes integral on a infinite interval,
including quadrature rules and the error estimates such as the midpoint-type rule, trapezoidal-type rule,
Simpson’s formula, δ−fine quadrature rules and their error estimates; another is to calculate by using
the equivalent characteristic of fuzzy Henstock-Stieltjes integrability, whose membership function could
be obtained by solving a nonlinear programming problem.

†The work is supported by the Natural Scientific Fund of China (11161041)
* Tel.:+8618693076970, E-mail: 18693076970@163.com
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2 Preliminaries

Fuzzy set ũ ∈ E1 is called a fuzzy number if ũ is a normal, convex fuzzy set, upper semi-continuous
and supp u = {x ∈ R | u(x) > 0} is compact. Here Ā denotes the closure of A. We use E1 to denote the
fuzzy number space [1-6].

Let ũ, ṽ ∈ E1, k ∈ R, the addition and scalar multiplication are defined by

[ũ + ṽ]λ = [ũ]λ + [ṽ]λ, [kũ]λ = k[ũ]λ,

respectively, where [ũ]λ = {x : u(x) > λ} = [u−λ , u+
λ ], for any λ ∈ [0, 1].

We use the Hausdorff distance between fuzzy numbers given by D : E1 × E1 → [0,+∞) as follows
[1-6]:

D(ũ, ṽ) = sup
λ∈[0,1]

d([ũ]λ, [ṽ]λ) = sup
λ∈[0,1]

max{|u−λ − v−λ |, |u
+
λ − v+

λ |},

where d is the Hausdorff metric. D(ũ, ṽ) is called the distance between ũ and ṽ.
Recall, also, that a function f̃ : [a, b] → E1 is said to be bounded if there exists M ∈ R such that

‖f̃(x)‖ = D(f̃(x), 0̃) 6 M for any x ∈ [a, b]. Notice that here ‖f̃(x0)‖ does not stand for the norm of E1.

Definition 2.1 [7,8,9]. R denote the generalized real line, for f̃ defined on [a,+∞], we define
f̃(+∞) = 0̃, and 0̃ · (+∞) = 0̃.

Let δ : [a,+∞] → R+ be a positive real function. A division P = {[xi−1, xi]; ξi} is said to be δ-fine,
if the following conditions are satisfied:
(1)a = x0 < x1 < ... < xn−1 = b < xn = +∞;
(2)ξi ∈ [xi−1, xi] ⊂ O(ξi), i = 1, 2, ..., n;
where O(ξi) = (ξi − δ(ξi), ξi + δ(ξi)) for i = 1, 2, ..., n− 1, and O(ξn) = [b, +∞).

For brevity, we write T = {[u, v]; ξ}, where [u, v] denotes a typical interval in T and ξ is the associated
point of [u, v].

Definition 2.2 [8]. Let α : [a,+∞] → R be an increasing function. A fuzzy-number-valued function
f̃(x) is said to be fuzzy Henstock-Stieltjes integrable with respect to α on [a,+∞] if there exists a fuzzy
number H̃ ∈ E1 such that for every ε > 0, there is a function δ(x) > 0 on [a,+∞] such that for any
δ-fine division T = {[xi−1, xi]; ξi}n

i=1, we have

D(
n∑

i=1

[α(xi)− α(xi−1)]f̃(ξi), H̃) < ε.

We write (FHS)
∫ +∞
a f̃(x)dα = H̃ and (f̃ , α) ∈ FHS[a,+∞].

The definition of f̃ ∈ FHS(−∞, a] is similar. Naturally, we define f̃ ∈ FHS(−∞,+∞) iff f̃ ∈
FHS(−∞, a] and f̃ ∈ FHS[a,+∞), and furthermore

(FHS)
∫ +∞

−∞
f̃(x)ddα = (FHS)

∫ a

−∞
f̃(x)ddα + (FHS)

∫ +∞

a
f̃(x)ddα.

For brevity, we always assume that α : [a,+∞] → R is an increasing function.
Lemma 2.1[8]. Let α : [a,+∞] → R be an increasing function and let f̃ : [a,+∞] → E1. Then the

following statements are equivalent:
(1) (f̃ , α) ∈ FHS[a,+∞] and (FHS)

∫ +∞
a f̃(x)dα = Ã;

(2) for any λ ∈ [0, 1], f−λ and f+
λ are Henstock-Stieltjes integrable with respect to α on [a,+∞] for

any λ ∈ [0, 1] uniformly (δ(x) is independent of λ ∈ [0, 1]), and

[(FHS)
∫ +∞

a
f̃(x)dα]λ = [(HS)

∫ +∞

a
f−λ (x)dα, (HS)

∫ +∞

0
f+

λ (x)dα].

(3) For any b > a, f̃ ∈ FHS[a, b], lim
b→+∞

∫ b
a f̃(x)dα as a fuzzy number exists and

lim
b→+∞

∫ b

a
f̃(x)dα =

∫ +∞

a
f̃(x)dα.
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3 Quadrature rules of the Henstock-Stieltjes integral for fuzzy-number-valued functions on
infinite interval

We shall use the modulus of oscillation for a fuzzy-valued function to discuss the quadrature rules
of expectations for fuzzy random variables in this section. For the numerical calculus of fuzzy integral,
there were some discussions by the fuzzy Riemann integral, improper fuzzy Riemann integral, using
the probabilistic Monte Carlo method, and the quadrature rules for fuzzy Henstock integral on a finite
interval[1, 3, 4]. However, the calculus above will be restricted when the distribution function of a random
variable on (−∞,+∞) or the distribution function of a random variable has some kind of discontinuity
or non-integrability. Furthermore, fuzzy Henstock integral is convenient for numerical calculus since
it is a Riemann-type integral. Since a fuzzy random variable is a measurable fuzzy-valued function
f̃ : (−∞, +∞) → E1, therefore without loss of the generality, we only discuss the quadrature rules of
Henstock integrals for the measurable fuzzy-valued functions on [a,+∞). For a fuzzy-valued function,
since its Henstock integrability implies measurability, for brevity we always assume that the fuzzy-valued
functions discussed are measurable throughout this section.

Definition 3.1[7, 10]. Let f̃ : [a,+∞) → E1 be a bounded mapping. Then the function ω[a,+∞)(f̃ , ·) :
R+

⋃
{0} → R+,

ω[a,+∞)(f̃ , δ) = sup{D(f̃(x), f̃(y)) : x, y ∈ [a,+∞), |x− y| ≤ δ}

is called the modulus of oscillation of f̃ on [a,+∞).
Theorem 3.1[7] Obviously, the following statements hold:

(i) D(f̃(x), f̃(y)) ≤ ω[a,+∞)(f̃ , |x− y|),∀x, y ∈ [a,+∞) for any x, y ∈ [a,+∞);

(ii) ω[a,+∞)(f̃ , δ) is nondecreasing mapping in δ and nonincreasing in a;

(iii) ω[a,+∞)(f̃ , 0) = 0;

(iv) ω[a,+∞)(f̃ , δ1 + δ2) ≤ ω[a,+∞)(f̃ , δ1) + ω[a,+∞)(f̃ , δ2) for any δ1, δ2 ≥ 0;

(v) ω[a,+∞)(f̃ , nδ) ≤ nω[a,+∞)(f̃ , δ) for any δ ≥ 0, n ∈ N ;

(vi) ω[a,+∞)(f̃ , λδ) ≤ (λ + 1)ω[a,+∞)(f̃ , δ) for any δ ≥ 0, λ ≥ 0.
Theorem 3.2 Let f̃ ∈ FHS[a,+∞) be a bounded function, and α : [a,+∞] → R an increasing

function. Then for any division T : a = x0 < x1 < ... < xn−1 = b < xn = +∞ and any point
ξi ∈ [xi−1, xi], i = 1, 2, 3, ..., n− 1, and ξn = +∞, we have

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi)) ≤
n−1∑
i=1

[α(xi)− α(xi−1)]ω[xi−1,xi](f̃ , xi − xi−1) + αb,

where αb stands for ‖
∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞).

Proof. The subinterval including +∞ is denoted by [b,+∞](xn−1 = b, xn = +∞), according to
the additivity of interval for fuzzy Henstock-Stieltjes integral, we have

∫ +∞
a f̃(x)dα =

∫ b
a f̃(x)dα +

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

476 Ling Wang 474-483



Ling Wang: The Quadrature rules of the fuzzy Henstock-Stieltjes integrals on a infinite interval

∫ +∞
b f̃(x)dα, and

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi))

≤ D(
∫ b

a
f̃(x)dα,

n−1∑
i=1

[α(xi)− α(xi−1)]f̃(ξi)) + D(
∫ +∞

b
f̃(x)dα,

∫ +∞

b
f̃(ξn)dα, )

≤
n−1∑
i=1

[α(xi)− α(xi−1)]ω[xi−1,xi](f̃ , xi − xi−1) + D(
∫ +∞

b
f̃(x), 0̃)dα

≤
n∑

i=1

[α(xi)− α(xi−1)]ω[xi−1,xi](f̃ , xi − xi−1) + αb,

where f̃(ξn) = 0̃. By Lemma 2.1, αb → 0 when b → +∞.
The proof is complete.

Taking in Theorem 3.2 n = 2, x1 = ξ1 = ξ2 = x; n = 2, x1 = x, ξ1 = u, ξ2 = v and n = 4, x1 = α, x2 =
β, ξ1 = u, ξ2 = v, ξ3 = w respectively, we obtain the midpoint-type, trapezoidal-type and Simpson’s
inequalities in some sense with its error estimations as follows.

Corollary 3.1 Let f̃ ∈ FHS[a,+∞) be a bounded function. Then
(i)

D(
∫ +∞

a
f̃(x)dα, [α(b)− α(a)]f̃(x)) ≤ [α(x)− α(a)]ω[a,x](f̃ , x− a) + [α(b)− α(x)]ω[x,b](f̃ , b− x) + αb

for any b ≥ a and x ∈ [a, b];
(ii)

D(
∫ +∞

a
f̃(x)dα, [α(x)− α(a)]f̃(u) + [α(b)− α(x)]f̃(v))

≤ [α(x)− α(a)]ω[a,x](f̃ , x− a) + [α(b)− α(x)]ω[x,b](f̃ , b− x) + αb

for any b ≥ a and x ∈ [a, b], u ∈ [a, x], v ∈ [x, b];
(iii)

D(
∫ +∞

a
f̃(x)dα, [α(β1)− α(a)]f̃(u) + [α(β2)− α(β1)]f̃(v) + [α(b)− α(β2)]f̃(w))

≤ [α(β1)− α(a)]ω[a,α](f̃ , β1 − a) + [α(β2)− α(β1)]ω[β1,β2](f̃ , β2 − β1)

+ [α(b)− α(β2)]ω[β2,b](f̃ , b− β2) + αb

for any b ≥ a, α, β ∈ [a, b], and u ∈ [a, β1], v ∈ [β1, β2], w ∈ [β2, b], where αb stands for ‖
∫ +∞
b f̃(x)dα‖E1

or
∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞).
Corollary 3.2 Let f̃ ∈ FHS[a,+∞) be a bounded function. Then

(i)

D(
∫ +∞

a
f̃(x)dα, [α(b)− α(a)]f̃(

a + b

2
))

≤ [α(b)− α(a)]ω[a,b](f̃ ,
b− a

2
) + αb

≤ [α(b)− α(a)]ω[a,+∞)(f̃ ,
b− a

2
) + αb;
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(ii)

D(
∫ +∞

a
f̃(x)dα, [α(

b + a

2
)− α(a)]f̃(a) + [α(b)− α(

b + a

2
)]f̃(b))

≤ [α(
b + a

2
)− α(a)]ω[a, b+a

2
](f̃ ,

b− a

2
) + [α(b)− α(

b + a

2
)]ω[ b+a

2
,b](f̃ ,

b− a

2
) + αb;

(iii)

D(
∫ +∞

a
f̃(x)dα, [α(

2a + b

3
)− α(a)]f̃(a) + [α(

a + 2b

3
)− α(

2a + b

3
)]f̃(

a + b

2
) + [α(b)− α(

a + 2b

3
)]f̃(b))

≤ [α(
2a + b

3
)− α(a)]ω[a, 2a+b

3
](f̃ ,

b− a

3
) + [α(

a + 2b

3
)− α(

2a + b

3
)]ω[ 2a+b

3
,[a+2b

3
](f̃ ,

b− a

3
)

+ [α(b)− α(
a + 2b

3
)]ω[a+2b

3
,b](f̃ ,

b− a

3
) + αb,

where αb stands for ‖
∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞).

Using Theorem 3.2, we can also obtain another numerical calculous of Henstock-Stieltjes integrals
with error estimations.

Corollary 3.3 Let f̃ ∈ FHS[a,+∞) be a bounded function. Then
(1)

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi))

≤ [α(b)− α(a)]ω[a,b](f̃ , ‖T‖) + αb

≤ [α(b)− α(a)]ω[a,+∞)(f̃ , ‖T‖) + αb;

(2)

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi))

≤ ‖α(T )‖
n−1∑
i=1

ω[a,b](f̃ , xi − xi−1) + αb

≤ ‖α(T )‖
n−1∑
i=1

ω[a,+∞)(f̃ , xi − xi−1) + αb;

(3) If α : [a, b] → R is an increasing function satisfying α ∈ C1[a,+∞], then

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi))

≤ M‖T‖
n−1∑
i=1

ω[a,b](f̃ , xi − xi−1) + αb

for any division T : a = x0 < x1 < ... < xn−1 = b < xn = +∞ and any point ξi ∈ [xi−1, xi], i =
1, 2, ...n − 1 ξn = +∞, where αb stands for ‖

∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, αb → 0 (b → +∞),

‖T‖ = max{xi−xi−1 : i = 1, 2, ...n−1} denotes the modulus of division T , ‖α(T )‖ = max{α(xi)−α(xi−1) :
i = 1, 2, ...n− 1}, and M is the bound of α on [a, b].
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Proof. By using Theorem 3.2 and Theorem 3.1, (1) and (2) are obvious. We only prove that (3)
holds. In fact, we have

D(
∫ +∞

a
f̃(x)dα,

n∑
i=1

[α(xi)− α(xi−1)]f̃(ξi))

≤
n−1∑
i=1

[α(xi − α(xi−1)]ω[xi−1,xi](f̃ , xi − xi−1) + αb

=
n−1∑
i=1

α′(ζi)(xi − xi−1)ω[xi−1,xi](f̃ , xi − xi−1) + αb

≤ M‖T‖
n−1∑
i=1

ω[a,b](f̃ , xi − xi−1) + αb

≤ M‖T‖
n−1∑
i=1

ω[a,+∞)(f̃ , xi − xi−1) + αb.

4. δ− fine quadrature rules of the Henstock-Stieltjes integral for fuzzy-number-valued
functions on infinite interval

Definition 4.1 Let Sn =
n∑

i=1
[α(xi) − α(xi−1)]f̃(ξi) be a quadrature rule and δ : [a,+∞] → R+.

Sn is said to be a δ−fine quadrature rule, if ξi ∈ [xi−1, xi] ⊂ O(ξi), i = 1, 2, ..., n, where O(ξi) =
(ξi − δ(ξi), ξi + δ(ξi)) for i = 1, 2, ..., n− 1, and O(ξn) = [b, +∞).

We can deduce expressions for the remainder of δ−fine quadrature rules by using Theorem 3.2 and
Theorem 3.1(ii,v) as follows.

Theorem 4.1 Let f̃ ∈ FHS[a,+∞) be a bounded function. If Sn =
n∑

i=1
[α(xi) − α(xi−1)]f̃(ξi) is a

δ−fine quadrature rule, then

D(
∫ +∞

a
f̃(x)dα, Sn) ≤ 2

n−1∑
i=1

[α(xi)− α(xi−1)]δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + αb.

Here αb stands for ‖
∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞).

Theorem 4.2 Let f̃ ∈ FHS[a,+∞) be a bounded function, and α : [a, b] → R be an increasing

function such that α ∈ C1[a,+∞]. If Sn =
n∑

i=1
[α(xi)− α(xi−1)]f̃(ξi) is a δ−fine quadrature rule, then

D(
∫ +∞

a
f̃(x)dα, Sn) ≤ 4M

n−1∑
i=1

δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + αb.

Here M is the bound of α′ on [a, b], αb stands for ‖
∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0

(b → +∞).
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Proof By using Theorem 3.2 and Theorem 3.1(ii,v), we have

D(
∫ +∞

a
f̃(x)dα, Sn)

≤ 2
n−1∑
i=1

[α(xi)− α(xi−1)]δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + αb

≤ 2
n−1∑
i=1

α′(ζi)(xi − xi−1)δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + αb

≤ 4M
n−1∑
i=1

δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + αb.

Corollary 4.1 Let f̃ ∈ FHS[a,+∞) be a bounded function, α : [a, b] → R an increasing function
such that α ∈ C1[a,+∞], M the bound of α′ on [a, b]. Then
(i)

D(
∫ +∞

a
f̃(x)dα, [α(b)− α(a)]f̃(x))

≤ 4Mδ(x)ω[a,b](f̃ , δ(x)) + αb;

for any x ∈ [a, b] such that the quadrature rule [α(b)− α(a)]f̃(x) is δ−fine;
(ii)

D(
∫ +∞

a
f̃(x)dα, [α(x)− α(a)]f̃(u) + [α(b)− α(x)]f̃(v))

≤ 4M [δ(u)ω[a,x](f̃ , δ(u) + δ(v)ω[x,b](f̃ , δ(v))] + αb;

for any x ∈ [a, b], u ∈ [a, x] and v ∈ [x, b] such that the trapezoidal-type quadrature rule [α(x)−α(a)]f̃(u)+
[α(b)− α(x)]f̃(v)) is δ−fine;
(iii)

D(
∫ +∞

a
f̃(x)dα, [α(β1)− α(a)]f̃(u) + [α(β2)− α(β1)]f̃(v) + [α(b)− α(β2)]f̃(w))

≤ 4M [δ(u)ω[a,b](f̃ , δ(u)) + δ(v)ω[a,b](f̃ , δ(v)) + δ(w)ω[a,b](f̃ , δ(w))] + αb

for any β1, β2 ∈ [a, b], and u ∈ [a, β1], v ∈ [β1, β2], w ∈ [β2, b], such that Simpson’s formula is δ−fine. Here
αb stands for ‖

∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞).

The following theorem shows that δ−fine quadrature rules converge for the bounded Henstock-Stieltjes
integrable functions.

Theorem 4.3 Let f̃ ∈ FHS[a,+∞) be a bounded function. Then there exist functions δn :

[a,+∞] → R+ and a sequence of δn−fine quadrature rules Sn =
mn∑
i=1

[α(xi) − α(xi−1)]f̃(ξi) such that

Sn converges to
∫ +∞
a f̃(x)dα.

Proof. From the definition of Henstock-Stieltjes integrability on infinite interval for all ε > 0 there
exists a function δ such that for any δ−fine division(which can be interpreted as a δ−fine quadrature
rule), we have

D(
∫ +∞

a
f̃(x)dα, Sn) < ε.

Taking ε = 1
n in the inequality we obtain that the statement of the theorem holds. The proof is complete.
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Corollary 4.2 Let f̃ ∈ FHS[a,+∞) be a bounded function. Then for any natural number n,
there exist functions δn : [a,+∞] → R+, bn ≥ a, and a sequence of δn−fine quadrature rules Sn =
mn∑
i=1

[α(xi)− α(xi−1)]f̃(ξi) such that

D(
∫ +∞

a
f̃(x)dα, Sn) < ε.

5. Examples

Example 5.1 Let f̃ : [1, +∞] → E1 be given by

f̃(x, s) =



s, s ∈ [0, 1], x is rational,
0, s ∈ (−∞, 0) ∪ (1,+∞), x is rational,

1− s

e−x2 , s ∈ [0, e−x2
], x is irrational,

0, s ∈ (−∞, 0) ∪ (e−x2
,+∞), x is irrational,

1, s = 0, x = +∞,
0, s ∈ (−∞, 0) ∪ (0,+∞), x = +∞,

and α(x) = x.

We could prove that f̃ is (FHS) integrable on [0,+∞) according to the equivalence of fuzzy (HS)
integrability and uniform (HS) integrability of f−λ and f+

λ . Furthermore,
∫ +∞
0 f̃(x)dα = H̃, and δ−fine

quadrature rule Sn =
n∑

i=1
[α(xi)−α(xi−1)]f̃(ξi) converges to fuzzy number H̃ which relationship function

is defined by

H(s) =

{
1− 2√

π
s, s ∈ [0,

√
π

2 ],
0, x is others,

That is to say, H−
λ = 0, H+

λ = (1− λ)
√

π
2 . In fact, we note that

f−λ (x) =

 λ, x is rational,
0, x = +∞,
0, x is irrational,

f+
λ (x) =


1, x is rational,
0, x = +∞,

(1− λ)e−x2
, x is irrational.

Since f+
λ (x) ≤ e−x2

, f−λ , f+
λ are Henstock integrable uniformly for λ ∈ [0, 1] and∫ +∞

0
f−λ (x)dα = 0(+∞) = 0,

∫ +∞

0
f+

λ (x)dα = lim
b→+∞

∫ b

0
f+

λ (x)dα = (1− λ)
√

π

2
.

It follows that ∫ +∞

0
f̃(x)dα = H̃.

For any ε > 0, we define

δ(ξ) =

{
ε

2i+2 , ξ = ri,
ε
4ξ, otherwise,

where Q = {r1, r2, r3, ...} stands for the set of all rational numbers on [0,+∞) and for any δ−fine
division T : 1 = x0 < x1 < ... < xn−1 = b < xn = +∞(ξn = +∞, f̃(ξn) = (0, 0, 0)), then Sn =
n∑

i=1
[α(xi) − α(xi−1)]f̃(ξi) a any δ−fine quadrature rule. Note that ω[xi−1xi](f̃ , δ(ξi)) = 1. Then we have

the following results.
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(1) According to Theorem 3.2, we have

D(Sn, H̃)

≤
n−1∑
i=1

[α(xi)− α(xi−1)]ω[xi−1,xi](f̃ , xi − xi−1) + αb

=
n−1∑
i=1

[α(xi)− α(xi−1)] + αb

= b + αb,

where αb = ‖
∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞). Indeed,

αb =
∫ +∞

b
‖f̃(x)‖E1dα = sup

λ∈[0,1]
{
∫ +∞

b
(1− λ)e−x2},

and αb → 0.
(2) According to Theorem 4.2, we have

D(Sn, H̃)

≤
n−1∑
i=1

δ(ξi)ω[xi−1xi](f̃ , δ(ξi)) + ‖
∫ +∞

b
f̃(x)dx‖E1

=≤ 4
n−1∑
i=1

δ(ξi) + αb.

(iii) According to Corollary 4.1, we have
(i)

D((b− 0)f̃(x), H̃) ≤ 4δ(x) + αb

for any x ∈ [0, b] such that the quadrature rule (b− 0)f̃(x) is δ−fine;
(ii)

D((x− 0)f̃(u) + (b− x)f̃(v), H̃) ≤ 4(δ(u) + δ(v)) + αb

for any x ∈ [0, b], u ∈ [0, x] and v ∈ [x, b] such that the trapezoidal-type quadrature rule (x − 0)f̃(u) +
(b− x)f̃(v) is δ−fine;
(iii)

D((β1 − 0)f̃(u) + (β2 − β1)f̃(v) + (b− β2)f̃(w), H̃)
≤ 4(δ(u) + δ(v) + δ(w)) + αb

for any α, β ∈ [0, b], and u ∈ [0, α], v ∈ [α, β], w ∈ [β, b], such that Simpson’s formula is δ−fine, where
αb = ‖

∫ +∞
b f̃(x)dα‖E1 or

∫ +∞
b ‖f̃(x)‖E1dα, and αb → 0 (b → +∞). Indeed,

αb =
∫ +∞

b
‖f̃(x)‖E1dα = sup

λ∈[0,1]
{
∫ +∞

b
(1− λ)e−x2},

and αb → 0.

5. Conclusion

We have discussed the numerical calculus of the fuzzy Henstock-Stieltjes integral for fuzzy-valued
functions on [a,+∞). It is well known that the quadrature rules and numerical calculus are restricted
when the distribution function of a random variable is unbounded, defined on (−∞,+∞) or have some
kind of non-integrability in the previous papers, however, applying the methods proposed in this paper,
the problems mentioned above are solved. It includes quadrature rules and the error estimates, such as
the midpoint-type rule, trapezoidal-type rule, Simpson’s rule, δ− fine formula and their error estimates,
and so on.
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CUBIC AND QUARTIC ρ-FUNCTIONAL INEQUALITIES IN FUZZY

NORMED SPACES

JOOHO ZHIANG, JEONGHUN CHU∗, GEORGE A. ANASTASSIOU, AND CHOONKIL PARK∗

Abstract. In this paper, we solve the following cubic ρ-functional inequality

N (f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), t) (0.1)

≥ N
(
ρ
(

4f
(
x+

y

2

)
+ 4f

(
x− y

2

)
− f(x+ y)− f(x− y)− 6f(x)

)
, t
)

in fuzzy normed spaces, where ρ is a fixed real number with |ρ| < 2, and the following quartic
ρ-functional inequality

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t) (0.2)

≥ N
(
ρ
(

8f
(
x+

y

2

)
+ 8f

(
x− y

2

)
− 2f(x+ y)− 2f(x− y)− 12f(x) + 3f(y)

)
, t
)

in fuzzy normed spaces, where ρ is a fixed real number with |ρ| < 2.
Using the fixed point method, we prove the Hyers-Ulam stability of the cubic ρ-functional

inequality (0.1) and the quartic ρ-functional inequality (0.2) in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [20] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [11, 24, 50]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [23]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 29, 30] to investigate the Hyers-Ulam
stability of cubic ρ-functional inequalities and quartic ρ-functional inequalities in fuzzy Banach
spaces.

Definition 1.1. [2, 29, 30, 31] Let X be a real vector space. A function N : X × R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
The properties of fuzzy normed vector spaces and examples of fuzzy norms are given in [28, 29].

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. fuzzy Banach space; cubic ρ-functional inequality; quartic ρ-functional inequality;

fixed point method; Hyers-Ulam stability.
∗Corresponding author.
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Definition 1.2. [2, 29, 30, 31] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in X
is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn − x, t) = 1
for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by
N -limn→∞ xn = x.

Definition 1.3. [2, 29, 30, 31] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is continuous
at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the sequence {f(xn)}
converges to f(x0). If f : X → Y is continuous at each x ∈ X, then f : X → Y is said to be
continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [49]
concerning the stability of group homomorphisms. Hyers [15] gave a first affirmative partial
answer to the question of Ulam for Banach spaces. Hyers’ Theorem was generalized by Aoki
[1] for additive mappings and by Th.M. Rassias [41] for linear mappings by considering an
unbounded Cauchy difference. A generalization of the Th.M. Rassias theorem was obtained by
Găvruta [12] by replacing the unbounded Cauchy difference by a general control function in the
spirit of Th.M. Rassias’ approach. The stability problems of several functional equations have
been extensively investigated by a number of authors and there are many interesting results
concerning this problem (see [7, 16, 19, 21, 22, 25, 37, 38, 39, 43, 44, 45, 46, 47, 48]).

In [18], Jun and Kim considered the following cubic functional equation

f(2x+ y) + f(2x− y) = 2f(x+ y) + 2f(x− y) + 12f(x). (1.1)

It is easy to show that the function f(x) = x3 satisfies the functional equation (1.1), which is
called a cubic functional equation and every solution of the cubic functional equation is said to
be a cubic mapping.

In [26], Lee et al. considered the following quartic functional equation

f(2x+ y) + f(2x− y) = 4f(x+ y) + 4f(x− y) + 24f(x)− 6f(y). (1.2)

It is easy to show that the function f(x) = x4 satisfies the functional equation (1.2), which is
called a quartic functional equation and every solution of the quartic functional equation is said
to be a quartic mapping.

Gilányi [13] showed that if f satisfies the functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖ (1.3)

then f satisfies the Jordan-von Neumann functional equation

2f(x) + 2f(y) = f(x+ y) + f(x− y).

See also [42]. Fechner [10] and Gilányi [14] proved the Hyers-Ulam stability of the functional
inequality (1.3). Park, Cho and Han [36] investigated the Cauchy additive functional inequality

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖ (1.4)
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and the Cauchy-Jensen additive functional inequality

‖f(x) + f(y) + 2f(z)‖ ≤
∥∥∥∥2f

(
x+ y

2
+ z

)∥∥∥∥ (1.5)

and proved the Hyers-Ulam stability of the functional inequalities (1.4) and (1.5) in Banach
spaces.

Park [34, 35] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.

We recall a fundamental result in fixed point theory.
Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d

satisfies
(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [4, 9] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [17] were the first to provide applications of stability theory
of functional equations for the proof of new fixed point theorems with applications. By using
fixed point methods, the stability problems of several functional equations have been extensively
investigated by a number of authors (see [5, 6, 28, 32, 33, 39, 40]).

In Section 2, we solve the cubic ρ-functional inequality (0.1) and prove the Hyers-Ulam sta-
bility of the cubic ρ-functional inequality (0.1) in fuzzy Banach spaces by using the fixed point
method.

In Section 3, we solve the quartic ρ-functional inequality (0.2) and prove the Hyers-Ulam
stability of the quartic ρ-functional inequality (0.2) in fuzzy Banach spaces by using the fixed
point method.

Throughout this paper, assume that ρ is a fixed real number with |ρ| < 2.

2. Cubic ρ-functional inequality (0.1)

In this section, we solve and investigate the cubic ρ-functional inequality (0.1) in fuzzy Banach
spaces.

Lemma 2.1. Let (Y,N) be a fuzzy normed vector space. Let f : X → Y be a mapping such that

N((f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), t)

≥ N
(
ρ
(

4f
(
x+

y

2

)
+ 4f

(
x− y

2

)
− f(x+ y)− f(x− y)− 6f(x)

)
, t
)

(2.1)

for all x, y ∈ X and all t > 0. Then f : X → Y is cubic.
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Proof. Assume that f : X → Y satisfies (2.1).
Letting x = y = 0 in (2.1), we get N(−14f(0), t) ≥ 1. So f(0) = 0.
Letting y = 0 in (2.1), we get N(2f (2x)− 16f(x), t) ≥ 1 and so f(2x) = 8f(x) for all x ∈ X.

Thus

f
(x

2

)
=

1

8
f(x) (2.2)

for all x ∈ X.
It follows from (2.1) and (2.2) that

N (f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), t)

≥ N
(
ρ
(

4f
(
x+

y

2

)
+ 4f

(
x− y

2

)
− f(x+ y)− f(x− y)− 6f(x)

)
, t
)

= N

(
f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x),

2t

|ρ|

)
for all t > 0. By (N5) and (N6),

f(2x+ y) + f(2x− y) = 2f(x+ y) + 2f(x− y) + 12f(x)

for all x, y ∈ X, since |ρ| < 2. So f : X → Y is cubic. �

We prove the Hyers-Ulam stability of the cubic ρ-functional inequality (2.1) in fuzzy Banach
spaces.

Theorem 2.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

8
ϕ(2x, 2y)

for all x, y ∈ X. Let f : X → Y be a mapping satisfying

N (f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), t) (2.3)

≥ min(N
(
ρ
(

4f
(
x+

y

2

)
+ 4f

(
x− y

2

)
− f(x+ y)− f(x− y)− 6f(x)

)
, t
)
,

t

t+ ϕ(x, y)
))

for all x, y ∈ X and all t > 0. Then C(x) := N -limn→∞ 8nf
(
x
2n

)
exists for each x ∈ X and

defines a cubic mapping C : X → Y such that

N (f(x)− C(x), t) ≥ (16− 16L)t

(16− 16L)t+ Lϕ(x, 0)
(2.4)

for all x ∈ X and all t > 0.

Proof. Letting y = 0 in (2.3), we get

N(2f(2x)− 16f(x), t) ≥ t

t+ ϕ(x, 0)
(2.5)

and so N
(
f(x)− 8f

(
x
2

)
, t2
)
≥ t

t+ϕ(x
2
,0)

for all x ∈ X.

Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, 0)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [27, Lemma 2.1]).
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Now we consider the linear mapping J : S → S such that

Jg(x) := 8g
(x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N
(

8g
(x

2

)
− 8h

(x
2

)
, Lεt

)
= N

(
g
(x

2

)
− h

(x
2

)
,
L

8
εt

)
≥

Lt
8

Lt
8 + ϕ

(
x
2 , 0
) ≥ Lt

8
Lt
8 + L

8ϕ(x, 0)
=

t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (2.5) that

N

(
f(x)− 8f

(x
2

)
,
L

16
t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L
16 .

By Theorem 1.4, there exists a mapping C : X → Y satisfying the following:
(1) C is a fixed point of J , i.e.,

C
(x

2

)
=

1

8
C(x) (2.6)

for all x ∈ X. The mapping C is a unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that C is a unique mapping satisfying (2.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)− C(x), µt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X;
(2) d(Jnf, C)→ 0 as n→∞. This implies the equality

N - lim
n→∞

8nf
( x

2n

)
= C(x)

for all x ∈ X;
(3) d(f, C) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f, C) ≤ L

16− 16L
.

This implies that the inequality (2.4) holds.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

488 JOOHO ZHIANG et al 484-495



J. ZHIANG, J. CHU, G.A. ANASTASSIOU, AND C. PARK

By (2.3),

N

(
8n
(
f

(
2x+ y

2n

)
+ f

(
2x− y

2n

)
− 2f

(
x+ y

2n

)
− 2f

(
x− y

2n

)
− 12f

( x
2n

))
, 8nt

)
≥ min

{
N

(
8nρ

(
4f

(
x+ y

2

2n

)
+ 4f

(
x− y

2

2n

)
− f

(
x+ y

2n

)
− f

(
x− y

2n

)
− 6f

( x
2n

))
, 8nt

)
,

t

t+ ϕ( x
2n ,

y
2n )

}
for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
8n
(
f

(
2x+ y

2n

)
+ f

(
2x− y

2n

)
− 2f

(
x+ y

2n

)
− 2f

(
x− y

2n

)
− 12f

( x
2n

))
, t

)
≥ min

{
N

(
8nρ

(
4f

(
x+ y

2

2n

)
+ 4f

(
x− y

2

2n

)
− f

(
x+ y

2n

)
− f

(
x− y

2n

)
− 6f

( x
2n

))
, t

)
,

t
8n

t
8n + Ln

8n ϕ(x, y)

}

Since limn→∞
t
8n

t
8n

+Ln

8n
ϕ(x,y)

= 1 for all x, y ∈ X and all t > 0,

N(C(2x+ y) + C(2x− y)− 2C(x+ y)− 2C(x− y)− 12C(x), t)

≥ N(ρ(4C(x+
y

2
) + 4C(x− y

2
)− C(x+ y)− C(x− y)− 6C(x), t)

for all x, y ∈ X and all t > 0. By Lemma 2.1, the mapping C : X → Y is cubic, as desired. �

Corollary 2.3. Let θ ≥ 0 and let p be a real number with p > 3. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying

N (f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), t) (2.7)

≥ min
{
N
(
ρ
(

4f
(
x+

y

2

)
+ 4f

(
x− y

2

)
− f(x+ y)− f(x− y)− 6f(x)

)
, t
)
,

t

t+ θ(‖x‖p + ‖y‖p)

}
for all x, y ∈ X and all t > 0. Then C(x) := N -limn→∞ 8nf( x

2n ) exists for each x ∈ X and
defines a cubic mapping C : X → Y such that

N (f(x)− C(x), t) ≥ 2(2p − 8)t

2(2p − 8)t+ θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.2 by taking ϕ(x, y) := θ(‖x‖p + ‖y‖p) for all x, y ∈ X.
Then we can choose L = 23−p, and we get the desired result. �

Theorem 2.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 8Lϕ
(x

2
,
y

2

)
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for all x, y ∈ X. Let f : X → Y be a mapping satisfying (2.3). Then C(x) := N -limn→∞
1
8n f (2nx)

exists for each x ∈ X and defines a cubic mapping C : X → Y such that

N (f(x)− C(x), t) ≥ (16− 16L)t

(16− 16L)t+ ϕ(x, 0)
(2.8)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (2.5) that

N

(
f(x)− 1

8
f(2x),

1

16
t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

8
g (2x)

for all x ∈ X. Then d(f, Jf) ≤ 1
16 . Hence

d(f, C) ≤ 1

16− 16L
,

which implies that the inequality (2.8) holds.
The rest of the proof is similar to the proof of Theorem 2.2. �

Corollary 2.5. Let θ ≥ 0 and let p be a real number with 0 < p < 3. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying (2.7). Then C(x) := N -
limn→∞

1
8n f(2nx) exists for each x ∈ X and defines a cubic mapping C : X → Y such that

N (f(x)− C(x), t) ≥ 2(8− 2p)t

2(8− 2p)t+ θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x, y) := θ(‖x‖p + ‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−3, and we get the desired result. �

3. Quartic ρ-functional inequality (0.2)

In this section, we solve and investigate the quartic ρ-functional inequality (0.2) in fuzzy
Banach spaces.

Lemma 3.1. Let (Y,N) be a fuzzy normed vector space. A mapping f : X → Y satisfies
f(0) = 0 and

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t) (3.1)

≥ N
(
ρ
(

8f
(
x+

y

2

)
+ 8f

(
x− y

2

)
− 2f (x+ y)− 2f (x− y)− 12f (x) + 3f (y)

)
, t
)

for all x, y ∈ X and all t > 0. Then f is quartic.

Proof. Assume that f : X → Y satisfies (3.1).
Letting y = 0 in (3.1), we get N (2f (2x)− 32f(x), t) ≥ N (0, t) = 1 and so

f
(x

2

)
=

1

16
f(x) (3.2)

for all x ∈ X.
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It follows from (3.1) and (3.2) that

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t)

≥ N
(
ρ
(

8f
(
x+

y

2

)
+ 8f

(
x− y

2

)
− 2f (x+ y)− 2f (x− y)− 12f (x) + 3f (y)

)
, t
)

= N
(ρ

2
(f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y)) , t

)
= N

(
f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y),

2t

|ρ|

)
for all t > 0 and all x, y ∈ X. By (N5) and (N6),

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t) = 1

for all t > 0 and all x, y ∈ X. It follows from (N2) that

f(2x+ y) + f(2x− y) = 4f(x+ y) + 4f(x− y) + 24f(x)− 6f(y)

for all x, y ∈ X. �

We prove the Hyers-Ulam stability of the quartic ρ-functional inequality (3.1) in fuzzy Banach
spaces.

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

16
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t) (3.3)

≥ min
{
N
(
ρ
(

8f
(
x+

y

2

)
+ 8f

(
x− y

2

)
− 2f (x+ y)− 2f (x− y)− 12f (x) + 3f (y)

)
, t
)
,

t

t+ ϕ(x, 0)

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 16nf

(
x
2n

)
exists for each x ∈ X and

defines a quartic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (32− 32L)t

(32− 32L)t+ Lϕ(x, 0)
(3.4)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
Letting y = 0 in (3.3), we get

N (2f(2x)− 32f (x) , t) = N (32f (x)− 2f(2x), t) ≥ t

t+ ϕ(x, 0)
(3.5)

for all x ∈ X. Now we consider the linear mapping J : S → S such that

Jg(x) := 16g
(x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, 0)
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for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N
(

16g
(x

2

)
− 16h

(x
2

)
, Lεt

)
= N

(
g
(x

2

)
− h

(x
2

)
,
L

16
εt

)
≥

Lt
16

Lt
16 + ϕ

(
x
2 , 0
) ≥ Lt

16
Lt
16 + L

16ϕ(x, 0)
=

t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (3.5) that

N

(
f(x)− 16f

(x
2

)
,
L

32
t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L
32 .

By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q
(x

2

)
=

1

16
Q(x) (3.6)

for all x ∈ X. Since f : X → Y is even, Q : X → Y is an even mapping. The mapping Q is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.

This implies that Q is a unique mapping satisfying (3.6) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X;
(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

16nf
( x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ L

32− 32L
.

This implies that the inequality (3.4) holds.
By the same method as in the proof of Theorem 2.2, it follows from (3.3) that

N (Q(2x+ y) +Q(2x− y)− 4Q(x+ y)− 4Q(x− y)− 24Q(x) + 6Q(y), t)

≥ N
(
ρ
(

8Q
(
x+

y

2

)
+ 8Q

(
x− y

2

)
− 2Q (x+ y)− 2Q (x− y)− 12Q (x) + 3Q (y)

)
, t
)

for all x, y ∈ X, all t > 0 and all n ∈ N. By Lemma 3.1, the mapping Q : X → Y is quartic. �
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Corollary 3.3. Let θ ≥ 0 and let p be a real number with p > 4. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and

N (f(2x+ y) + f(2x− y)− 4f(x+ y)− 4f(x− y)− 24f(x) + 6f(y), t) (3.7)

≥ min
{
N
(
ρ
(

8f
(
x+

y

2

)
+ 8f

(
x− y

2

)
− 2f (x+ y)− 2f (x− y)− 12f (x) + 3f (y)

)
, t
)
,

t

t+ θ(‖x‖p + ‖y‖p

}
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 16nf( x

2n ) exists for each x ∈ X and
defines a quartic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ 2(2p − 16)t

2(2p − 16)t+ θ‖x‖p

for all x ∈ X and all t > 0.

Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) := θ(‖x‖p + ‖y‖p) for all x, y ∈ X.
Then we can choose L = 24−p, and we get the desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 16Lϕ
(x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and (3.3). Then Q(x) := N -
limn→∞

1
16n f (2nx) exists for each x ∈ X and defines a quartic mapping Q : X → Y such

that

N (f(x)−Q(x), t) ≥ (32− 32L)t

(32− 32L)t+ ϕ(x, 0)
(3.8)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
It follows from (3.5) that

N

(
f(x)− 1

16
f(2x),

1

32
t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

16
g (2x)

for all x ∈ X. Then d(f, Jf) ≤ 1
32 . Hence

d(f,Q) ≤ 1

32− 32L
,

which implies that the inequality (3.8) holds.
The rest of the proof is similar to the proof of Theorem 3.2. �

Corollary 3.5. Let θ ≥ 0 and let p be a real number with 0 < p < 4. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and (3.7). Then
Q(x) := N -limn→∞

1
16n f(2nx) exists for each x ∈ X and defines a quartic mapping Q : X → Y

such that

N (f(x)−Q(x), t) ≥ 2(16− 2p)t

2(16− 2p)t+ θ‖x‖p
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for all x ∈ X.

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) := θ(‖x‖p + ‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−4, and we get the desired result. �
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A RIGHT PARALLELISM RELATION FOR MAPPINGS
TO POSETS

HEE SIK KIM, J. NEGGERS AND KEUM SOOK SO∗

Abstract. In this paper, we study mappings f, g : X → P , where
P is a poset and X is a set, under the relation f || g, of right
parallelism, f(a) ≤ f(b) implies g(a) ≤ g(b), which is reflexive
and transitive but not necessarily symmetric. We prove several
results of the type: if f has property P and f || g, then g has
property P as well, or of the converse type. Doing so permits
us to observe several conditions on mappings and/or groupoids
(X, ∗), upon which mappings may act in particular ways, which
are of interest in their own right also. The special case f(x) = x
with f || g yielding increasing/non-decreasing mappings g : X → P
brings into focus a number of well-known situations seen from a
different perspective.

1. Introduction.

Y. Imai and K. Iséki introduced two classes of abstract algebras:
BCK-algebras and BCI-algebras ([4, 5]).

In the study of groupoids (X, ∗) defined on a set X, it has also proven
useful to investigate the semigroups (Bin(X),2) where Bin(X) is the
set of all binary systems (groupoids) (X, ∗) along with an associative
product operation (X, ∗)2(X, •) = (X,2) such that x2y = (x ∗ y) •
(y∗x) for all x, y ∈ X. Thus, e.g., it becomes possible to recognize that
the left-zero-semigroup (X, ∗) with x ∗ y = x for all x, y ∈ X acts as
the identity of this semigroup ([2]). H. F. Fayoumi ([1]) introduced the
notion of the center ZBin(X) in the semigroup Bin(X) of all binary
systems on a set X, and showed that a groupoid (X, •) ∈ ZBin(X) if
and only if it is a locally-zero groupoid.

2010 Mathematics Subject Classification. 20N02, 03G25, 06A06.
Key words and phrases. (left, right)-parallel, right-parallel-property, left-

(shrinking, expanding), Bin(X), groupoid parallel.
∗ Correspondence: Tel.: +82 33 248 2011, Fax: +82 33 256 2011 (K. S. So).
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In this paper, we study mappings f, g : X → P where P is a poset
and relations of the type f || g, i.e., f is right-(left-) parallel to g pro-
vided that f(a) ≤ f(b) implies g(a) ≤ g(b) as well, for all a, b ∈ X,
where this condition applies. Since no assumptions about any order
relation on X are made, this relation is a generalization of the special
case X = P and f(x) = x, where a ≤ b implies g(a) ≤ g(b), i.e., g is
an order-preserving mapping. Even in this most general format it is
possible to extract information concerning properties of ||, i.e., f || f ,
and f || g, g ||h implies f ||h and the fact that f || g does not imply
g || f , to demonstrate the one-sided-ness of f || g. At the same time
through the introduction of the groupoid structures (X, ∗) as elements
of (Bin(X),2), the semigroup of binary systems (groupoids) on X,
mappings f may acquire many different kinds of properties, such as
f(x ∗ y) ≤ f(x) for all x, y ∈ X (left shrinking), for example, which
then implies g(x ∗ y) ≤ g(x) for all x, y ∈ X, so that this property
is preserved by parallelism. If P = [0, 1] with the usual order, then
f, g : X → P yields the mappings f, g as fuzzy subsets of X and then
the condition f(x ∗ y) ≥ min{f(x), f(y)} implies that if f || g, then
g(x ∗ y) ≥ min{g(x), g(y)} as well, i.e., if f is a fuzzy subgroupoid
of (X, ∗) and f || g, then g is a fuzzy subgroupoid also. From these
examples it should be clear that many other similar conclusions can
be obtained in this setting, several of which we have provided in the
following.

2. Preliminaries.

Let (X,<) be a poset (partially ordered set), i.e., a set equipped
with a relation < where x < y implies y 6< x and x < y, y < z implies
x < z. The relation ≤ as usual means x = y or x < y. For details on
the theory of posets we refer the reader to [3, 4]. In these texts further
references are supplied as well.

Given a non-empty set X, we let Bin(X) denote the collection of all
groupoids (X, ∗), where ∗ : X ×X → X is a map and where ∗(x, y) is
written in the usual product form. Given elements (X, ∗) and (X, •)
of Bin(X), define a product “2” on these groupoids as follows:

(X, ∗)2 (X, •) = (X,2)

where

x2 y = (x ∗ y) • (y ∗ x)

for any x, y ∈ X. Using that notion, H. S. Kim and J. Neggers proved
the following theorem.
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A right parallelism relation 3

Theorem 2.1. ([2]) (Bin(X), 2) is a semigroup, i.e., the operation
“2” as defined in general is associative. Furthermore, the left- zero-
semigroup is the identity for this operation.

The notion of BCK/BCI-algebras was introduced by Y. Imai and
K. Iséki. An algebra (X, ∗, 0) of type (2, 0) is called a BCI-algebra if
for any x, y, z ∈ X, it satisfies the following conditions:

(I) ((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0,
(II) x ∗ 0 = x,

(III) x ∗ y = 0 and y ∗ x = 0 imply x = y.

A BCI-algebra (X, ∗, 0) is said to be p-semisimple if 0 ∗ (0 ∗ x) = x
for all x ∈ X.

Theorem 2.2. ([5]) Let X be a BCI-algebra. Then the following
are equivalent: for all x, y, z ∈ X,

(1) X is p-semisimple,
(II) (x ∗ y) ∗ (z ∗ u) = (x ∗ z) ∗ (y ∗ u),

(III) 0 ∗ (x ∗ y) = y ∗ x.

For further reference on BCK/BCI-algebras, we refer to [5].

3. Right(left)-parallelism.

Given a set X and a poset P , we shall consider the set PX consisting
of all functions f : X → P , i.e.,

PX := {ϕ | ϕ : X → P : a map}

If the order relation on P is denoted by ≤, then PX has an induced
order f ≤ g, provided f(x) ≤ g(x) for all x ∈ X.

Let f, g ∈ PX . A map g is said to be right-parallel to f if any
a, b ∈ X with f(a) ≤ f(b) it is true that g(a) ≤ g(b), and we denote
this fact by f || g. In this case, f is said to be left-parallel to g.

The following hold for parallelism: for any f, g, h ∈ PX ,

(i) f || f ,
(ii) if f || g and g ||h, then f ||h

Thus, the relation of “right-parallelism” is both reflexive and transitive
in all cases.

Remark. The relation “||” is not symmetric. If P := R, the real
numbers with the regular order, then f(x) := x3 and g(x) := max{0, x}
implies f || g, but not g || f , i.e., a3 ≤ b3 implies max{0, a} ≤ max{0, b}
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but a = −1, b = −2 implies max{0,−1} = max{0,−2} and (−2)3 <
(−1)3.

Proposition 3.1. Let f(∈ PX) be a constant mapping. If g is
right-parallel to f , then g is also a constant mapping.

Proof. Given a, b ∈ X, since f is constant, we have f(a) ≤ f(b).
It follows that g(a) ≤ g(b), since f || g. Similarly, f(b) ≤ f(a) implies
g(b) ≤ g(a), proving the proposition. �

Proposition 3.2. Any function f is left-parallel to a constant func-
tion g : X → P .

Proof. Straightforward. �

Proposition 3.3. Let f : P → P be the identity function. If g is
right-parallel to f , then g : P → P is monotonically increasing.

Proof. Let f : P → P be an identity function and let g be right-
parallel to f . Then, for any a, b ∈ P with a ≤ b, we have f(a) ≤
f(b). Since f || g, g(a) ≤ g(b). This proves that g is monotonically
increasing. �

Proposition 3.4. Let f : P → P be the identity function. If f is
right-parallel to g, then g(a) ≤ g(b) implies a ≤ b.

Proof. Given a, b ∈ P , since f is right-parallel to g, g(a) ≤ g(b)
implies f(a) ≤ f(b). Since f is an identity function, g(a) ≤ g(b)
implies a ≤ b, �

Proposition 3.5. If g is right-parallel to f and f(a) = f(b) for
some a, b ∈ X, then g(a) = g(b).

Proof. f(a) = f(b) implies f(a) ≤ f(b). Since g is right-parallel to
f , we have g(a) ≤ g(b). Similarly, f(b) ≤ f(a) implies g(b) ≤ g(a),
proving the proposition. �

Proposition 3.6. Let ϕ : P → Q be an order-preserving mapping
of posets satisfying the condition: for any α, β ∈ P ,

ϕ(α) ≤ ϕ(β) implies α ≤ β

If f, g : X → P are mappings with f || g, then ϕ ◦ f || ϕ ◦ g.

Proof. Assume that ϕ(f(a)) ≤ ϕ(f(b)) for some a, b ∈ X. Then
f(a) ≤ f(b). It follows from f || g that g(a) || g(b). Since ϕ is order-
preserving, we obtain ϕ(g(a)) ≤ ϕ(g(b)), proving the proposition. �

Proposition 3.7. Let P,Q be posets, and let f, k : X → P be
maps with f || k and let g, h : Y → Q be maps with g || h. If we
define f × g : X × Y → P × Q by (f × g)(x, y) := (f(x), g(y)) and
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k×h : X×Y → P×Q by (k×h)(x, y) := (k(x), h(y)), then f×g || k×h.

Proof. Suppose that (f×g)(a, b) ≤ (f×g)(a′, b′) for some (a, b), (a′, b′) ∈
X × Y . Then (f(a), g(b)) ≤ (f(a′), g(b′)) in P × Q. It follows that
f(a) ≤ f(a′) and g(b) ≤ g(b′). Since f || k and g || h, we have
f × g || k × h. �

Proposition 3.8. Let f, g : X → P be mappings with f || g. If
fA, gA are restrictions of f and g respectively, where A ⊆ X, then
fA || gA.

4. Right-parallel-property.

Let f : X → P be a map. A property α is said to be a right-parallel-
property for f if f || g, then g also has the same property.

Proposition 4.1. Constancy is a right-parallel-property.

Proof. See Proposition 3.1. �

Let X := R be the set of all real numbers and let P be a poset. A
map f : X → P is said to be periodic of period p if

f(x+ p) = f(x)

for all x ∈ X.

Proposition 4.2. Periodicity is a right-parallel-property.

Proof. Assume that f is periodic of period p and f || g. If f(x+p) =
f(x) for all x ∈ X, then f(x + p) ≤ f(x). Since f || g, we have
g(x + p) ≤ g(x). Similarly, f(x) ≤ f(x + p) implies g(x) ≤ g(x + p),
proving that g(x+ p) = g(x) for all x ∈ X. �

Let (X, ∗) be a groupoid. A map f : X → P is said to be a rank
subalgebra of (X, ∗) if for all x, y ∈ X,

f(x ∗ y) ≥ min{f(x), f(y)}
In this case, (X, ∗) is said to be a rank-characteristic-groupoid for the

mapping f : X → P . Note that f(x) and f(y) may not be “compara-
ble” in a general poset. We need to also consider the case f(x∗y) ≥ f(x)
or f(x ∗ y) ≥ f(y) for further investigation.

Proposition 4.3. Rank-subalgebra is a right-parallel-property.

Proof. Assume that f is a rank-subalgebra of a groupoid (X, ∗) and
f || g. Then f(x ∗ y) ≥ min{f(x), f(y)} for all x, y ∈ X. Without loss
of generality, we let f(x ∗ y) ≥ f(x). Since f || g, we have g(x ∗ y) ≥
g(x), proving the proposition. �
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Proposition 4.4. Let (X, ∗) and (X, ?) be rank-characteristic-
groupoids for f : X → P . If (X,2) := (X, ∗)2(X, ?), then (X,2)
is also a rank-characteristic-groupoid for f .

Proof. Since (X,2) := (X, ∗)2(X, ?), x2y = (x ∗ y) ? (y ∗ x) for all
x, y ∈ X. It follows that

f(x2y) = f((x ∗ y) ? (y ∗ x))

≥ min{f(x ∗ y), f(y ∗ x)}
≥ min{f(x), f(y)},

showing that (X,2) is also a rank-characteristic-groupoid for f . �

This shows that the rank-characteristic-groupoids for f : X → P
form a subsemigroup with respect to the product 2 of the semigroup
(Bin(X),2).

Proposition 4.5. The left-zero-semigroup (X, ∗) is a rank-characteristic-
groupoid for any map f : X → P .

Proof. Given x, y ∈ X, we have

f(x ∗ y) = f(x) ≥ min{f(x), f(y)},

for any map f : X → P . �

A map f : X → P is said to be strongly bounded above if there exists
an x1 ∈ X such that f(x) ≤ f(x1) for all x ∈ X.

Proposition 4.6. Strongly bounded above is a right-parallel-property.

Proof. Let f : X → P be strongly bounded above and let f || g.
Then there exists an x1 ∈ X such that f(x) ≤ f(x1) for all x ∈ X.
Since f || g, we obtain g(x) ≤ g(x1) for all x ∈ X, proving that g is
strongly bounded above. �

A map f : X → P is said to be strongly bounded below if there exists
an x0 ∈ X such that f(x0) ≤ f(x) for all x ∈ X.

Proposition 4.6′. Strongly bounded below is a right-parallel-property.

A map f : X → P is said to be P -compact if there exist x0, x1 ∈ X
such that f(x0) ≤ f(x) ≤ f(x1) for all x ∈ X.

Proposition 4.7. P -compact is a right-parallel-property.

5. Left-shrinking.
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Given a groupoid (X, ∗), a mapping f : X → P is said to be left-
shrinking if, for all x, y ∈ X,

f(x ∗ y) ≤ f(x)

Similarly, a mapping f : X → P is said to be right-shrinking if, for
all x, y ∈ X, f(x ∗ y) ≤ f(y). Note that we need to consider the
case f(x ∗ y) ≤ f(x) or f(x ∗ y) ≤ f(y) for all x, y ∈ X for further
investigation.

Proposition 5.1. If f : X → P is left-shrinking and f || g, then
g : X → P is also left-shrinking.

Proof. If f : X → P is left-shrinking, then f(x ∗ y) ≤ f(x) for all
x, y ∈ X. Since f || g, we have g(x∗y) ≤ g(x) for all x, y ∈ X, proving
that g is left-shrinking. �

Proposition 5.2. Let (X, ∗) and (X, ?) be groupoids and let (X,2) :=
(X, ∗)2(X, ?). If f : X → P is left-shrinking for (X, ∗) and (X, ?), then
f is also left-shrinking for (X,2).

Proof. Given x, y ∈ X, we have

f(x2y) = f((x ∗ y) ? (y ∗ x))

≤ f(x ∗ y)

≤ f(x),

proving that f is left-shrinking for (X,2). �

Proposition 5.3. Let (P,≤), (Q,≤) be posets and let (X, ∗), (Y, •)
be groupoids. Define a binary operation � on X × Y by

(x, y) � (x′, y′) := (x ∗ x′, y • y′).
If we define f × g as in Proposition 3.7 for any left-shrinking maps
f : X → P and g : Y → Q, then f × g is also left-shrinking for
(X × Y, �).

Proof. Given (x, y), (x′, y′) ∈ X × Y , we have

(f × g)((x, y) � (x′, y′)) = (f × g)(x ∗ x′, y • y′))
= (f(x ∗ x′), g(y • y′))
≤ (f(x), g(y))

= (f × g)(x, y),

proving the proposition. �

Proposition 5.4. Let (X, ∗) be a left-zero-semigroup. If f : X → P
is right-shrinking, then f is a constant mapping.
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Proof. Given x, y ∈ X, we have f(x) = f(x∗y) ≤ f(y), proving that
f(x) = f(y) for all x, y ∈ X. �

Proposition 5.5. Let ϕ : (X, ∗) → (Y, •) be a homomorphism
of groupoids and let f : (Y, •) → P be left-shrinking. Then f ◦ ϕ :
(X, ∗)→ P is also left-shrinking.

Proof. For any x, y ∈ X, we have

(f ◦ ϕ)(x ∗ y) = f(ϕ(x ∗ y))

= f(ϕ(x) • ϕ(y))

≤ f(ϕ(x))

= (f ◦ ϕ)(x),

proving that f ◦ ϕ : (X, ∗)→ P is also left-shrinking. �

Proposition 5.6. Let f : (X, ∗)→ P be left-shrinking. If ϕ : P →
Q is order-preserving, then ϕ ◦ f : (X, ∗)→ Q is left-shrinking.

Proof. If f : (X, ∗) → P is left-shrinking, then f(x ∗ y) ≤ f(x) for
all x, y ∈ X. It follows from ϕ is order-preserving that ϕ(f(x ∗ y)) ≤
ϕ(f(x)) for all x, y ∈ X, proving the proposition. �

Proposition 5.7. Let ϕ : (X, ∗) → (Y, •) be a homomorphism of
groupoids and let f, g : (Y, •)→ P be mappings. If f is left-parallel to
g, then f ◦ ϕ is left-parallel to g ◦ ϕ.

Proof. Let a, b ∈ X such that (f ◦ ϕ)(a) ≤ (f ◦ ϕ)(b). Then
f(ϕ(a)) ≤ f(ϕ(b)). Since f || g, we have g(ϕ(a)) ≤ g(ϕ(b)), proving
the proposition. �

Given a groupoid (X, ∗), a mapping f : X → P is said to be left-
expanding (resp., right-expanding) if, for all x, y ∈ X, f(x ∗ y) ≥ f(y)
(resp., f(x ∗ y) ≥ f(x)). Note that f is expanding if and only if f is
both left-expanding and right-expanding.

6. (X, ∗)[f ](X, •).

Let (X, ∗), (X, •) ∈ Bin(X). Given a map f : (X, ∗)→ P , we define
a relation (X, ∗)[f ](X, •) if f(x ∗ y) ≤ f(x • y) for all x, y ∈ X.

Proposition 6.1. If (X, ∗)[f ](X, •) and (X, •)[f ](X, ∗), then f(x ∗
y) = f(x • y) for all x, y ∈ X.

In fact, f(x) 6= f(y) is possible.

Proposition 6.2. Let (X, ∗)[f ](X, •). If f is left-shrinking for
(X, •), then f is also left-shrinking for (X, ∗).
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Proof. For any x, y ∈ X, we have

f(x ∗ y) ≤ f(x • y) ≤ f(x)

�

Proposition 6.3. Let (X, ∗)[f ](X, •). If f || g, then (X, ∗)[g](X, •).

Proof. Let (X, ∗)[f ](X, •). Then f(x ∗ y) ≤ f(x • y) for all x, y ∈ X.
Since f || g, we obtain g(x∗ y) ≤ g(x • y), proving the proposition. �

Theorem 6.4. If (X, •)[f ](X, �), then

(X, ∗)2(X, •)[f ](X, ∗)2(X, �)
for all (X, ∗) ∈ Bin(X).

Proof. Let (X,21) := (X, ∗)2(X, •), i.e., x21y = (x∗y)•(y∗x) for all
x, y ∈ X, and let (X,22) := (X, ∗)2(X, �), i.e., x22y = (x∗ y)� (y ∗x)
for all x, y ∈ X. If (X, •)[f ](X, �), then f(x • y) ≤ f(x � y) for all
x, y ∈ X. It follows that

g(x21y) = f((x ∗ y) • (y ∗ x))

≤ f((x ∗ y) � (y ∗ x))

= f(x22y),

proving that (X, ∗)2(X, •)[f ](X, ∗)2(X, �). �

7. Groupoids parallelism.

Let (X, ∗), (X, •) ∈ Bin(X) and let (X,≤) be a poset. A groupoid
(X, •) is said to be right parallel to a groupoid (X, ∗) with respect to
the poset (X,≤) if ∗(a, b) ≤ ∗(a′, b′) implies •(a, b) ≤ •(a′, b′), i.e.,
a ∗ b ≤ a′ ∗ b′ implies a • b ≤ a′ • b′. We denote it by (X, ∗) || (X, •).
Note that (X, ∗) || (X, •) and (X, •) || (X,O) implies (X, ∗) || (X,O).

Example 7.1. Let (X, •) be a trivial groupoid, i.e., x•y = t for some
t ∈ X, for all x, y ∈ X. Then (X, ∗) || (X, •) for all (X, ∗) ∈ Bin(X).
In fact, if a ∗ b ≤ a′ ∗ b′, then a • b = t ≤ t = a′ • b′.

A groupoid (X, ∗) is said to be ≤-commutative if a ∗ b ≤ a′ ∗ b′ then
b ∗ a ≤ b′ ∗ a′. Clearly, if (X, ∗) is commutative, i.e., x ∗ y = y ∗ x for
all x, y ∈ X, then it is ≤-commutative. A groupoid (X, ∗) is said to be
strictly ≤-commutative if a ∗ b = a′ ∗ b′ then b ∗ a = b′ ∗ a′.

Example 7.2. Let ≤ be the diagonal relation, i.e., x ≤ y if and
only if x = y, for all x, y ∈ X. If a groupoid (X, ∗) is strictly ≤-
commutative, then it is ≤-commutative.
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A groupoid (X, ∗) is said to be ≤-ordering if x ≤ x′ and y ≤ y′

implies x ∗ y ≤ x′ ∗ y′ (and y ∗ x ≤ y′ ∗ x′ also). Let ≤ be the diagonal
relation on X. Then x ≤ x′, y ≤ y′ means x = x′, y = y′ and thus for
any groupoid (X, •) whatsoever we have x•y = x′•y′ and x•y ≤ x′•y′,
whence (X, •) is ≤-ordering.

Example 7.3. Let (X, ∗, 0) be a p-semisimple BCI-algebra (or a
medial groupoid). Then (X, ∗) is ≤-ordering. In fact, if x ≤ x′ and
y ≤ y′, then x ∗ x′ = 0 = y ∗ y′. It follows that (x ∗ y) ∗ (x′ ∗ y′) =
(x ∗ x′) ∗ (y ∗ y′) = 0, proving that x ∗ y ≤ x′ ∗ y′.

Proposition 7.4. Let (X, ∗) be a≤-ordering groupoid. If (X, ∗) || (X, •),
then (X, •) is also ≤-ordering.

Proof. Let x ≤ x′ and y ≤ y′. Since (X, ∗) is ≤-ordering, we have
x ∗ y ≤ x′ ∗ y′. It follows that x • y ≤ x′ • y′, since (X, ∗) || (X, •). �

Proposition 7.5. Let (X, ∗), (X, •) be ≤-ordering groupoids. If
(X,2) = (X, ∗)2(X, •), then (X,2) is also ≤-ordering.

Proof. Let x ≤ x′ and y ≤ y′. Then x ∗ y ≤ x′ ∗ y′, y ∗ x ≤
y′ ∗x′, since (X, ∗) is ≤-ordering. Since (X, •) is ≤-ordering, we obtain
(x ∗ y) • (y ∗ x) ≤ (x′ ∗ y′) • (y′ ∗ x′), i.e., x2y ≤ y2x. This proves that
(X,2) is also ≤-ordering. �

Theorem 7.6. Let (X, ∗) be a ≤-commutative groupoid and let
(X, •) be a ≤-ordering groupoid. If (X,2) = (X, ∗)2(X, •), then
(X, ∗) || (X,2).

Proof. If a ∗ b ≤ a′ ∗ b′, then b ∗ a ≤ b′ ∗ a′, since (X, ∗) is ≤-
commutative. Since (X, •) is a ≤-ordering groupoid, we obtain (a∗ b)•
(b ∗ a) ≤ (a′ ∗ b′) • (b′ ∗ a′), i.e., a2b ≤ a′2b′, proving the theorem. �

Conflict of Interests

The authors declare that there is no conflict of interests regarding
the publication of this article.

References

[1] H. F. Fayoumi, Locally-zero groupoids and the center of Bin(X), Comm. Ko-
rean Math. Soc., 26 (2011), 163-168.

[2] H. S. Kim and J. Neggers, The semigroups of binary systems and some per-
spectives, Bull. Korean Math. Soc. 45 (2008), 651-661.

[3] J. Neggers and H. S. Kim, Basic Posets, World Scientific, Singapore, 1998.

[4] R. P. Stanley, Ordered structures and partitions, Memoirs Amer. Math. Soc.
119 (1972).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

505 HEE SIK KIM et al 496-506



A right parallelism relation 11

[5] H. Yisheng, BCI-algebras, Science Press, Beijing, 2006.

Hee Sik Kim
Department of Mathematics
Hanyang University
Seoul 133-791, Korea
heekim@hanyang.ac.kr

J. Neggers
Department of Mathematics
University of Alabama
Tuscaloosa, AL 35487-0350
U. S. A.
jneggers@as.ua.edu

Keum Sook So
Department of Mathematics
Hallym University
Chuncheon, 200-702, Korea
ksso@hallym.ac.kr

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

506 HEE SIK KIM et al 496-506



Existence results for nonlinear generalized three-point
boundary value problems for fractional differential equations

and inclusions

Mohamed Abdalla Darwisha and Sotiris K. Ntouyasb

aDepartment of Mathematics, Sciences Faculty for Girls, King Abdulaziz University,
Jeddah, Saudi Arabia

e-mail: dr.madarwish@gmail.com

bDepartment of Mathematics, University of Ioannina
451 10 Ioannina, Greece
e-mail: sntouyas@uoi.gr

Abstract

This paper studies boundary value problems of nonlinear fractional differential equa-
tions and inclusions, of order q ∈ (1, 2] with generalized three-point boundary conditions.
Some existence and uniqueness results are obtained by using a variety of fixed point
theorems. Some illustrative examples are also discussed.

Key words and phrases: Fractional differential equations; Fractional differential inclu-
sions; three-point generalized boundary conditions; existence; contraction principle; Kras-
noselskii’s fixed point theorem; Leray-Schauder degree.
AMS (MOS) Subject Classifications: 26A33, 34A12, 34B15, 34A60.

1 Introduction

Fractional derivatives provide an excellent tool for the description of memory and hereditary
properties of various materials and processes, see [27]. These characteristics of the fractional
derivatives make the fractional-order models more realistic and practical than the classical
integer-order models. As a matter of fact, fractional differential equations arise in many
engineering and scientific disciplines such as physics, chemistry, biology, economics, control
theory, signal and image processing, biophysics, blood flow phenomena, aerodynamics, fitting
of experimental data, etc. [22, 27, 28, 29]. In recent years, there are many papers dealing
with the existence of solutions to various fractional differential equations. For some recent
development on the topic, see [1]-[13] and the references therein.

Recently, the existence of positive solutions was studied for generalized second order
three-point boundary value problems for equations or systems, see [14], [20], [21], [26], and
the references cited therein.

Here, in the first part of this paper, we discuss the existence and uniqueness of solutions
for a boundary value problem of nonlinear fractional differential equations of order q ∈ (1, 2]
with generalized three-point boundary conditions given by{ cDqx(t) = f(t, x(t)), 0 < t < 1, 1 < q ≤ 2,

x(0) = βx(η), x(1) = αx(η),
(1.1)
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2 M. A. Darwish and S.K. Ntouyas

where cDq denotes the Caputo fractional derivative of order q, f : [0, 1]×R→ R is continuous,
and α, β, η are constants with 0 < η < 1 and 1 − β + (β − α)η 6= 0. Here, C = C([0, 1],R)
denotes the Banach space of all continuous functions from [0, 1]→ R endowed with a topology
of uniform convergence with the norm denoted by ‖ · ‖.

Some new existence and uniqueness results are proved for the boundary value problem
(1.1), by using a variety of fixed point theorems. Thus, in Theorem 3.1 we prove an existence
and uniqueness result by using Banach’s contraction principle, in Theorem 3.3 we prove the
existence of a solution by using Krasnoselskii’s fixed point theorem, while in Theorem 3.6
we prove the existence of a solution via Leray-Schauder nonlinear alternative. In Theorem
3.9 we prove an existence and uniqueness result by using a fixed point theorem of Boyd and
Wong [15] for nonlinear contractions. Some illustrative examples are also discussed.

In the second part of this paper, we study the following generalized three-point boundary
value problem for fractional differential inclusions{ cDqx(t) ∈ F (t, x(t)), 0 < t < 1, 1 < q ≤ 2,

x(0) = βx(η), x(1) = αx(η),
(1.2)

where cDq denotes the Caputo fractional derivative of order q, F : [0, 1] × R → P(R) is a
multivalued map, P(R) is the family of all non-empty subsets of R, and α, β, η are as in
problem (1.1).

For the problem (1.2), the aim here is to establish existence results when the right hand
side is convex as well as nonconvex valued. In the first result, Theorem 4.8, we prove the
existence of solutions for the problem (1.2), when the right hand side has convex values, via
Leray-Schauder nonlinear alternative for Kakutani maps and F satisfying a Carathéodory
condition. In the second result, Tleorem 4.16, we shall combine the nonlinear alternative
of Leray-Schauder type for single-valued maps with a selection theorem due to Bressan and
Colombo for lower semicontinuous multivalued maps with nonempty closed and decomposable
values. Finally, in the third result, Theorem 4.20, we shall use the fixed point theorem for
contraction multivalued maps due to Covitz and Nadler.

It is worth mentioning that, the methods used are standard, however their exposition in
the framework of problems (1.1) and (1.2) is new.

2 Preliminaries

Let us recall some basic definitions of fractional calculus [22, 29].

Definition 2.1 For a continuous function g : [0,∞)→ R, the Caputo derivative of fractional
order q is defined as

cDqg(t) =
1

Γ(n− q)

∫ t

0
(t− s)n−q−1g(n)(s)ds, n− 1 < q < n, n = [q] + 1,

where [q] denotes the integer part of the real number q.

Definition 2.2 The Riemann-Liouville fractional integral of order q is defined as

Iqg(t) =
1

Γ(q)

∫ t

0

g(s)

(t− s)1−q
ds, q > 0,
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provided the integral exists.

Definition 2.3 The Riemann-Liouville fractional derivative of order q for a continuous func-
tion g(t) is defined by

Dqg(t) =
1

Γ(n− q)

(
d

dt

)n ∫ t

0

g(s)

(t− s)q−n+1
ds, n = [q] + 1,

provided the right hand side is pointwise defined on (0,∞).

Lemma 2.4 For a given g ∈ C([0, 1],R) the unique solution of the boundary value problem{
cDqx(t) = g(t), 0 < t < 1, 1 < q ≤ 2,
x(0) = βx(η), x(1) = αx(η),

is given by

x(t) =
1

Γ(q)

∫ t

0
(t− s)q−1g(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1g(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1g(s)ds, 0 ≤ t ≤ 1,

(2.1)

where ∆ = 1− β + (β − α)η 6= 0.

Proof. For some constants c0, c1 ∈ R, we have

x(t) = Iqg(t)− c0 − c1t =

∫ t

0

(t− s)q−1

Γ(q)
g(s)ds− c0 − c1t. (2.2)

We have x(0) = −c0, x(η) =

∫ η

0

(η − s)q−1

Γ(q)
g(s)ds−c0−c1η and thus from the first boundary

condition we have

(β − 1)c0 + βηc1 = β

∫ η

0

(η − s)q−1

Γ(q)
g(s)ds. (2.3)

Also from the second boundary condition we get

(α− 1)c0 + (αη − 1)c1 = α

∫ η

0

(η − s)q−1

Γ(q)
g(s)ds−

∫ 1

0

(1− s)q−1

Γ(q)
g(s)ds. (2.4)

From (2.3), (2.4) we find c0, c1 and substituting in (2.2) we obtain the solution (2.1). 2

3 Existence results-Differential Equations

In view of Lemma 2.4, we define an operator F : C → C, C = C([0, 1],R) by

(Fx)(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f(t, x(s))ds

+
(β − 1)t− βη

∆Γ(q)

∫ 1

0
(1− s)q−1f(t, x(s))ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(t, x(s))ds, 0 ≤ t ≤ 1,

(3.1)
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4 M. A. Darwish and S.K. Ntouyas

For convenience, let us set

λ1 =
1

|∆|
sup
t∈[0,1]

|(β − 1)t− βη| , λ2 =
1

|∆|
sup
t∈[0,1]

|β + (α− β)t|

and

Λ =
1

Γ(q + 1)
(1 + λ1 + λ2η

q). (3.2)

3.1 Existence result via Banach’s fixed point theorem

Theorem 3.1 Assume that f : [0, 1] × R → R is a continuous function and satisfies the
assumption

(A1) |f(t, x)− f(t, y)| ≤ L|x− y|,∀t ∈ [0, 1], L > 0, x, y ∈ R

with L < 1/Λ, where Λ is given by (3.2). Then the boundary value problem (1.1) has a unique
solution.

Proof. Setting supt∈[0,1] |f(t, 0)| = M and choosing ρ ≥ ΛM

1− LΛ
, we show that FBρ ⊂ Bρ,

where Bρ = {x ∈ C : ‖x‖ ≤ ρ} and F defined in (3.1). For x ∈ Bρ, we have

‖(Fx)(t)‖ ≤ sup
t∈[0,1]

{
1

Γ(q)

∫ t

0
(t− s)q−1|f(s, x(s))|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1f(s, x(s))|ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(s, x(s))|ds

}
≤ sup

t∈[0,1]

{
1

Γ(q)

∫ t

0
(t− s)q−1(|f(s, x(s))− f(s, 0)|+ |f(s, 0)|) ‖ds

+
λ1

Γ(q)

∫ 1

0
(1− s)q−1(|f(s, x(s))− f(s, 0)|+ |f(s, 0)|)ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1(|f(s, x(s))− f(s, 0)|+ |f(s, 0)|)ds

}
≤ (Lρ+M) sup

t∈[0,1]

{
1

Γ(q)

∫ t

0
(t− s)q−1ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1ds

}
≤ (Lρ+M)

Γ(q + 1)
(1 + λ1 + λ2η

q) = (Lρ+M) Λ ≤ ρ.

Now, for x, y ∈ C and for each t ∈ [0, 1], we obtain

‖(Fx)(t)− (Fy)(t)‖ ≤ sup
t∈[0,1]

{
1

Γ(q)

∫ t

0
(t− s)q−1|f(t, x(s))− f(s, y(s))|ds

+
λ1

Γ(q)

∫ 1

0
(1− s)q−1|f(t, x(s))− f(s, y(s))|ds
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+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(t, x(s))− f(s, y(s))|ds

}
≤ L‖x− y‖ sup

t∈[0,1]

{
1

Γ(q)

∫ t

0
(t− s)q−1ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1ds

}
≤ L

Γ(q + 1)
(1 + λ1 + λ1η

q) ‖x− y‖ = LΛ‖x− y‖,

where Λ is given by (3.2). Observe that Λ depends only on the parameters involved in the
problem. As L < 1/Λ, therefore F is a contraction. Thus, the conclusion of the theorem
follows by the contraction mapping principle (Banach fixed point theorem). 2

Example 3.2 Consider the following generalized three-point fractional boundary value prob-
lem 

cD1/2x(t) =
1

(t+ 9)2
|x|

1 + |x|
, t ∈ [0, 1],

x(0) =
1

2
x

(
1

4

)
, x(1) = 2x

(
1

4

)
.

(3.3)

Here, q = 3/2, β = 1/2, α = 2, η = 1/4, and f(t, x) =
1

(t+ 9)2
|x|

1 + |x|
. We find ∆ =

1

8
, λ1 =

5, λ2 = 16 and Λ =
32

3
√
π
. As |f(t, x) − f(t, y)| ≤ 1

81
|x − y|, therefore, (A1) is satisfied with

L =
1

81
. Further, LΛ =

32

243
√
π
< 1. Thus, by the conclusion of Theorem 3.1, the boundary

value problem (3.3) has a unique solution on [0, 1].

3.2 Existence result via Krasnoselskii’s fixed point theorem

Theorem 3.3 (Krasnoselskii’s fixed point theorem)[24]. Let M be a closed, bounded, convex
and nonempty subset of a Banach space X. Let A,B be the operators such that: (i) Ax+By ∈
M whenever x, y ∈ M ; (ii) A is compact and continuous; (iii) B is a contraction mapping.
Then there exists z ∈M such that z = Az +Bz.

Theorem 3.4 Let f : [0, 1] × R → R be a continuous function and the assumption (A1)
holds. In addition we assume that

(A2) |f(t, x)| ≤ µ(t), ∀(t, x) ∈ [0, 1]× R, and µ ∈ C([0, 1],R+).

If
L

Γ(q + 1)
(λ1 + λ2η

q) < 1, (3.4)

then the boundary value problem (1.1) has at least one solution on [0, 1].
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Proof. Letting supt∈[0,1] |µ(t)| = ‖µ‖, we fix

r ≥ ‖µ‖
Γ(q + 1)

(1 + λ1 + λ2η
q),

and consider Br = {x ∈ C : ‖x‖ ≤ r}. We define the operators P and Q on Br as

(Px)(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s, x(s))ds, 0 ≤ t ≤ 1,

(Qx)(t) =
(β − 1)t− βη

∆Γ(q)

∫ 1

0
(1− s)q−1f(t, x(s))ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(t, x(s))ds, 0 ≤ t ≤ 1.

For x, y ∈ Br, we find that ‖Px+Qy‖ ≤ ‖µ‖
Γ(q + 1)

(1 + λ1 + λ2η
q) ≤ r.

Thus, Px + Qy ∈ Br. It follows from the assumption (A1) together with (3.4) that Q
is a contraction mapping. Continuity of f implies that the operator P is continuous. Also,

P is uniformly bounded on Br as ‖Px‖ ≤ ‖µ‖
Γ(q + 1)

. Now we prove the compactness of the

operator P.
In view of (A1), we define sup(t,x)∈[0,1]×Br

|f(t, x)| = f, and consequently we have

‖(Px)(t1)− (Px)(t2)‖ =

∥∥∥∥ 1

Γ(q)

∫ t1

0
[(t2 − s)q−1 − (t1 − s)q−1]f(t, x(s))ds

+
1

Γ(q)

∫ t2

t1

(t2 − s)q−1f(t, x(s))ds

∥∥∥∥
≤ f

Γ(q + 1)
|2(t2 − t1)q + tq1 − t

q
2|,

which is independent of x. Thus, P is equicontinuous. Hence, by the Arzelá-Ascoli Theorem,
P is compact on Br. Thus all the assumptions of Theorem 3.3 are satisfied. So the conclusion
of Theorem 3.3 implies that the boundary value problem (1.1) has at least one solution on
[0, 1]. 2

3.3 Existence result via Leray-Schauder Alternative

Theorem 3.5 (Nonlinear alternative for single valued maps)[19]. Let E be a Banach space,
C a closed, convex subset of E, U an open subset of C and 0 ∈ U. Suppose that F : U → C is
a continuous, compact (that is, F (U) is a relatively compact subset of C) map. Then either
(i) F has a fixed point in U, or (ii)]there is a u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1)
with u = λF (u).

Theorem 3.6 Let f : [0, 1]× R→ R be a continuous function. Assume that:

(A3) There exist a function p ∈ C([0, 1],R+), and ψ : R+ → R+ nondecreasing such that
|f(t, x)| ≤ p(t)ψ(‖x‖), ∀(t, x) ∈ [0, 1]× R;
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(A4) There exists a constant M > 0 such that

M

‖p‖ψ(M)

Γ(q + 1)
{1 + λ1 + λ2η

q}
> 1.

Then the boundary value problem (1.1) has at least one solution on [0, 1].

Proof. Consider the operator F : C → C defined by (3.1).

We show that F maps bounded sets into bounded sets in C([0, 1],R). For a positive
number ρ, let Bρ = {x ∈ C([0, 1],R) : ‖x‖ ≤ ρ} be a bounded set in C([0, 1],R). Then,

|(Fx)(t)| ≤ 1

Γ(q)

∫ t

0
(t− s)q−1|f(t, x(s))|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1|f(t, x(s))|ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(t, x(s))|ds

≤ 1

Γ(q)

∫ t

0
(t− s)q−1p(s)ψ(‖x‖) ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1p(s)ψ(‖x‖) ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1p(s)ψ(‖x‖) ds

≤ ‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q} .

Hence

‖Fx‖ ≤ ‖p‖ψ(ρ)

Γ(q + 1)
{1 + λ1 + λ2η

q} .

Next we show that F maps bounded sets into equicontinuous sets of C([0, 1],R). Let t′, t′′ ∈
[0, 1] with t′ < t′′ and x ∈ Bρ, where Bρ is a bounded set of C([0, 1],R). Then we have

|(Fx)(t′′)− (Fx)(t′)| =

∣∣∣∣∣ 1

Γ(q)

∫ t′′

0
(t′′ − s)q−1f(t, x(s))ds− 1

Γ(q)

∫ t′

0
(t′ − s)q−1f(t, x(s))ds

∣∣∣∣∣
+
|(β − 1)||t′′ − t′|

∆Γ(q)

∫ 1

0
(1− s)q−1f(t, x(s))ds

+
|α− β||t′′ − t′|

∆Γ(q)

∫ η

0
(η − s)q−1f(t, x(s))ds

≤ ‖p‖ψ(ρ)

Γ(q)

∫ t′

0
|(t′′ − s)q−1 − (t′ − s)q−1|ds+

‖p‖ψ(ρ)

Γ(q)

∫ t′′

t′
(t′′ − s)q−1ds

+
‖p‖ψ(ρ)|(β − 1)||t′′ − t′|

∆Γ(q + 1)
+
‖p‖ψ(ρ)|α− β||t′′ − t′|

∆Γ(q + 1)
.

Obviously the right hand side of the above inequality tends to zero independently of x ∈ Bρ
as t′′− t′ → 0. As F satisfies the above assumptions, therefore it follows by the Arzelá-Ascoli
theorem that F : C([0, 1],R)→ C([0, 1],R) is completely continuous.
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Let x be a solution. Then for t ∈ [0, 1], and using the computations in proving that F is
bounded, we have

|x(t)| = |λ(Fx)(t)|

≤ 1

Γ(q)

∫ t

0
(t− s)q−1|f(t, x(s))|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1|f(t, x(s))|ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(t, x(s))|ds

≤ ‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q}

and consequently
‖x‖

‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q}
≤ 1.

In view of (A4), there exists M such that ‖x‖ 6= M . Let us set

U = {x ∈ C([0, 1],R) : ‖x‖ < M + 1}.

Note that the operator F : U → C([0, 1],R) is continuous and completely continuous. From
the choice of U , there is no x ∈ ∂U such that x = λFx for some λ ∈ (0, 1). Consequently,
by the nonlinear alternative of Leray-Schauder type (Theorem 3.5), we deduce that F has a
fixed point x ∈ U which is a solution of the problem (1.1). This completes the proof. 2

3.4 Existence result via nonlinear contractions

Definition 3.7 Let E be a Banach space and let F : E → E be a mapping. F is said to be a
nonlinear contraction if there exists a continuous nondecrasing function Ψ : R+ → R+ such
that Ψ(0) = 0 and Ψ(ξ) < ξ for all ξ > 0 with the property: ‖Fx−Fy‖ ≤ Ψ(‖x−y‖), ∀x, y ∈
E.

Lemma 3.8 (Boyd and Wong)[15]. Let E be a Banach space and let F : E → E be a
nonlinear contraction. Then F has a unique fixed point in E.

Theorem 3.9 Assume that:

(A5) |f(t, x) − f(t, y)| ≤ h(t)
|x− y|

H∗ + |x− y|
, t ∈ [0, 1], x, y ≥ 0, where h : [0, 1] → R+ is

continuous and

H∗ =
1

Γ(q)

∫ 1

0
(1− s)q−1h(s)ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1h(s)ds+

λ2
Γ(q)

∫ η

0
(η− s)q−1h(s)ds.

Then the boundary value problem (1.1) has a unique solution.

Proof. Consider the operator F : C → C given by (3.1). Let the continuous nondecreasing
function Ψ : R+ → R+ satisfying Ψ(0) = 0 and Ψ(ξ) < ξ for all ξ > 0 defined by Ψ(ξ) =
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H∗ξ

H∗ + ξ
, ∀ξ ≥ 0. Let x, y ∈ C([0, 1],R). Then |f(s, x(s))− f(s, y(s))| ≤ h(s)

H∗
Ψ(‖x− y‖) so

that

|Fx(t)− Fy(t)| ≤ 1

Γ(q)

∫ t

0
(t− s)q−1h(s)

|x(s)− y(s)|
H∗ + |x(s)− y(s)|

ds

+
λ1

Γ(q)

∫ 1

0
(1− s)q−1h(s)

|x(s)− y(s)|
H∗ + |x(s)− y(s)|

ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1h(s)

|x(s)− y(s)|
H∗ + |x(s)− y(s)|

ds,

for t ∈ [0, 1]. Then ‖Fx − Fy‖ ≤ Ψ(‖x − y‖) and F is a nonlinear contraction and it has a
unique fixed poitn in C([0, 1],R), by Lemma 3.8. 2

Example 3.10 Let us consider the boundary value problem
cD3/2x(t) =

t|x|
1 + |x|

, 0 < t < 1,

x(0) =
1

2
x

(
1

4

)
, x(1) = 2x

(
1

4

)
.

(3.5)

Here, q = 3/2, β = 1/2, α = 2, η = 1/4 and f(t, x) =
t|x|

1 + |x|
. We choose h(t) = 1 + t

and find that H∗ = 7.97. Clearly
∣∣∣f(t, x)− f(t, y)

∣∣∣ =
∣∣∣ t(|x| − |y|)
1 + |x|+ |y|+ |x||y|

∣∣∣ ≤ (1 + t)|x− y|
7.97 + |x− y|

.

Thus, the conclusion of Theorem 3.9 applies and problem (3.5) has a unique solution.

4 Existence results-Differential Inclusions

Definition 4.1 A function x ∈ C2([0, 1],R) is a solution of the problem (1.2) if x(0) =
βx(η), x(1) = αx(η), and exists a function f ∈ L1([0, 1],R) such that f(t) ∈ F (t, x(t)) a.e.
on [0, 1] and

x(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(s)ds.

4.1 The Carathéodory case

In this subsection, we are concerned with the existence of solutions for the problem (1.2)
when the right hand side has convex values. We first recall some preliminary facts.

For a normed space (X, ‖ · ‖), let Pcl(X) = {Y ∈ P(X) : Y is closed}, Pb(X) = {Y ∈
P(X) : Y is bounded}, Pcp(X) = {Y ∈ P(X) : Y is compact}, and Pcp,c(X) = {Y ∈ P(X) :
Y is compact and convex}.
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Definition 4.2 A multi-valued map G : X → P(X) :

(i) is convex (closed) valued if G(x) is convex (closed) for all x ∈ X;

(ii) is bounded on bounded sets if G(B) = ∪x∈BG(x) is bounded in X for all B ∈ Pb(X) (i.e.
supx∈B{sup{|y| : y ∈ G(x)}} <∞);

(iii) is called upper semi-continuous (u.s.c.) on X if for each x0 ∈ X, the set G(x0) is a
nonempty closed subset of X, and if for each open set N of X containing G(x0), there
exists an open neighborhood N0 of x0 such that G(N0) ⊆ N ;

(iv) is said to be completely continuous if G(B) is relatively compact for every B ∈ Pb(X);

(v) has a fixed point if there is x ∈ X such that x ∈ G(x). The fixed point set of the
multivalued operator G will be denoted by FixG.

Remark 4.3 It is known that, if the multi-valued map G is completely continuous with
nonempty compact values, then G is u.s.c. if and only if G has a closed graph, i.e., xn →
x∗, yn → y∗, yn ∈ G(xn) imply y∗ ∈ G(x∗).

Definition 4.4 A multivalued map G : [0; 1] → Pcl(R) is said to be measurable if for every
y ∈ R, the function

t 7−→ d(y,G(t)) = inf{‖y − z‖ : z ∈ G(t)}

is measurable.

Definition 4.5 A multivalued map F : [0, 1]× R→ P(R) is said to be Carathéodory if

(i) t 7−→ F (t, x) is measurable for each x ∈ X;

(ii) x 7−→ F (t, x) is upper semicontinuous for almost all t ∈ [0, 1];

Further a Carathéodory function F is called L1−Carathéodory if

(iii) for each α > 0, there exists ϕα ∈ L1([0, 1],R+) such that

‖F (t, x)‖ = sup{|v| : v ∈ F (t, x)} ≤ ϕα(t)

for all ‖x‖ ≤ α and for a. e. t ∈ [0, 1].

For each y ∈ C([0, 1],R), define the set of selections of F by

SF,y := {v ∈ L1([0, 1],R) : v(t) ∈ F (t, y(t)) for a.e. t ∈ [0, 1]}.

The consideration of this subsection is based on the following fixed point theorem ([19]).

Theorem 4.6 (Nonlinear alternative for Kakutani maps).[19]. Let E be a Banach space, C
a closed convex subset of E, U an open subset of C and 0 ∈ U. Suppose that F : U → Pcp,c(C)
is a upper semicontinuous compact map. Then either (i) F has a fixed point in U, or (ii)
there is a u ∈ ∂U and λ ∈ (0, 1) with u ∈ λF (u).
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The following lemma will be used in the sequel.

Lemma 4.7 ([25]) Let X be a Banach space. Let F : [0, T ] × X → Pcp,c(X) be an L1−
Carathéodory multivalued map and let Θ be a linear continuous mapping from L1([0, 1], X)
to C([0, 1], X). Then the operator

Θ ◦ SF : C([0, 1], X)→ Pcp,c(C([0, 1], X)), x 7→ (Θ ◦ SF )(x) = Θ(SF,x)

is a closed graph operator in C([0, 1], X)× C([0, 1], X).

Theorem 4.8 Assume that (A4) holds. In addition we suppose that the following conditions

(H1) F : [0, 1]× R→ P(R) is Carathéodory and has nonempty compact convex values;

(H2) there exists a continuous nondecreasing function ψ : [0,∞) → (0,∞) and a function
p ∈ C([0, 1],R+) such that

‖F (t, x)‖P := sup{|y| : y ∈ F (t, x)} ≤ p(t)ψ(‖x‖) for each (t, x) ∈ [0, 1]× R,

are satisfied. Then the boundary value problem (1.2) has at least one solution on [0, 1].

Proof. In order to transform boundary value problem (1.2) into a fixed point problem,
consider the multivalued operator Ω : C([0, 1],R)→ P(C([0, 1],R)) defined by

Ω(x) =



h ∈ C([0, 1],R) :

h(t) =



1

Γ(q)

∫ t

0
(t− s)q−1f(s)ds

+
(β − 1)t− βη

∆Γ(q)

∫ 1

0
(1− s)q−1f(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(s)ds, 0 ≤ t ≤ 1,


for f ∈ SF,x. Clearly, according to Lemma 2.4, the fixed points of Ω are solutions to boundary
value problem (1.2). We will show that Ω satisfies the assumptions of the nonlinear alternative
of Leray-Schauder type. The proof consists of several steps.

As a first step, we show that Ω is convex for each x ∈ C([0, 1],R). This step is obvious
since SF,x is convex (F has convex values), and therefore we omit the proof.

Next, we show that Ω maps bounded sets into bounded sets in C([0, 1],R). For a positive
number ρ, let Bρ = {x ∈ C([0, 1],R) : ‖x‖ ≤ ρ} be a bounded set in C([0, 1],R). Then, for
each h ∈ Ω(x), x ∈ Bρ, there exists f ∈ SF,x such that

h(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(s)ds,

Then, as in Theorem 3.6, we have

|h(t)| ≤ 1

Γ(q)

∫ t

0
(t− s)q−1|f(s)|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1|f(s)|ds
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+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(s)|ds

≤ ‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q} .

Thus,

‖h‖ ≤ ‖p‖ψ(ρ)

Γ(q + 1)
{1 + λ1 + λ2η

q} .

Now we show that Ω maps bounded sets into equicontinuous sets of C([0, 1],R). Let t′, t′′ ∈
[0, 1] with t′ < t′′ and x ∈ Bρ, where Bρ is a bounded set of C([0, 1],R). For each h ∈ Ω(x),
we obtain, as in Theorem 3.6,

|h(t′′)− h(t′)| ≤

∣∣∣∣∣ 1

Γ(q)

∫ t′

0

[(t′′ − s)q−1 − (t′ − s)q−1]f(s)ds+
1

Γ(q)

∫ t′′

t′
(t′′ − s)q−1f(s)ds

∣∣∣∣∣
+
‖p‖ψ(ρ)|(β − 1)||t′′ − t′|

∆Γ(q + 1)
+
‖p‖ψ(ρ)|α− β||t′′ − t′|

∆Γ(q + 1)
.

Obviously the right hand side of the above inequality tends to zero independently of x ∈ Br′
as t′′− t′ → 0. As Ω satisfies the above three assumptions, therefore it follows by the Arzelá-
Ascoli theorem that Ω : C([0, 1],R) → P(C([0, 1],R)) is completely continuous. In our next
step, we show that Ω has a closed graph. Let xn → x∗, hn ∈ Ω(xn) and hn → h∗. Then we
need to show that h∗ ∈ Ω(x∗). Associated with hn ∈ Ω(xn), there exists fn ∈ SF,xn such that
for each t ∈ [0, 1],

hn(t) =
1

Γ(q)

∫ t

0
(t− s)q−1fn(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1fn(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1fn(s)ds, t ∈ [0, 1].

Thus we have to show that there exists f∗ ∈ SF,x∗ such that for each t ∈ [0, 1],

h∗(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f∗(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f∗(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f∗(s)ds.

Let us consider the continuous linear operator Θ : L1([0, 1],R)→ C([0, 1],R) given by

f 7→ Θ(f) =
1

Γ(q)

∫ t

0
(t− s)q−1f(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(s)ds.

Observe that

‖hn(t)− h∗(t)‖ =

∥∥∥∥ 1

Γ(q)

∫ t

0
(t− s)q−1(fn(s)− f∗(s))ds

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

518 Abdalla Darwish et al 507-526



Generalized Fractional Three-point BVP 13

+
(β − 1)t− βη

∆Γ(q)

∫ 1

0
(1− s)q−1(fn(s)− f∗(s))ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1(fn(s)− f∗(s))ds

∥∥∥∥→ 0,

as n → ∞. Thus, it follows by Lemma 4.7 that Θ ◦ SF is a closed graph operator. Further,
we have hn(t) ∈ Θ(SF,xn). Since xn → x∗, therefore, we have

h∗(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f∗(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f∗(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f∗(s)ds,

for some f∗ ∈ SF,x∗ .
Finally, we discuss a priori bounds on solutions. Let x be a solution of (1.2). Then there

exists f ∈ L1([0, 1],R) with f ∈ SF,x such that, for t ∈ [0, 1], we have

h(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(s)ds.

In view of (H2), and using the computations in second step above, for each t ∈ [0, 1], we
obtain

|h(t)| ≤ 1

Γ(q)

∫ t

0
(t− s)q−1|f(s)|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1|f(s)|ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1|f(s)|ds

≤ ‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q} .

Consequently, we have

‖x‖
‖p‖ψ(‖x‖)
Γ(q + 1)

{1 + λ1 + λ2η
q}
≤ 1.

In view of (A4), there exists M such that ‖x‖ 6= M . Let us set

U = {x ∈ C([0, 1],R) : ‖x‖ < M + 1}.

Note that the operator Ω : U → P(C([0, 1],R)) is upper semicontinuous and completely
continuous. From the choice of U , there is no x ∈ ∂U such that x ∈ µΩ(x) for some
µ ∈ (0, 1). Consequently, by the nonlinear alternative of Leray-Schauder type (Theorem 4.6),
we deduce that Ω has a fixed point x ∈ U which is a solution of the problem (1.2). This
completes the proof. 2
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Example 4.9 Consider the following fractional boundary value problem
cD3/2x(t) ∈ F (t, x(t)), 0 < t < 1,

x(0) =
1

2
x

(
1

4

)
, x(1) = 2x

(
1

4

)
.

(4.1)

Here, q = 3/2, β = 1/2, α = 2, η = 1/4 and F : [0, 1] × R → P(R) is a multivalued map

given by x → F (t, x) =

[
|x|3

|x|3 + 3
+ 2t3 + 1,

|x|
|x|+ 1

+ t+ 1

]
. For f ∈ F, we have |f | ≤

max

(
|x|3

|x|3 + 3
+ 2t3 + 1,

|x|
|x|+ 1

+ t+ 1

)
≤ 4, x ∈ R. Thus, ‖F (t, x)‖P := sup{|y| : y ∈

F (t, x)} ≤ 4 = p(t)ψ(‖x‖), x ∈ R, with p(t) = 1, ψ(‖x‖) = 4. Further, using the condition
(A4) we find that M > 21.092278. Clearly, all the conditions of Theorem 4.8 are satisfied. So
there exists at least one solution of the problem (4.1) on [0, 1].

4.2 The lower semi-continuous case

As a next result, we study the case when F is not necessarily convex valued. Our strategy to
deal with this problems is based on the nonlinear alternative of Leray Schauder type together
with the selection theorem of Bressan and Colombo [16] for lower semi-continuous maps with
decomposable values.

Definition 4.10 Let X be a nonempty closed subset of a Banach space E and G : X → P(E)
be a multivalued operator with nonempty closed values. G is lower semi-continuous (l.s.c.) if
the set {y ∈ X : G(y) ∩B 6= ∅} is open for any open set B in E.

Definition 4.11 Let A be a subset of [0, 1] × R. A is L ⊗ B measurable if A belongs to the
σ−algebra generated by all sets of the form J ×D, where J is Lebesgue measurable in [0, 1]
and D is Borel measurable in R.

Definition 4.12 A subset A of L1([0, 1],R) is decomposable if for all x, y ∈ A and measurable
J ⊂ [0, 1] = J , the function xχJ + yχJ−J ∈ A, where χJ stands for the characteristic
function of J .

Definition 4.13 Let Y be a separable metric space and let N : Y → P(L1([0, 1],R)) be a
multivalued operator. We say N has a property (BC) if N is lower semi-continuous (l.s.c.)
and has nonempty closed and decomposable values.

Let F : [0, 1]× R→ P(R) be a multivalued map with nonempty compact values. Define
a multivalued operator F : C([0, 1]× R)→ P(L1([0, 1],R)) associated with F as

F(x) = {w ∈ L1([0, 1],R) : w(t) ∈ F (t, x(t)) for a.e. t ∈ [0, 1]},

which is called the Nemytskii operator associated with F.

Definition 4.14 Let F : [0, 1]×R→ P(R) be a multivalued function with nonempty compact
values. We say F is of lower semi-continuous type (l.s.c. type) if its associated Nemytskii
operator F is lower semi-continuous and has nonempty closed and decomposable values.
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Lemma 4.15 ([16]) Let Y be a separable metric space and let N : Y → P(L1([0, 1],R)) be a
multivalued operator satisfying the property (BC). Then N has a continuous selection, that is,
there exists a continuous function (single-valued) g : Y → L1([0, 1],R) such that g(x) ∈ N(x)
for every x ∈ Y .

Theorem 4.16 Assume that (A4), (H2) and the following condition holds:

(H3) F : [0, 1]× R→ P(R) is a nonempty compact-valued multivalued map such that

(a) (t, x) 7−→ F (t, x) is L ⊗ B measurable,

(b) x 7−→ F (t, x) is lower semicontinuous for each t ∈ [0, 1].

Then the boundary value problem (1.2) has at least one solution on [0, 1].

Proof. It follows from (H3) and (H2) that F is of l.s.c. type. Then from Lemma 4.15, there
exists a continuous function f : C2([0, 1],R) → L1([0, 1],R) such that f(x) ∈ F(x) for all
x ∈ C([0, 1],R).

Consider the problem{
cDqx(t) = f(x(t)), 0 < t < 1, 1 < q ≤ 2,
x(0) = βx(η), x(1) = αx(η)

(4.2)

in the space C2([0, 1],R). It is clear that if x ∈ C2([0, 1],R) is a solution of the problem (4.2),
then x is a solution to the problem (1.2). In order to transform the problem (4.2) into a fixed
point problem, we define the operator Ω as

Ωx(t) =
1

Γ(q)

∫ t

0
(t− s)q−1f(x(s))ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1f(x(s))ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1f(x(s))ds, 0 ≤ t ≤ 1.

It can easily be shown that Ω is continuous and completely continuous. The remaining
part of the proof is similar to that of Theorem 4.8. So we omit it. This completes the proof.

2

4.3 The Lipschitz case

Now we prove the existence of solutions for the problem (1.2) with a nonconvex valued right
hand side by applying a fixed point theorem for multivalued map due to Covitz and Nadler
[18].

Let (X, d) be a metric space induced from the normed space (X; ‖ · ‖). Consider Hd :
P(X)× P(X)→ R ∪ {∞} given by Hd(A,B) = max{supa∈A d(a,B), supb∈B d(A, b)}, where
d(A, b) = infa∈A d(a; b) and d(a,B) = infb∈B d(a; b). Then (Pb,cl(X), Hd) is a metric space
and (Pcl(X), Hd) is a generalized metric space (see [23]).

Definition 4.17 A multivalued operator N : X → Pcl(X) is called:
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(a) γ−Lipschitz if and only if there exists γ > 0 such that

Hd(N(x), N(y)) ≤ γd(x, y) for each x, y ∈ X;

(b) a contraction if and only if it is γ−Lipschitz with γ < 1.

Lemma 4.18 (Covitz-Nadler) [18]. Let (X, d) be a complete metric space. If N : X →
Pcl(X) is a contraction, then FixN 6= ∅.

Definition 4.19 A measurable multi-valued function F : [0, 1] → P(X) is said to be inte-
grably bounded if there exists a function h ∈ L1([0, 1], X) such that for all v ∈ F (t), ‖v‖ ≤ h(t)
for a.e. t ∈ [0, 1].

Theorem 4.20 Assume that the following conditions hold:

(H4) F : [0, 1] × R → Pcp(R) is such that F (·, x) : [0, 1] → Pcp(R) is measurable for each
x ∈ R;

(H5) Hd(F (t, x), F (t, x̄)) ≤ m(t)|x − x̄| for almost all t ∈ [0, 1] and x, x̄ ∈ R with m ∈
C([0, 1],R+) and d(0, F (t, 0)) ≤ m(t) for almost all t ∈ [0, 1].

Then the boundary value problem (1.2) has at least one solution on [0, 1] if

‖m‖
Γ(q + 1)

{1 + λ1 + λ2η
q} < 1.

Proof. We transform the problem (1.2) into a fixed point problem. Consider the set-valued
map Ω : C([0, 1],R) → P(C([0, 1],R)) defined at the begining of the proof of Theorem 4.8.
It is clear that the fixed point of Ω are solutions of the problem (1.2).

Note that, by the assumption (H4), since the set-valued map F (·, x) is measurable, it
admits a measurable selection f : [0, 1] → R (see Theorem III.6 [17]). Moreover, from
assumption (H5) |f(t)| ≤ m(t) +m(t)|x(t)|, i.e. f(·) ∈ L1([0, 1], X). Therefore the set SF,x is
nonempty. Also note that since SF,x 6= ∅, Ω(x) 6= ∅ for any x ∈ C([0, 1],R).

Now we show that the operator Ω satisfies the assumptions of Lemma 4.18. To show
that Ω(x) ∈ Pcl((C[0, 1],R)) for each x ∈ C([0, 1],R), let {un}n≥0 ∈ Ω(x) be such that
un → u (n → ∞) in C([0, 1],R). Then u ∈ C([0, 1],R) and there exists vn ∈ SF,x such that,
for each t ∈ [0, 1],

un(t) =
1

Γ(q)

∫ t

0
(t− s)q−1vn(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1vn(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1vn(s)ds.

As F has compact values, we may pass onto a subsequence (if necessary) to obtain that
vn converges to v in L1([0, 1],R). Thus, v ∈ SF,x and for each t ∈ [0, 1],

un(t)→ u(t) =
1

Γ(q)

∫ t

0
(t− s)q−1v(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1v(s)ds
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+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1v(s)ds.

Hence, u ∈ Ω(x) and Ω(x) is closed.
Next we show that Ω is a contraction on C([0, 1],R), i.e. there exists γ < 1 such that

Hd(Ω(x),Ω(x̄)) ≤ γ‖x− x̄‖ for each x, x̄ ∈ C([0, 1],R).

Let x, x̄ ∈ C([0, 1],R) and h1 ∈ Ω(x). Then there exists v1(t) ∈ F (t, x(t)) such that, for each
t ∈ [0, 1],

h1(t) =
1

Γ(q)

∫ t

0
(t− s)q−1v1(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1v1(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1v1(s)ds.

By (H6), we have Hd(F (t, x), F (t, x̄)) ≤ m(t)|x(t)− x̄(t)|. So, there exists w ∈ F (t, x̄(t))
such that |v1(t)− w| ≤ m(t)|x(t)− x̄(t)|, t ∈ [0, 1].

Define U : [0, 1] → P(R) by U(t) = {w ∈ R : |v1(t) − w| ≤ m(t)|x(t) − x̄(t)|}. Since
the multivalued operator U(t)∩ F (t, x̄(t)) is measurable (Proposition III.4 [17]), there exists
a function v2(t) which is a measurable selection for U. So v2(t) ∈ F (t, x̄(t)) and for each
t ∈ [0, 1], we have |v1(t)− v2(t)| ≤ m(t)|x(t)− x̄(t)|.

For each t ∈ [0, 1], let us define

h2(t) =
1

Γ(q)

∫ t

0
(t− s)q−1v2(s)ds+

(β − 1)t− βη
∆Γ(q)

∫ 1

0
(1− s)q−1v2(s)ds

+
β + (α− β)t

∆Γ(q)

∫ η

0
(η − s)q−1v2(s)ds.

Thus,

|h1(t)− h2(t)| ≤
1

Γ(q)

∫ t

0
(t− s)q−1|v1(s)− v2(s)|ds+

λ1
Γ(q)

∫ 1

0
(1− s)q−1|v1(s)− v2(s)|ds

+
λ2

Γ(q)

∫ η

0
(η − s)q−1|v1(s)− v2(s)|ds

≤ ‖m‖‖x− x‖
Γ(q + 1)

{1 + λ1 + λ2η
q} .

Hence,

‖h1 − h2‖ ≤
‖m‖‖x− x‖

Γ(q + 1)
{1 + λ1 + λ2η

q} .

Analogously, interchanging the roles of x and x, we obtain

Hd(Ω(x),Ω(x̄)) ≤ γ‖x− x̄‖ ≤ ‖m‖‖x− x‖
Γ(q + 1)

{1 + λ1 + λ2η
q} .

Since Ω is a contraction, it follows by Lemma 4.18 that Ω has a fixed point x which is a
solution of (1.2). This completes the proof. 2
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18 M. A. Darwish and S.K. Ntouyas

Remark 4.21 The results of this paper can easily to be generalized to boundary value prob-
lems for fractional differential equations and inclusions with deviating arguments and gener-
alized three point boundary conditions. Thus we can study, by similar methods and obvious
modifications, the following boundary value problem for fractional differential equations

cDqx(t) = f(t, x(σ(t))), 0 < t < 1, 1 < q ≤ 2,
x(t) = βx(η), −r ≤ t ≤ 0
x(1) = αx(η),

(4.3)

where cDq denotes the Caputo fractional derivative of order q, f : [0, 1]×R→ R is continuous,
−r = mint∈[0,1] σ(t), σ : [0, 1]→ [−r, 1] is continuous with σ(t) ≤ t,∀t ∈ [0, 1] and α, β, η are
constants with 0 < η < 1 and 1 − β + (β − α)η 6= 0, or the corresponding boundary value
problem for fractional differential inclusions

cDqx(t) ∈ F (t, x(σ(t))), 0 < t < 1, 1 < q ≤ 2,
x(t) = βx(η), −r ≤ t ≤ 0
x(1) = αx(η),

(4.4)

where cDq denotes the Caputo fractional derivative of order q, and F : [0, 1]× R→ P(R) is
a multivalued map, P(R) is the family of all subsets of R.

Remark 4.22 It is obvious that the methods used in this paper can be applied to other types
of nonlocal boundary value problems. For example for the following four point boundary value
problem {

cDqx(t) = f(t, x(t)), 0 < t < 1, 1 < q ≤ 2,
x(t) = αx(ξ), x(1) = βx(η),

(4.5)

where α, β, ξ, η are constants with 0 < ξ, η < 1 and ∆ := α(βη − 1) − (β − 1)(αξ − 1) 6= 0.
The solution of the problem (4.5) is given by

x(t) =

∫ t

0

(t− s)q−1

Γ(q)
f(s, x(s)) ds+

α[(β − 1)t− βη + 1]

∆

∫ ξ

0

(ξ − s)q−1

Γ(q)
f(s, x(s)) ds

+
β[αξ − 1− αt]

∆

∫ η

0

(η − s)q−1

Γ(q)
f(s, x(s)) ds

+
αt− αξ + 1

∆

∫ 1

0

(1− s)q−1

Γ(q)
f(s, x(s)) ds, 0 ≤ t ≤ 1.
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QUADRATIC ρ-FUNCTIONAL INEQUALITIES IN FUZZY BANACH

SPACES

CHOONKIL PARK AND SUN YOUNG JANG∗

Abstract. In this paper, we solve the following quadratic ρ-functional inequalities

N
(
f(x+ y) + f(x− y)− 2f(x)− 2f(y)− ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t
)

≥ t

t+ ϕ(x, y)
, (0.1)

where ρ is a fixed real number with ρ 6= 2, and

N
(

2f
(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)− ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t

)
≥ t

t+ ϕ(x, y)
, (0.2)

where ρ is a fixed real number with ρ 6= 1
2
.

Using the fixed point method, we prove the Hyers-Ulam stability of the quadratic ρ-
functional inequalities (0.1) and (0.2) in fuzzy Banach spaces.

1. Introduction and preliminaries

Katsaras [21] defined a fuzzy norm on a vector space to construct a fuzzy vector topological
structure on the space. Some mathematicians have defined fuzzy norms on a vector space from
various points of view [13, 24, 52]. In particular, Bag and Samanta [2], following Cheng and
Mordeson [8], gave an idea of fuzzy norm in such a manner that the corresponding fuzzy metric
is of Kramosil and Michalek type [23]. They established a decomposition theorem of a fuzzy
norm into a family of crisp norms and investigated some properties of fuzzy normed spaces [3].

We use the definition of fuzzy normed spaces given in [2, 28, 29] to investigate the Hyers-Ulam
stability of quadratic ρ-functional inequalities in fuzzy Banach spaces.

Definition 1.1. [2, 28, 29, 30] Let X be a real vector space. A function N : X ×R→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c|) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a non-decreasing function of R and limt→∞N(x, t) = 1.
(N6) for x 6= 0, N(x, ·) is continuous on R.

The pair (X,N) is called a fuzzy normed vector space.
The properties of fuzzy normed vector spaces and examples of fuzzy norms are given in

[27, 28].

2010 Mathematics Subject Classification. Primary 46S40, 39B52, 47H10, 39B62, 26E50, 47S40.
Key words and phrases. fuzzy Banach space; quadratic ρ-functional inequality; fixed point method; Hyers-

Ulam stability.
∗Corresponding author: Sung Young Jang (email: jsym@ulsan.ac.kr).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

527 CHOONKIL PARK et al 527-537



C. PARK, S. Y. JANG

Definition 1.2. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn} in
X is said to be convergent or converge if there exists an x ∈ X such that limn→∞N(xn−x, t) = 1
for all t > 0. In this case, x is called the limit of the sequence {xn} and we denote it by N -
limn→∞ xn = x.

Definition 1.3. [2, 28, 29, 30] Let (X,N) be a fuzzy normed vector space. A sequence {xn}
in X is called Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all
n ≥ n0 and all p > 0, we have N(xn+p − xn, t) > 1− ε.

It is well-known that every convergent sequence in a fuzzy normed vector space is Cauchy. If
each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the fuzzy
normed vector space is called a fuzzy Banach space.

We say that a mapping f : X → Y between fuzzy normed vector spaces X and Y is
continuous at a point x0 ∈ X if for each sequence {xn} converging to x0 in X, then the
sequence {f(xn)} converges to f(x0). If f : X → Y is continuous at each x ∈ X, then
f : X → Y is said to be continuous on X (see [3]).

The stability problem of functional equations originated from a question of Ulam [51] con-
cerning the stability of group homomorphisms.

The functional equation f(x+ y) = f(x) + f(y) is called the Cauchy equation. In particular,
every solution of the Cauchy equation is said to be an additive mapping. Hyers [17] gave a
first affirmative partial answer to the question of Ulam for Banach spaces. Hyers’ Theorem was
generalized by Aoki [1] for additive mappings and by Th.M. Rassias [40] for linear mappings by
considering an unbounded Cauchy difference. A generalization of the Th.M. Rassias theorem
was obtained by Găvruta [14] by replacing the unbounded Cauchy difference by a general
control function in the spirit of Th.M. Rassias’ approach.

The functional equation f(x+y)+f(x−y) = 2f(x)+2f(y) is called the quadratic functional
equation. In particular, every solution of the quadratic functional equation is said to be a
quadratic mapping. The stability of quadratic functional equation was proved by Skof [50] for
mappings f : E1 → E2, where E1 is a normed space and E2 is a Banach space. Cholewa
[9] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced by
an Abelian group. Czerwik [10] proved the Hyers-Ulam stability of the quadratic functional

equation. The functional equation f
(
x+y
2

)
+ f

(
x−y
2

)
= 1

2f(x) + 1
2f(y) is called a Jensen type

quadratic equation. The stability problems of several functional equations have been extensively
investigated by a number of authors and there are many interesting results concerning this
problem (see [4, 18, 20, 25, 36, 37, 38, 41, 42, 44, 45, 46, 47, 48, 49]).

Gilányi [15] showed that if f satisfies the functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖ (1.1)

then f satisfies the Jordan-von Neumann functional equation

2f(x) + 2f(y) = f(x+ y) + f(x− y).

See also [43]. Fechner [12] and Gilányi [16] proved the Hyers-Ulam stability of the functional
inequality (1.1). Park, Cho and Han [35] investigated the Cauchy additive functional inequality

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖ (1.2)

and the Cauchy-Jensen additive functional inequality

‖f(x) + f(y) + 2f(z)‖ ≤
∥∥∥∥2f

(
x+ y

2
+ z

)∥∥∥∥ (1.3)

and proved the Hyers-Ulam stability of the functional inequalities (1.2) and (1.3) in Banach
spaces.

Park [33, 34] defined additive ρ-functional inequalities and proved the Hyers-Ulam stability
of the additive ρ-functional inequalities in Banach spaces and non-Archimedean Banach spaces.
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We recall a fundamental result in fixed point theory.
Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X if d

satisfies
(1) d(x, y) = 0 if and only if x = y;
(2) d(x, y) = d(y, x) for all x, y ∈ X;
(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X.

Theorem 1.4. [5, 11] Let (X, d) be a complete generalized metric space and let J : X → X
be a strictly contractive mapping with Lipschitz constant L < 1. Then for each given element
x ∈ X, either

d(Jnx, Jn+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞, ∀n ≥ n0;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−Ld(y, Jy) for all y ∈ Y .

In 1996, G. Isac and Th.M. Rassias [19] were the first to provide applications of stability
theory of functional equations for the proof of new fixed point theorems with applications. By
using fixed point methods, the stability problems of several functional equations have been
extensively investigated by a number of authors (see [6, 7, 22, 27, 31, 32, 38, 39]).

In Section 2, we solve the quadratic ρ-functional inequality (0.1) and prove the Hyers-Ulam
stability of the quadratic ρ-functional inequality (0.1) in fuzzy Banach spaces by using the fixed
point method.

In Section 3, we solve the quadratic ρ-functional inequality (0.2) and prove the Hyers-Ulam
stability of the quadratic ρ-functional inequality (0.2) in fuzzy Banach spaces by using the fixed
point method.

Throughout this paper, assume that X is a real vector space and (Y,N) is a fuzzy Banach
space.

2. Quadratic ρ-functional inequality (0.1)

In this section, we prove the Hyers-Ulam stability of the quadratic ρ-functional inequality
(0.1) in fuzzy Banach spaces. Let ρ be a real number with ρ 6= 2. We need the following lemma
to prove the main results.

Lemma 2.1. Let f : X → Y be a mapping satisfying f(0) = 0 and

f(x+ y) + f(x− y)− 2f(x)− 2f(y) = ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
(2.1)

for all x, y ∈ X. Then f : X → Y is quadratic.

Proof. Replacing y by x in (2.1), we get f(2x)−4f(x) = 0 and so f(2x) = 4f(x) for all x ∈ X.
Thus

f(x+ y) + f(x− y)− 2f(x)− 2f(y) = ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
=

ρ

2
(f(x+ y) + f(x− y)− 2f(x)− 2f(y))

and so f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ X, as desired. �

Theorem 2.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

4
ϕ (2x, 2y)
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for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(f(x+ y) + f(x− y)− 2f(x)− 2f(y) (2.2)

−ρ
(

2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t) ≥ t

t+ ϕ(x, y)

for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf
(
x
2n

)
exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ Lϕ(x, x)
(2.3)

for all x ∈ X and all t > 0.

Proof. Letting y = x in (2.2), we get

N (f (2x)− 4f(x), t) ≥ t

t+ ϕ(x, x)
(2.4)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, x)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
4g

(
x

2

)
− 4h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

4
εt

)
≥

Lt
4

Lt
4 + ϕ

(
x
2 ,

x
2

) ≥ Lt
4

Lt
4 + L

4ϕ(x, x)
=

t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.

It follows from (2.4) that N
(
f(x)− 4f

(
x
2

)
, L4 t

)
≥ t

t+ϕ(x,x) for all x ∈ X and all t > 0. So

d(f, Jf) ≤ L
4 .

By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q

(
x

2

)
=

1

4
Q(x) (2.5)
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for all x ∈ X. Since f : X → Y is even, Q : X → Y is a even mapping. The mapping Q is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
This implies that Q is a unique mapping satisfying (2.5) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, x)

for all x ∈ X;
(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ L

4− 4L
.

This implies that the inequality (2.3) holds.
By (2.2),

N

(
4n

(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
− ρ

(
4n

(
2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

)))
, 4nt

)
≥ t

t+ ϕ
(
x
2n ,

y
2n

)
for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
4n

(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

))
− ρ

(
4n

(
2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

)))
, t

)
≥

t
4n

t
4n + Ln

4n ϕ (x, y)

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
4n

t
4n

+Ln

4n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

Q(x+ y) +Q(x− y)− 2Q(x)− 2Q(y) = ρ

(
2Q

(
x+ y

2

)
+ 2Q

(
x− y

2

)
−Q(x)−Q(y)

)
for all x, y ∈ X. By Lemma 2.1, the mapping Q : X → Y is quadratic, as desired. �

Corollary 2.3. Let θ ≥ 0 and let p be a real number with p > 2. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and

N

(
f(x+ y) + f(x− y)− 2f(x)− 2f(y)− ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

)
, t

)
≥ t

t+ θ(‖x‖p + ‖y‖p)
(2.6)

for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf( x
2n ) exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (2p − 4)t

(2p − 4)t+ 2θ‖x‖p

for all x ∈ X.
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Proof. The proof follows from Theorem 2.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 22−p, and we get the desired result. �

Theorem 2.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and (2.2). Then Q(x) := N -
limn→∞

1
4n f (2nx) exists for each x ∈ X and defines a quadratic mapping Q : X → Y such

that

N (f(x)−Q(x), t) ≥ (4− 4L)t

(4− 4L)t+ ϕ(x, x)
(2.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.2.
Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

4
g (2x)

for all x ∈ X.
It follows from (2.4) that

N

(
f(x)− 1

4
f(2x),

1

4
t

)
≥ t

t+ ϕ(x, x)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1
4 . Hence d(f,Q) ≤ 1

4−4L , which implies that the

inequality (2.7) holds.
The rest of the proof is similar to the proof of Theorem 2.2. �

Corollary 2.5. Let θ ≥ 0 and let p be a real number with 0 < p < 2. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be amapping satisfying f(0) = 0 and (2.6).
Then Q(x) := N -limn→∞

1
4n f(2nx) exists for each x ∈ X and defines a quadratic mapping

Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 2p)t

(4− 2p)t+ 2θ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 2.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−2, and we get the desired result. �

3. Quadratic ρ-functional inequality (0.2)

In this section, we prove the Hyers-Ulam stability of the quadratic ρ-functional inequality
(0.2) in fuzzy Banach spaces. Let ρ be a real number with ρ 6= 1

2 . We need the following lemma
to prove the main results.

Lemma 3.1. Let f : X → Y be a mapping satisfying f(0) = 0 and

2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y) = ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) (3.1)

for all x, y ∈ X. Then f : X → Y is quadratic.
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Proof. Letting y = 0 in (3.1), we get 4f
(
x
2

)
− f(x) = 0 and so f(2x) = 4f(x) for all x ∈ X.

Thus

1

2
f(x+ y)− 1

2
f(x− y)− f(x)− f(y) = 2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)

= ρ(f(x+ y) + f(x− y)− 2f(x)− 2f(y))

and so f(x+ y) + f(x− y) = 2f(x) + 2f(y) for all x, y ∈ X, as desired. �

Theorem 3.2. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ L

4
ϕ (2x, 2y)

for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and

N

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y)− ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t

)
≥ t

t+ ϕ(x, y)
(3.2)

for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf
(
x
2n

)
exists for each x ∈ X and

defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (1− L)t

(1− L)t+ ϕ(x, 0)
(3.3)

for all x ∈ X and all t > 0.

Proof. Letting y = 0 in (3.2), we get

N

(
4f

(
x

2

)
− f(x), t

)
≥ t

t+ ϕ(x, 0)
(3.4)

for all x ∈ X.
Consider the set

S := {g : X → Y }
and introduce the generalized metric on S:

d(g, h) = inf

{
µ ∈ R+ : N(g(x)− h(x), µt) ≥ t

t+ ϕ(x, 0)
, ∀x ∈ X,∀t > 0

}
,

where, as usual, inf φ = +∞. It is easy to show that (S, d) is complete (see [26, Lemma 2.1]).
Now we consider the linear mapping J : S → S such that

Jg(x) := 4g

(
x

2

)
for all x ∈ X.

Let g, h ∈ S be given such that d(g, h) = ε. Then

N(g(x)− h(x), εt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. Hence

N(Jg(x)− Jh(x), Lεt) = N

(
4g

(
x

2

)
− 4h

(
x

2

)
, Lεt

)
= N

(
g

(
x

2

)
− h

(
x

2

)
,
L

4
εt

)
≥

Lt
4

Lt
4 + ϕ

(
x
2 , 0

) ≥ Lt
4

Lt
4 + L

4ϕ(x, 0)
=

t

t+ ϕ(x, 0)
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for all x ∈ X and all t > 0. So d(g, h) = ε implies that d(Jg, Jh) ≤ Lε. This means that

d(Jg, Jh) ≤ Ld(g, h)

for all g, h ∈ S.
It follows from (3.4) that

N

(
f(x)− 4f

(
x

2

)
, t

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ 1.
By Theorem 1.4, there exists a mapping Q : X → Y satisfying the following:
(1) Q is a fixed point of J , i.e.,

Q

(
x

2

)
=

1

4
Q(x) (3.5)

for all x ∈ X. Since f : X → Y is even, Q : X → Y is an even mapping. The mapping Q is a
unique fixed point of J in the set

M = {g ∈ S : d(f, g) <∞}.
This implies that Q is a unique mapping satisfying (3.5) such that there exists a µ ∈ (0,∞)
satisfying

N(f(x)−Q(x), µt) ≥ t

t+ ϕ(x, 0)

for all x ∈ X;
(2) d(Jnf,Q)→ 0 as n→∞. This implies the equality

N - lim
n→∞

4nf

(
x

2n

)
= Q(x)

for all x ∈ X;
(3) d(f,Q) ≤ 1

1−Ld(f, Jf), which implies the inequality

d(f,Q) ≤ 1

1− L
.

This implies that the inequality (3.4) holds.
By (3.2),

N

(
4n

(
2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
−ρ

(
4n

(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

)))
, 4nt

)
≥ t

t+ ϕ
(
x
2n ,

y
2n

)
for all x, y ∈ X, all t > 0 and all n ∈ N. So

N

(
4n

(
2f

(
x+ y

2n+1

)
+ 2f

(
x− y
2n+1

)
− f

(
x

2n

)
− f

(
y

2n

))
−ρ

(
4n

(
f

(
x+ y

2n

)
+ f

(
x− y

2n

)
− 2f

(
x

2n

)
− 2f

(
y

2n

)))
, t

)
≥

t
4n

t
4n + Ln

4n ϕ (x, y)

for all x, y ∈ X, all t > 0 and all n ∈ N. Since limn→∞
t
4n

t
4n

+Ln

4n
ϕ(x,y)

= 1 for all x, y ∈ X and all

t > 0,

2Q

(
x+ y

2

)
+ 2

(
x− y

2

)
−Q(x)−Q(y) = ρ (Q (x+ y) +Q (x− y)− 2Q(x)− 2Q(y))

for all x, y ∈ X=. By Lemma 3.1, the mapping Q : X → Y is quadratic, as desired. �
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Corollary 3.3. Let θ ≥ 0 and let p be a real number with p > 2. Let X be a normed vector
space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and

N(2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− f(x)− f(y) (3.6)

−ρ (f(x+ y) + f(x− y)− 2f(x)− 2f(y)) , t) ≥ t

t+ θ(‖x‖p + ‖y‖p)
for all x, y ∈ X and all t > 0. Then Q(x) := N -limn→∞ 4nf( x

2n ) exists for each x ∈ X and
defines a quadratic mapping Q : X → Y such that

N (f(x)−Q(x), t) ≥ (2p − 4)t

(2p − 4)t+ 2pθ‖x‖p

for all x ∈ X.

Proof. The proof follows from Theorem 3.2 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 22−p, and we get the desired result. �

Theorem 3.4. Let ϕ : X2 → [0,∞) be a function such that there exists an L < 1 with

ϕ(x, y) ≤ 4Lϕ

(
x

2
,
y

2

)
for all x, y ∈ X. Let f : X → Y be a mapping satisfying f(0) = 0 and (3.2). Then Q(x) := N -
limn→∞

1
4n f (2nx) exists for each x ∈ X and defines a quadratic mapping Q : X → Y such

that

N (f(x)−Q(x), t) ≥ (1− L)t

(1− L)t+ ϕ(x, 0)
(3.7)

for all x ∈ X and all t > 0.

Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 3.2.
Now we consider the linear mapping J : S → S such that

Jg(x) :=
1

4
g (2x)

for all x ∈ X.
It follows from (3.4) that

N

(
f(x)− 1

4
f(2x), Lt

)
≥ t

t+ ϕ(x, 0)

for all x ∈ X and all t > 0. So d(f, Jf) ≤ L. Hence

d(f,Q) ≤ 1

1− L
,

which implies that the inequality (3.7) holds.
The rest of the proof is similar to the proof of Theorem 3.2. �

Corollary 3.5. Let θ ≥ 0 and let p be a real number with 0 < p < 2. Let X be a normed
vector space with norm ‖ · ‖. Let f : X → Y be a mapping satisfying f(0) = 0 and (3.6).
Then Q(x) := N -limn→∞

1
4n f(2nx) exists for each x ∈ X and defines a quadratic mapping

Q : X → Y such that

N (f(x)−Q(x), t) ≥ (4− 2p)t

(4− 2p)t+ 2pθ‖x‖p

for all x ∈ X.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

535 CHOONKIL PARK et al 527-537



C. PARK, S. Y. JANG

Proof. The proof follows from Theorem 3.4 by taking ϕ(x, y) := θ(‖x‖p+‖y‖p) for all x, y ∈ X.
Then we can choose L = 2p−2, and we get the desired result. �

Acknowledgments

S. Y. Jang was supported by Basic Science Research Program through the National Re-
search Foundation of Korea funded by the Ministry of Education, Science and Technology
(2013007226).

References

[1] T. Aoki, On the stability of the linear transformation in Banach spaces, J. Math. Soc. Japan 2 (1950),
64–66.

[2] T. Bag and S.K. Samanta, Finite dimensional fuzzy normed linear spaces, J. Fuzzy Math. 11 (2003), 687–
705.

[3] T. Bag and S.K. Samanta, Fuzzy bounded linear operators, Fuzzy Sets and Systems 151 (2005), 513–547.
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Fréchet algebras, J. Comput. Anal. Appl. 13 (2011), 1106–1114.
[47] S. Shagholi, M. Eshaghi Gordji and M. Bavand Savadkouhi, Stability of ternary quadratic derivation on

ternary Banach algebras, J. Comput. Anal. Appl. 13 (2011), 1097–1105.
[48] D. Shin, C. Park and Sh. Farhadabadi, On the superstability of ternary Jordan C∗-homomorphisms, J.

Comput. Anal. Appl. 16 (2014), 964–973.
[49] D. Shin, C. Park and Sh. Farhadabadi, Stability and superstability of J∗-homomorphisms and J∗-derivations

for a generalized Cauchy-Jensen equation, J. Comput. Anal. Appl. 17 (2014), 125–134.
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1 ———————————————————————————————————–
Abstract. The purpose of this paper is to prove that some common fixed point theorems for

cyclic contractions are equivalent to the counterpart of noncyclic contractions in the same setting.
Our results improve and complement several results for cyclic contractions established in [Fixed
Point Theory Appl., 2013: 256]. Furthermore, an application to the existence and uniqueness
of solution for a class of integral equations is given to illustrate the superiority of the obtained
assertions.

Keywords: (A,B)-weakly increasing, common fixed point, altering distance function, regular
MSC: 47H10, 54H25.
————————————————————————————————————-

1. INTRODUCTION AND PRELIMINARIES

Since Banach fixed point theorem (see [1]) appeared in the world, there have been
overwhelming trend in mathematical activities. This theorem presents numerous applica-
tions. For instance, it gives the conditions under which maps (single or multivalued) have
solutions. Fixed point theory itself is a beautiful mixture of analysis (pure and applied),
topology, and geometry. It has been revealed as a very powerful and important tool in the
study of nonlinear phenomena. Over the last several decades, scholars have generalized
this theorem greatly from several directions. Whereas, one of most influential generaliza-
tions is from spaces. Wherein, the fact from usual metric spaces to b-metric spaces is very
popular. b-metric spaces, also called metric type spaces, were introduced in [2] and [3].
Afterwards, a large number of fixed point theorems have been presented in such spaces
(see [4-15]). Recently, scholars cultivate some interests in fixed point theorems for cyclic
contractions (see [15-19]). However, the authors of this paper find that many fixed point
results for cyclic contractions are actually equivalent to those of noncyclic contractions in
the same spaces. Throughout this paper, we obtain some equivalences between cyclic con-
tractions and noncyclic contractions in the setting of b-metric spaces. Moreover, we obtain
some common fixed point theorems without considering cyclic contractions. Further, as an
applications, we cope with the existence and uniqueness of solutions of integral equations.

For the sake of the reader, we recall some well-known concepts and results as follows.
Definition 1.1([9]) Let X be a (nonempty) set and s ≥ 1 a given real number. A function
d : X×X → [0,∞) is called a b-metric on X if, for all x, y, z ∈ X, the following conditions
hold:

(b1) d (x, y) = 0 if and only if x = y;
(b2) d (x, y) = d (y, x);

1E-mail addresses: mathhhp@163.com (H. Huang); fixedpoint50@gmail.com, radens@beotel.rs (S.
Radenović); taleksic@kg.ac.rs (T.-A. Lampert)
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(b3) d (x, z) ≤ s [d (x, y) + d (y, z)].
In this case, the pair (X, d) is called a b-metric space or metric type space. If (X,�) is
still a partially ordered set, then (X,�, d) is called an ordered b-metric space.

Otherwise, for some other definitions in b-metric spaces such as convergence, Cauchy
sequence, completeness, see [8-15] and the references therein.
Definition 1.2([22]) A function ϕ : [0,∞)→ [0,∞) is called an altering distance function
if the following properties hold:

(1) ϕ is continuous and nondecreasing;
(2) ϕ (t) = 0 if and only if t = 0.

Definition 1.3([21]) Let (X,�) be a partially ordered set, and let A and B be closed
subsets of X with A ∪B = X. Let f, g : X → X be two mappings. The pair (f, g) is said
to be (A,B)-weakly increasing if fx � gfx for all x ∈ A and gy � fgy for all y ∈ B. In
particular, (f, g) is said to be weakly increasing if fx � gfx and gx � fgx for all x ∈ X.
Definition 1.4([13]) An ordered b-metric space (X,�, d) is called regular if for any non-
decreasing sequence {xn} in X such that xn → x (n → ∞), one has xn � x for all
n ∈ N.
Definition 1.5([16]) Let A and B be nonempty subsets of a metric space (X, d) and
T : A ∪B → A ∪B. Then T is called a cyclic map if T (A) ⊆ B and T (B) ⊆ A.

Shatanawi and Postolache proved the following common fixed point results for cyclic
contractions in the framework of ordered metric spaces.
Theorem 1.6([19]) Let (X,�, d) be a complete ordered metric space, and let A,B be
closed nonempty subsets of X with X = A ∪ B. Let f, g : X → X be (A,B)-weakly
increasing mappings with respect to �. Suppose that

(a) X = A ∪ B is a cyclic representation of X with respect to the pair (f, g), i.e.,
f (A) ⊆ B and g (B) ⊆ A;

(b) there exist 0 < δ < 1 and an altering distance function ψ such that for any
comparable elements x, y ∈ X with x ∈ A and y ∈ B, we have

ψ (d (fx, gy)) ≤ δψ

(
max

{
d (x, y) , d (x, fx) , d (y, gy) ,

1

2
(d (x, gy) + d (y, fx))

})
;

(c) f or g is continuous, or
(c’) (X,�, d) is regular.

Then f and g have a common fixed point.
It should be noted that cyclic contractions (unlike Banach-type contractions) need

not to be continuous. This concept is an interesting increase in nonlinear analysis. In
addition, Hussain et al. [15] introduced the notion of ordered cyclic weakly (ψ, ϕ, L,A,B)-
contraction and proved the following fixed point results.
Definition 1.7 Let (X,�, d) be an ordered b-metric space, let f, g : X → X be two
mappings, and let A and B be nonempty closed subsets of X. The pair (f, g) is called an
ordered cyclic weakly (ψ, ϕ, L,A,B)-contraction if

(1) X = A ∪B is a cyclic representation of X with respect to the pair (f, g);
(2) there exist two altering distance functions ψ, ϕ and a constant L ≥ 0, such that for

arbitrary comparable elements x, y ∈ X with x ∈ A and y ∈ B, we have

ψ
(
s2d (fx, gy)

)
≤ ψ (Ms (x, y))− ϕ (Ms (x, y)) + Lψ (N (x, y)) ,

where

Ms (x, y) = max

{
d (x, y) , d (x, fx) , d (y, gy) ,

1

2s
(d (x, gy) + d (y, fx))

}
(1.1)
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and

N (x, y) = min {d (y, gy) , d (x, gy) , d (y, fx)} . (1.2)

Theorem 1.8 Let (X,�, d) be a complete ordered b-metric space, and let A and B be
closed subsets of X. Let f, g : X → X be (A,B)-weakly increasing mappings with respect
to �. Suppose that

(a) the pair (f, g) is an ordered cyclic weakly (ψ, ϕ, L,A,B)-contraction;
(b) f or g is continuous.

Then f and g have a common fixed point u ∈ A ∩B.
Theorem 1.9 Let the hypothesis of Theorem 1.8 be satisfied, except that condition (b) is
replaced by the following assumption:

(b’) (X,�, d) is regular.
Then f and g have a common fixed point u ∈ A ∩B.

The following lemmas will be utilized in the proof of our main results.
Lemma 1.10([20]) If some ordinary fixed point theorem in the setting of complete metric
spaces has a true cyclic-type extension, then these both theorems are equivalent.
Lemma 1.11([5]) Let {yn} be a sequence in a b-metric space (X, d) with s ≥ 1 such that

d (yn, yn+1) ≤ λd (yn−1, yn)

for some λ ∈ [0, 1
s
), and each n = 1, 2, . . .. Then {yn} is a Cauchy sequence in (X, d).

2. MAIN RESULTS

In this section, following the trend mentioned above, we extend such considerations
to the simpler equivalent results so that we can enlarge, in a unified manner, the class of
problems that can be investigated.
Theorem 2.1 Let (X,�, d) be a complete ordered metric space, and let f, g : X → X be
the weakly increasing mappings. Suppose that

(a) there exist 0 < δ < 1 and an altering distance function ψ such that for any
comparable elements x, y ∈ X, we have that

ψ(d(fx, gy)) ≤ δψ(max{d(x, y), d(x, fx), d(y, gy), 1
2
(d(x, gy) + d(y, fx))});

(b) f or g is continuous, or
(c) (X,�, d) is regular.

Then f and g have a common fixed point.
The proof of Theorem 2.1 is trivial because we have the following:

Theorem 2.2 Theorem 1.6 is equivalent with Theorem 2.1.
Proof Putting A = B = X in Theorem 1.6, we obtain Theorem 2.1. In other words,
Theorem 1.6 implies Theorem 2.1. The proof for the converse is same as in [20-21]. Namely,
we depend on Lemma 1.10.

In the sequel, we announce the following noncyclic case result.
Theorem 2.3 Let (X,�, d) be a complete ordered b-metric space, and let f, g : X → X
be the weakly increasing mappings. Suppose that there exist altering distance function ψ
and ϕ, and the constants ε > 1, L ≥ 0 such that

ψ (s εd (fx, gy)) ≤ ψ (Ms (x, y))− ϕ (Ms (x, y)) + Lψ (N (x, y)) (2.1)

for all comparable x, y ∈ X, where Ms (x, y) and N (x, y) are given by (1.1) and (1.2),
respectively. If either f or g is continuous, or the space (X,�, d) is regular, then f and g
have a common fixed point.
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Proof Choose x0 ∈ X and construct a sequence {xn} as follows:

x2n+1 = fx2n, x2n+2 = gx2n+1.

Since (f, g) is weakly increasing, then

x1 � x2 � x3 � · · · � xn � xn+1 � · · · .

If x2n = x2n+1 or x2n+1 = x2n+2 for some n, then the proof is trivial and hence we omit it.
Now we assume that xn 6= xn+1 for all n. We shall only prove that

d (xn, xn+1) ≤ λd (xn−1, xn) , (2.2)

for all n = 1, 2, ..., where λ ∈ [0, 1
s
). Indeed, by (2.1), it establishes that

ψ (s εd (x2n+1, x2n+2)) = ψ (s εd (fx2n, gx2n+1))

≤ ψ (Ms (x2n, x2n+1)) + Lψ (N (x2n, x2n+1)) ,

where Ms (x2n, x2n+1) = max {d (x2n, x2n+1) , d (x2n+1, x2n+2)} and N (x2n, x2n+1) = 0.
Hence, it is not hard to verify that

s εd (x2n+1, x2n+2) ≤ d (x2n, x2n+1) . (2.3)

Similarly, we obtain that

s εd (x2n, x2n+1) ≤ d (x2n−1, x2n) . (2.4)

Uniting (2.3) and (2.4), ones have (2.2).
Now by Lemma 1.11, we demonstrate that {xn} is a Cauchy sequence and therefore

there exists x ∈ X such that xn → x as n→∞. Thus

lim
n→∞

x2n+1 = lim
n→∞

fx2n = x. (2.5)

In view of x2n → x, without loss of generality, assume that f is continuous. Then

lim
n→∞

fx2n = fx. (2.6)

It follows immediately from (2.5) and (2.6) that x = fx.
Further, by using x � x we can prove that the condition (2.1) implies the existence of

common fixed point of f and g. Indeed, put x = y in (2.1) it follows that

ψ (s εd (fx, gx)) ≤ ψ (Ms (x, x))− ϕ (Ms (x, x)) + Lψ (N (x, x)) .

Now that Ms(x, x) = d(x, gx) and N(x, y) = 0, one has

ψ (s εd (fx, gx)) ≤ ψ (d (x, gx))− ϕ (d (x, gx)) + L · 0 ≤ ψ (d (x, gx)) ,

which means that
s εd (fx, gx) = s εd (x, gx) ≤ d (x, gx) ,

Consequently, x = gx (because ε > 1).
The assumption of continuity of one of the mappings f or g can be replaced by the

condition that b-metric space (X,�, d) is regular.
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In fact, let (X,�, d) be regular. Via the mentioned above, we can construct an increas-
ing sequence {xn} in X such that xn → x (n→∞) for some x ∈ X. Then xn � x for all
n ∈ N. We shall have to show that fx = gx = x.

First, we have
1

s
d (x, gx) ≤ d (x, x2n+1) + d (fx2n, gx) . (2.7)

By (2.1) we get

ψ (s εd (fx2n, gx)) ≤ ψ (Ms (x2n, x)) + Lψ (N (x2n, x)) ,

where

Ms (x2n, x) = max

{
d (x2n, x) , d (x2n, x2n+1) , d (x, gx) ,

d (x2n, gx) + d (x, x2n+1)

2s

}
(2.8)

and
N (x2n, x) = min {d (x, gx) , d (x2n, gx) , d (x, x2n+1)} . (2.9)

Letting n→∞ in (2.8) and (2.9) and using

d (x2n, gx) + d (x, x2n+1)

2s
≤ d (x2n, x) + d (x, gx)

2
+
d (x, x2n+1)

2s
,

we obtain limn→∞Ms (x2n, x) = d (x, gx) and limn→∞N (x2n, x) = 0. Further, we deduce
that

lim
n→∞

ψ (s εd (fx2n, gx)) ≤ ψ
(
lim
n→∞

Ms (x2n, x)
)
+ L · ψ (0) = ψ (d (x, gx)) .

Since ψ is nondecreasing, we arrive at

lim
n→∞

s εd (fx2n, gx) ≤ d (x, gx) . (2.10)

Now (2.7) and (2.10) imply that gx = x. Similarly, we claim that fx = x.
Remark 2.4 Theorem 2.3 improves and generalizes the main results of [15] (also see
Theorem 1.8 and Theorem 1.9 ) in several directions. For one thing, the constant ε > 1
is arbitrary and is not only limited to ε = 2 stated by Theorem 1.8 and Theorem 1.9.
This probably brings us more convenience in applications. For another thing, Theorem 2.3
dismisses the cyclic representation. In addition, the proof Theorem 2.3 is much simpler
than the one of Theorem 1.8 and Theorem 1.9.

Finally we announce the main result of this paper:
Theorem 2.5 Theorem 1.8 together with Theorem 1.9 is equivalent to Theorem 2.3 in
case of ε = 2.
Proof For all details and explanations see [20], [21] and the proof of Theorem 2.1.

3. APPLICATION

By using Theorem 2.3, we shall consider the existence of solutions for the following
integral equation with an unknown function u:

u (t) =

∫ T

0

G (t, s) f (s, u (s)) ds, t ∈ [0, T ] , (3.1)

where T > 0 is a constant, f : [0, T ] × R → R, G : [0, T ] × [0, T ] → [0,∞) are given
continuous functions.
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DenoteX = C [0, T ] be the set of real continuous functions on [0, T ] and let d : X×X →
R+ be given by

d (u, v) = max
0≤t≤T

|u (t)− v (t)|2 , ∀u, v ∈ X.

It is easy to check that (X, d) is a complete b-metric space with parameter s = 2. We
endow X with the partial order given by

x � y ⇔ x (t) ≤ y (t) for all t ∈ [0, T ] .

Validly, (X,�, d) is regular.
Define a mapping T : X → X by

Tu (t) :=

∫ T

0

G (t, z) f (z, u (z)) dz, t ∈ [0, T ] ,

then u is a solution of the given equation (3.1) if and only if it is a fixed point of T . We
shall prove that T has a fixed point under the following assumptions.

(i) For all z ∈ [0, T ] , f (z, .) is a decreasing function, that is, x, y ∈ R, x ≥ y implies
f (z, x) ≤ f (z, y);

(ii) There exists a constant γ > 0 such that

max
0≤t≤T

∫ T

0

G (t, z) dz ≤ 10

21
√
γ
;

(iii) For all z ∈ [0, T ] and for all comparable x, y ∈ X,

0 ≤ |f (z, x (z))− f (z, y (z)) |

≤
(
γmax

{
|x (z)− y (z)|2 , |x (z)− Tx (z)|2 , |y (z)− Ty (z)|2 ,

|x (z)− Ty (z)|2 + |y (z)− Tx (z)|2

4

}) 1
2

. (3.2)

(iv) There exists a constant ε ∈
(
1, 2 ln 2.1

ln 2

)
.

Theorem 3.1 Under the conditions (i)-(iv), the equation (3.1) has a solution x∗ ∈ X.
Proof First of all, if x � y, then by (i), we have

Ty (t)− Tx (t) =
∫ T

0

G (t, z) [f (z, y (z))− f (z, x (z))] dz ≥ 0, t ∈ [0, T ] .

That is, Tx � Ty. This means that T is increasing.
By virtue of (3.2), we have that

[f (z, x)− f (z, y)]2

≤ γmax

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

d (x, Ty) + d (y, Tx)

4

}
. (3.3)
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Then for all t ∈ [0, T ] and all comparable x, y ∈ X, by (ii) and (3.3), we speculate that

d (Tx, Ty) = max
t∈[0,T ]

|Tx (t)− Ty (t)|2

= max
t∈[0,T ]

(∫ T

0

G (t, z) [f (z, x (z))− f (z, y (z))] dz
)2

≤ 100

441
max

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

d (x, Ty) + d (y, Tx)

4

}
.

By (iv), it follows that 100
441

< 1
2 ε = 1

s ε , thus all the conditions of Theorem 2.3 are satisfied
where ψ, ϕ are identity mappings and T = f = g, L = 0. So T has a fixed point u(t) ∈ X,
that is, the integral equation (3.1) has a solution u(t) ∈ X = C [0, T ].
Remark 3.2 In the above application we use ordinary fixed point theorem, while Corollary
2 of [15] uses cyclical-type fixed point result. Actually, these both results are equivalent,
then our approach has an advantage because we use the conditions (i)-(iv), while in Corol-
lary 2 of [15] authors utilize the conditions (4.2)-(4.7) as well as two subsets A1 and A2.
Also, our application shows that their main result is not applicable.

ACKNOWLEDGMENTS

The research is partially supported by the science and technology research project of
education department in Hubei Province of China (B2015137).

References
[1] S. Banach, Sur les opérations dans les ensembles abstraits et leur application aux

équations intégrales, Fundam. Math., 3 (1922), 133-181.

[2] I. A. Bakhtin, The contraction principle in quasimetric spaces, Funct. Anal., 30 (1989)
26-37.

[3] S. Czerwik, Contraction mappings in b-metric spaces, Acta Math. Inform., Univ. Os-
trav., 1 (1993), 5-11.

[4] N. Hussain, D. Ðorić, Z. Kadelburg, S. Radenović, Suzuki-type fixed point results in
metric type spaces, Fixed Point Theory Appl., 2012, 2012: 126.

[5] M. Jovanović, Z. Kadelburg, S. Radenović, Common fixed point results in metric-type
spaces, Fixed Point Theory Appl., 2010, Article ID 978121, 15 pages.

[6] M. A. Khamsi, N. Hussain, KKM mappings in metric type spaces, Nonlinear Anal. 73
(2010), 3123-3129.

[7] D. Ðukić, Z. Kadelburg, S. Radenović, Fixed point of Geraghty-type mappings in
various generalized metric spaces, Abstract Appl. Anal., 2011, Article ID 561245, 13
pages.

[8] M. Kir, H. Kiziltunc, On some well known fixed point theorems in b-metric spaces,
Turkish J. Anal. Number Theory, 1(1) (2013), 13-16.

[9] V. Parvaneh, J. R. Roshan, S. Radenović, Existence of tripled coincidence points in
ordered b-metric spaces and an application to a system of integral equations, Fixed
Point Theory Appl., 2013, 2013: 130.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

544 Huaping Huang et al 538-545



[10] J. R. Roshan, V. Parvaneh, N. Shobkolaei, S. Sedghi, W. Shatanawi, Common fixed
points of almost generalized (ψ, ϕ)s-contractive mappings in ordered b-metric spaces,
Fixed Point Theory Appl., 2013, 2013: 159.

[11] A. Amini-Harandi, Fixed point theory for quasi-contraction maps in b-metric spaces,
Fixed Point Theory, 15(2) (2014), 351-358.

[12] J. R. Roshan, V. Parvaneh, Z. Kadelburg, Common fixed point theorems for weakly
isotone increasing mappings in ordered b-metric spaces, J. Nonlinear Sci. Appl., 7
(2014), 229-245.

[13] H. Huang, S. Radenović, J. Vujaković, On some recent coincidence and immediate
consequences in partially ordered b -metric spaces, Fixed Point Theory Appl., 2015,
2015: 63.

[14] J. R. Roshan, V. Parvaneh, S. Radenović, M. Rajović, Some coincidence point result-
s for generalized (ψ, ϕ)-weakly contractions in ordered b-metric spaces, Fixed Point
Theory Appl., 2015, 2015: 68.

[15] N. Hussain, V. Parvaneh, J. R. Roshan, Z. Kadelburg, Fixed points of cyclic
(ψ, ϕ, L,A,B)-contractive mappings in ordered b-metric spaces with applications,
Fixed Point Theory Appl., 2013, 2013: 256.

[16] W. A. Kirk, P. S. Srinavasan, P. Veeramani, Fixed points for mapping satisfying cycli-
cal contractive conditions, Fixed Point Theory, 4 (2003), 79-89.

[17] G. Petrusel, Cyclic representations and periodic points, Studia Univ. Babes-Bolyai
Math., 50 (2005), 107-112.

[18] I. A. Rus, Cyclic representations and fixed points, Ann. Tiberiu Popovicu Semin.
Funct. Equ. Approx. Convexity, 3 (2005), 171-178.

[19] W. Shatanawi, M. Postolache, Common fixed point results of mappings under non-
linear contraction of cyclic form in ordered metric spaces, Fixed Point Theory Appl.,
2013, 2013: 60.

[20] S. Radenović, A note on fixed point theory for cyclic weaker Meir-Keeler function in
complete metric spaces, Int. J. Anal. Appl., 7(1) (2015), 16-21.

[21] S. Radenović, Some remarks on mappings satisfying cyclical contractive conditions,
Afr. Mat., 2015, doi: 10.1007/s13370-015-0339-2, 7 pages.

[22] M. S. Khan, M. Swaleh, S. Sessa, Fixed point theorems by altering distances between
the points. Bul. Aust. Math. Soc., 30(1) (1984), 1-9.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

545 Huaping Huang et al 538-545



A FIXED POINT METHOD TO THE STABILITY OF A JENSEN

FUNCTIONAL EQUATION IN INTUITIONISTIC FUZZY 2-BANACH

SPACES

CHOONKIL PARK, EHSAN MOVAHEDNIA∗, GEORGE A. ANASTASSIOU, AND SUNGSIK YUN∗

Abstract. In this paper, we recall the notion of intuitionistic fuzzy 2-normed space intro-

duced in [1] and using the fixed point method, we investigate the Hyers-Ulam stability of the

following functional equation

2f
(x+ y

2

)
+ f

(x− y

2

)
+ f

(y − x

2

)
= f(x) + f(y) (1)

in intuitionistic fuzzy 2-Banach spaces.

1. Introduction

The concept of the stability for functional equations was introduced for the first time by Ulam
in 1940 [2]. He proposed the famous Ulam stability problem for a metric group homomorphism.
In 1941, Hyers [3] solved this stability problem for additive mappings subject to the Hyers
condition on approximately additive mappings in Banach spaces. In 1951, Bourgin [4] treated
the Ulam stability problem for additive mappings. Subsequently the result of Hyers was
generalized by Rassias [5] for linear mapping by considering an unbounded Cauchy difference.

The functional equation f(x+ y) + f(x− y) = 2f(x) + 2f(y) is called a quadratic functional
equation. In particular, every solution of the quadratic functional equation is said to be a
quadratic mapping. The Hyers-Ulam stability problem for the quadratic functional equation
was proved by Skof [6] for mappings f : X → Y, where X is a normed space and Y is a Banach
space.

In 1984, Katsaras [7] defined a fuzzy norm on a linear space to construct a fuzzy vector
topological structure on the space. Later, some mathematicians have defined fuzzy norms on
a linear space from various points of view [8, 9]. In particular, in 2003, Bag and Samanta
[10], following Cheng and Mordeson [11], gave an idea of a fuzzy norm in such a manner that
the corresponding fuzzy metric is of Kramosil and Michalek type [12]. They also established
a decomposition theorem of a fuzzy norm into a family of crisp norms and investigated some
properties of fuzzy normed spaces. Recently, considerable attention has been increasing to the
problem of fuzzy stability of functional equations. Several various stability results concerning
Cauchy, Jensen, simple quadratic, and cubic functional equations have been investigated [13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24].
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Key words and phrases. Intuitionistic fuzzy 2-normed space; Fixed point; Hyers-Ulam stability; Jensen func-

tional equation,
∗Corresponding author.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

546 CHOONKIL PARK et al 546-557



C. PARK, E. MOVAHEDNIA, G. A. ANASTASSIOU, AND S. YUN

Quite recently, the stability results in the setting of intuitionistic fuzzy normed space have
been studied in [25, 26, 27, 28]; respectively, while the idea of intuitionistic fuzzy normed space
was introduced in [29].

2. Preliminaries

Definition 2.1. Let X be a real linear space of dimension greater than one and let ‖·, ·‖ be a
real-valued function on X × X satisfying the following condition:

(1) ‖x, y‖=‖y, x‖ for all x, y ∈ X ;
(2) ‖x, y‖ = 0 if and only if x, y are linearly dependent;
(3) ‖αx, y‖ = |α|‖x, y‖ for all x, y ∈ X and α ∈ R;
(4) ‖x, y + z‖ ≤ ‖x, y‖+ ‖x, z‖ for all x, y, z ∈ X .

Then the function ‖·, ·‖ is called a 2-norm on X and the pair (X, ‖·, ·‖) is called a 2-normed
linear space.

Definition 2.2. A binary operation ∗ : [0, 1]×[0, 1]→ [0, 1] is a continuous t-norm if ∗ satisfies
the following conditions:

(1) ∗ is commutative and associative;
(2) ∗ is continuous;
(3) a ∗ 1 = a for all a ∈ [0, 1];
(4) a ∗ b ≤ c ∗ d, whenever a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Example 2.1. An example of continuous t-norm is

a ∗ b = min{a, b}.

Definition 2.3. A binary operation � : [0, 1] × [0, 1] → [0, 1] is a continuous t-conorm if �
satisfies the following conditions:

(1) � is commutative and associative;
(2) � is continuous;
(3) a � 0 = a for all a ∈ [0, 1];
(4) a � b ≤ c � d, whenever a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Example 2.2. An example of continuous t-conorm is

a � b = max{a, b}.

Definition 2.4. Let X be a real linear space. A fuzzy subset µ of X ×X ×R is called a fuzzy
2-norm on X if and only if for all x, y, z ∈ X , and t, s, c ∈ R,

(1) µ(x, y, t) = 0 for all t ≤ 0.
(2) µ(x, y, t) = 1 if and only if x, y are linearly dependent for all t > 0.
(3) µ(x, y, t) is invariant under any permutation of x, y.
(4) µ(x, cy, t) = µ(x, y, t

|c|) for all t > 0 and c 6= 0.

(5) µ(x+ z, y, t+ s) ≥ µ(x, y, t) ∗ µ(z, y, s) for all t, s > 0.
(6) µ(x, y, .) is a non-decreasing function on R and

lim
t→∞

µ(x, y, t) = 1

Then µ is said to be a fuzzy 2-norm on a linear space X , and the pair (X , µ) is called a fuzzy
2-normed linear space.
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Example 2.3. Let (X , ‖·, ·‖) be a 2-normed linear space. Define

µ(x, y, t) =


t

t+‖x,y‖ if t > 0

0 if t ≤ 0,

where x, y ∈ X and t ∈ R. Then (X , µ) is a fuzzy 2-normed linear space.

Definition 2.5. Let (X , µ) be a fuzzy 2-normed linear space. Let {xn} be a sequence in X .
Then {xn} is said to be convergent if there exists x ∈ X such that

lim
n→∞

µ(xn − x, y, t) = 1

for all t > 0 and all y ∈ X .

Definition 2.6. Let (X , µ) be a fuzzy 2-normed linear space. Let {xn} be a sequence in X .
Then {xn} is said to be a Cauchy sequence if

lim
n→∞

µ(xn+p − xn, y, t) = 1

for all t > 0, all y ∈ X and p = 1, 2, 3, · · · .

Let (X , µ) be a fuzzy 2-normed linear space and {xn} be a Cauchy sequence in X . If {xn}
is convergent in X then (X , µ) is said to be a fuzzy 2-Banach space.

Definition 2.7. Let X be a real linear space. A fuzzy subset ν of X ×X ×R such that for all
x, y, z ∈ X , and t, s, c ∈ R,

(1) ν(x, y, t) = 1 for all t ≤ 0.
(2) ν(x, y, t) = 0 if and only if x, y are linearly dependent for all t > 0.
(3) ν(x, y, t) is invariant under any permutation of x, y.
(4) ν(x, cy, t) = ν(x, y, t

|c|) for all t > 0, c 6= 0.

(5) ν(x, y + z, t+ s) ≤ ν(x, y, t) � ν(x, z, s) for all s, t > 0
(6) ν(x, y, .) is a nonincreasing function and

lim
t→∞

ν(x, y, t) = 0

Then ν is said to be an anti fuzzy 2-norm on a linear space X and the pair (X , ν) is called an
anti fuzzy 2-normed linear space.

Definition 2.8. Let (X , ν) be an anti fuzzy 2-normed linear space and {xn} be a sequence in
X . Then {xn} is said to be convergent if there exists x ∈ X such that

lim
n→∞

ν(xn − x, y, t) = 0

for all t > 0 and all y ∈ X .

Definition 2.9. Let (X , ν) be an anti fuzzy 2-normed linear space and {xn} be a sequence in
X . Then {xn} is said to be a Cauchy sequence if

lim
n→∞

ν(xn+p − xn, y, t) = 0

for all t > 0, all y ∈ X and p = 1, 2, 3, · · · .
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Let (X , ν) be an anti fuzzy 2-normed linear space and {xn} be a Cauchy sequence in X . If
{xn} is convergent in X then (X , ν) is said to be an anti fuzzy 2-Banach space.

The following lemma is easy to prove and we will omit it.

Lemma 2.1. Consider the set L∗ and operation ≤L∗ defined by

L∗ = {(x1, x2) : (x1, x2) ∈ [0, 1]2 and x1 + x2 ≤ 1}

(x1, x2) ≤L∗ (y1, y2)⇐⇒ x1 ≤ y1 , x2 ≥ y2
for all (x1, x2), (y1, y2) ∈ L∗. Then (L∗,≤L∗) is a complete lattice.

Definition 2.10. A continuous t-norm τ on L = [0, 1]2 is said to be continuous t-representable
if there exist a continuous t-norm ∗ and a continuous t-conorm � on [0, 1] such that, for all
x = (x1, x2), y = (y1, y2) ∈ L,

τ(x, y) = (x1 ∗ y1, x2 � y2).

Definition 2.11. Let X be a set. A function d : X ×X → [0,∞] is called a generalized metric
on X if and only if d satisfies:

(M1) d(x, y) = 0⇔ x = y ∀x, y ∈ X
(M2) d(x, y) = d(y, x) ∀x, y ∈ X
(M3) d(x, z) ≤ d(x, y) + d(y, z) ∀x, y, z ∈ X

Theorem 2.1. ([30]) Let (X ,d) be a complete generalized metric space and J : X → X be a
strictly contractive mapping with Lipschitz constant L < 1. Then, for all x ∈ X , either

d(J nx,J n+1x) =∞
for all nonnegative integers n or there exists a positive integer n0 such that

(a) d(J nx,J n+1x) <∞ for all n ≥ n0;
(b) the sequence {J nx} converges to a fixed point y∗ of J ;
(c) y∗ is the unique fixed point of J in the set Y = {y ∈ X : d(J n0x, y) <∞};
(d) d(y, y∗) ≤ 1

1−Ld(y,J y) for all y ∈ Y.

This theorem was used by Cǎdariu and Radu (see [31, 32, 33, 34]) and then others to obtain
the applications of fixed point theory in stability problems (cf. [24, 35, 36, 37, 38, 39, 40, 41,
42, 43]).

Definition 2.12. A 3-tuple (X , ρµ,ν , τ) is said to be an intuitionistic fuzzy 2-normed space(for
short, IF2NS) if X is a real linear space, and µ and ν are a fuzzy 2-norm and an anti fuzzy
2-norm, respectively, such that ν(x, y, t) + µ(x, y, t) ≤ 1, τ is continuous t-representable, and

ρµ,ν : X × X × R→ L∗

ρµ,ν(x, y, t) = (µ(x, y, t), ν(x, y, t))

is a function satisfying the following conditions, for all x, y, z ∈ X , and t, s, α ∈ R,

(1) ρµ,ν(x, y, t) = (0, 1) = 0L∗ for all t ≤ 0.
(2) ρµ,ν(x, y, t) = (1, 0) = 1L∗ if and only if x, y are linearly dependent, for all t > 0.
(3) ρµ,ν(αx, y, t) = ρµ,ν(x, y, t

|α|) for all t > 0 and α 6= 0

(4) ρµ,ν(x, y, t) is invariant under any permutation of x, y.
(5) ρµ,ν(x+ z, y, t+ s) ≥L∗ τ(ρµ,ν(x, y, t), ρµ,ν(z, y, s)) for all t, s > 0.
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(6) ρµ,ν(x, y, .) is continuous and

lim
t→0

ρµ,ν(x, y, t) = 0L∗ and lim
t→∞

ρµ,ν(x, y, t) = 1L∗

Then ρµ,ν is said to be an intuitionstic fuzzy 2-norm on a real linear space X .

Example 2.4. Let (X , ‖·, ·‖) be a 2-normed space,

τ(a, b) = (a1b1,min(a2 + b2, 1))

be continuous t-representable for all a = (a1, a2), b = (b1, b2) ∈ L∗ and µ, ν be a fuzzy and an
anti fuzzy 2-norm, respectively. We define

ρµ,ν(x, y, t) =

(
t

t+m‖x, y‖
,
‖x, y‖

t+m‖x, y‖

)
for all t ∈ R+ and m > 1. Then (X , ρµ,ν , τ) is an IF2NS.

Definition 2.13. A sequence {xn} in an IF2NS (X , ρµ,ν , τ) is said to be convergent to a point
x ∈ X if

lim
n→∞

ρµ,ν(xn − x, y, t) = 1L∗

for all t > 0 and all y ∈ X .

Definition 2.14. A sequence {xn} in an IF2NS (X , ρµ,ν , τ) is said to be a Cauchy sequence
if for any 0 < ε < 1 and t > 0, there exists n0 ∈ N such that

ρµ,ν(xn − xm, y, t) ≥L∗ (1− ε, ε)
for all n,m ≥ n0 and all y ∈ X .

Definition 2.15. An IF2NS space (X , ρµ,ν , τ) is said to be complete if every Cauchy sequence
in (X , ρµ,ν , τ) is convergent. A complete intuitionistic fuzzy 2-normed space is called an intu-
itionistic fuzzy 2-Banach space.

3. Hyers-Ulam stability of the functional equation (1) in IF2NS: an odd
mapping case

Using the fixed point alternative approach, we prove the Hyers-Ulam stability of the func-
tional equation (1) in intuitionistic fuzzy 2-Banach spaces for an odd mapping case.

Let X ,Y be real linear spaces. For a given mapping f : X → Y, we define

Df(x, y) := 2f

(
x+ y

2

)
+ f

(
x− y

2

)
+ f

(
y − x

2

)
− f(x)− f(y).

Lemma 3.1. Let X ,Y be real linear spaces. An odd mapping f : X → Y satisfies

2f

(
x+ y

2

)
+ f

(
x− y

2

)
+ f

(
y − x

2

)
= f(x) + f(y) (2)

if and only if it is Jensen additive.

Proof. Assume that f : X → Y satisfies (2). Since f is odd, we have f(−x) = −f(x) for all

x, y ∈ X . It follows from (2) that 2f

(
x+ y

2

)
= f(x) + f(y) for all x, y ∈ X .

Conversely, assume that f : X → Y is Jensen additive. Then it is easy to show that f
satisfies (2). �
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Theorem 3.1. Let X be a real linear space, (Z, ρ′µ,ν , τ ′) an intuitionistic fuzzy 2-normed space

and let φ : X × X → Z, ϕ : X × X → Z be mappings such that for some 0 < α2 < 2

ρ′µ,ν (φ(2x, 2y), ϕ(2x, 2y), t) ≥L∗ ρ′µ,ν (αφ(x, y), ϕ(x, y), t) (3)

for all x, y ∈ X and t ∈ R+. Let (Y, ρµ,ν , τ) be a complete intuitionistic fuzzy 2-normed space.
If ξ : X × X → Y is a mapping such that ξ(2x, 2y) = 1

αξ(x, y) for all x, y ∈ X and f : X → Y
is an odd mapping such that

ρµ,ν(Df(x, y), ξ(x, y), t) ≥L∗ ρ′µ,ν(φ(x, y), ϕ(x, y), t) (4)

for all x, y ∈ X , t > 0, then there is a unique additive mapping A : X → Y such that

ρµ,ν(f(x)−A(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
φ(x, 0), ϕ(x, 0),

2− α2

α2
t

)
(5)

Proof. Putting y = 0 in (4), we have

ρµ,ν

(
2f
(x

2

)
− f(x), ξ(x, 0), t

)
≥L∗ ρ′µ,ν (φ(x, 0), ϕ(x, 0), t) . (6)

Replacing x by 2x in (6), we have

ρµ,ν (2f(x)− f(2x), ξ(2x, 0), t) ≥L∗ ρ′µ,ν (φ(2x, 0), ϕ(2x, 0), t) . (7)

It follows from (3), (7) and the property of ξ that

ρµ,ν

(
f(x)− f(2x)

2
, ξ(x, 0), t

)
≥L∗ ρ′µ,ν

(
φ(2x, 0), ϕ(2x, 0),

2

α
t

)
≥L∗ ρ′µ,ν

(
α2

2
φ(x, 0), ϕ(x, 0), t

)
for all x ∈ X and t > 0.

Consider the set Ω = {g : X → Y} and define a generalized metric d on Ω by

d(g, h) = inf
{
c ∈ R+ : ρµ,ν(g(x)− h(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν(cφ(x, 0), ϕ(x, 0), t)

}
for all x ∈ X and t > 0 with inf ∅ =∞. It is easy to show that (Ω, d) is complete (see [44]).

Define J : X → X by Jg(x) =
g(2x)

2
for all x ∈ X . Now, we prove that J is strictly

contractive mapping of Ω with the Lipschitz constant α2

2 .
Let g, h ∈ E be given such that d(g, h) < ε. Then

ρµ,ν (g(x)− h(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν(εφ(x, 0), ϕ(x, 0), t)

for all x ∈ X and t > 0. So

ρµ,ν (Jg(x)− Jh(x), ξ(x, 0), t) = ρµ,ν

(
g(2x)− h(2x), ξ(2x, 0),

2

α
t

)
≥L∗ ρ′µ,ν

(
εφ(2x, 0), ϕ(2x, 0),

2

α
t

)
=L∗ ρ′µ,ν

(
α2

2
εφ(x, 0), ϕ(x, 0), t

)
.
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Then d(Jg, Jh) ≤ α2

2
d(g, h) for all g, h ∈ Ω. It follows from (7) that

d(f, Jf) ≤ α2

2
<∞

It follows from Theorem 2.1 that there exists a mapping A : X → Y satisfying the following:

(1) A is a fixed point of J , that is,

A(2x) = 2A(x) (8)

(2) The mapping A is a unique fixed point of J in the set

∆ = {h ∈ Ω : d(g, h) <∞}

This implies that A is a unique mapping satisfying (8).

(3) d(Jnf,A)→ 0 as n→∞. This implies that

lim
n→∞

f(2nx)

2n
= A(x)

for all x ∈ X.
(4) d(f,A) ≤ 1

1− L
d(f, Jf) with f ∈ ∆, which implies the inequality d(f,A) ≤ α2

2−α2 . So

ρµ,ν (f(x)−A(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
φ(x, 0), ϕ(x, 0),

2− α2

α2
t

)
.

This implies that the inequality (5) holds.

It remains to show that A is an additive mapping. Replacing x and y by 2nx and 2ny in
(4), respectively, we get

ρµ,ν

(
1

2n
Df(2nx, 2ny), ξ(2nx, 2ny),

t

2n

)
≥L∗ ρ′µ,ν (φ(2nx, 2ny), ϕ(2nx, 2ny), t) .

By the property of ξ(x, y), we have

ρµ,ν

(
1

2n
Df(2nx, 2ny),

1

αn
ξ(x, y),

t

2n

)
≥L∗ ρ′µ,ν (φ(2nx, 2ny), ϕ(2nx, 2ny), t) .

Thus

ρµ,ν

(
1

2n
Df(2nx, 2ny), ξ(x, y), t

)
≥L∗ ρ′µ,ν

(
φ(2nx, 2ny), ϕ(2nx, 2ny),

2n t

αn

)
≥L∗ ρ′µ,ν

(
αnφ(x, y), ϕ(x, y),

2n t

αn

)
=L∗ ρ′µ,ν

(
α2n

2n
φ(x, y), ϕ(x, y), t

)
.

As n→∞, we have

ρµ,ν(DA(x, y), ξ(x, y), t) ≥L∗ 1L∗ .

Thus A is an additive mapping, as desired. �
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Corollary 3.1. Let X be a linear space, (Z, ρ′µ,ν , τ ′) be an IF2N-space, (Y, ρµ,ν , τ) be a com-
plete IF2N-space, p be real number and z0, z1 ∈ Z. If ξ : X × X → Y is a mapping such that
ξ(2x, 2y) = 1

2p ξ(x, y) for all x, y ∈ X and f : X → Y is an odd mapping such that

ρµ,ν(Df(x, y), ξ(x, y), t) ≥L∗ ρ′µ,ν((‖x‖p + ‖y‖p)z0, z1, t)

for all x, y ∈ X , t > 0 and 0 < p < 1
2 , then there exists a unique additive mapping A : X → Y

such that

ρµ,ν(f(x)−A(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
‖x‖pz0, z1,

2− 22p

22p
t

)
for all x ∈ X and t > 0.

Proof. Let φ, ϕ : X ×X → Z be defined by φ(x, y) = (‖x‖p + ‖y‖p) z0 and ϕ(x, y) = z1. Then
the result follows from Theorem 3.1 by taking α = 2p. �

Corollary 3.2. Let X be a linear space, (Z, ρ′µ,ν , τ ′) be an IF2N-space, (Y, ρµ,ν , τ), be a com-
plete IF2N-space and let z0, z1 ∈ Z. If f : X → Y is an odd mapping such that

ρµ,ν(Df(x, y), ξ(x, y), t) ≥L∗ ρ′µ,ν(εz0, z1, t)

for all x, y ∈ X , t > 0, then there exists a unique additive mapping A : X → Y such that

ρµ,ν(f(x)−A(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν(εz0, z1, t)

for all x ∈ X and t > 0.

Proof. Let φ, ϕ : X × X → Z be defined by φ(x, y) = z0 and ϕ(x, y) = z1. Then the result
follows from Theorem 3.1 by taking α = 1. �

4. Hyers-Ulam stability of the functional equation (1) in IF2NS: an even
mapping case

Using the fixed point alternative approach, we prove the Hyers-Ulam stability of the func-
tional equation (1) in intuitionistic fuzzy 2-Banach spaces for an even mapping case.

Lemma 4.1. Let X ,Y be real linear spaces. An even mapping f : X → Y satisfies

2f

(
x+ y

2

)
+ f

(
x− y

2

)
+ f

(
y − x

2

)
= f(x) + f(y) (9)

if and only if it is Jensen quadratic.

Proof. Assume that f : X → Y satisfies (9). Since f is even, we have f(−x) = f(x) for all

x, y ∈ X . It follows from (9) that 2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
= f(x) + f(y) for all x, y ∈ X .

Conversely, assume that f : X → Y is Jensen quadratic. Then it is easy to show that f
satisfies (9). �

Theorem 4.1. Let X be a real linear space, (Z, ρ′µ,ν , τ ′) an intuitionistic fuzzy 2-normed space

and let φ : X × X → Z, ϕ : X × X → Z be mappings such that for some 0 < α2 < 4

ρ′µ,ν (φ(2x, 2y), ϕ(2x, 2y), t) ≥L∗ ρ′µ,ν (αφ(x, y), ϕ(x, y), t) (10)

for all x, y ∈ X and t ∈ R+. Let (Y, ρµ,ν , τ) be a complete intuitionistic fuzzy 2-normed space.
If ξ : X × X → Y is a mapping such that ξ(2x, 2y) = 1

αξ(x, y) for all x, y ∈ X and f : X → Y
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is an even mapping satisfying f(0) = 0 and (4), then there is a unique quadratic mapping
Q : X → Y such that

ρµ,ν(f(x)−Q(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
φ(x, 0), ϕ(x, 0),

4− α2

α2
t

)
(11)

for all x ∈ X and t > 0.

Proof. Putting y = 0 in (4), we have

ρµ,ν

(
4f
(x

2

)
− f(x), ξ(x, 0), t

)
≥L∗ ρ′µ,ν (φ(x, 0), ϕ(x, 0), t) . (12)

Replacing x by 2x in (12), we have

ρµ,ν (4f(x)− f(2x), ξ(2x, 0), t) ≥L∗ ρ′µ,ν (φ(2x, 0), ϕ(2x, 0), t) . (13)

It follows from (10), (13) and the property of ξ that

ρµ,ν

(
f(x)− f(2x)

4
, ξ(x, 0), t

)
≥L∗ ρ′µ,ν

(
φ(2x, 0), ϕ(2x, 0),

4

α
t

)
≥L∗ ρ′µ,ν

(
α2

4
φ(x, 0), ϕ(x, 0), t

)
for all x ∈ X and t > 0.

Consider the set Ω = {g : X → Y} and define a generalized metric d on Ω as in Theorem
3.1.

Define J : X → X by Jg(x) =
g(2x)

4
for all x ∈ X . Now, we prove that J is strictly

contractive mapping of Ω with the Lipschitz constant α2

4 .
Let g, h ∈ E be given such that d(g, h) < ε. Then

ρµ,ν (g(x)− h(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν(εφ(x, 0), ϕ(x, 0), t)

for all x ∈ X and t > 0. So

ρµ,ν (Jg(x)− Jh(x), ξ(x, 0), t) = ρµ,ν

(
g(2x)− h(2x), ξ(2x, 0),

4

α
t

)
≥L∗ ρ′µ,ν

(
εφ(2x, 0), ϕ(2x, 0),

4

α
t

)
=L∗ ρ′µ,ν

(
α2

4
εφ(x, 0), ϕ(x, 0), t

)
.

Then d(Jg, Jh) ≤ α2

4
d(g, h) for all g, h ∈ Ω. It follows from (13) that d(f, Jf) ≤ α2

4
<∞.

It follows from Theorem 2.1 that there exists a mapping Q : X → Y satisfying the following:

(1) Q is a fixed point of J , that is,

Q(2x) = 4Q(x) (14)

(2) The mapping Q is a unique fixed point of J in the set

∆ = {h ∈ Ω : d(g, h) <∞}
This implies that Q is a unique mapping satisfying (14).
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(3) d(Jnf,Q)→ 0 as n→∞. This implies that

lim
n→∞

f(2nx)

4n
= Q(x)

for all x ∈ X.
(4) d(f,Q) ≤ 1

1− L
d(f, Jf) with f ∈ ∆, which implies the inequality d(f,Q) ≤ α2

4−α2 . So

ρµ,ν (f(x)−Q(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
φ(x, 0), ϕ(x, 0),

4− α2

α2
t

)
.

This implies that the inequality (11) holds.

The rest of the proof is similar to the proof of Theorem 3.1. �

Corollary 4.1. Let X be a linear space, (Z, ρ′µ,ν , τ ′) be an IF2N-space, (Y, ρµ,ν , τ) be a com-
plete IF2N-space, p be real number and z0, z1 ∈ Z. If ξ : X × X → Y is a mapping such that
ξ(2x, 2y) = 1

2p ξ(x, y) for all x, y ∈ X and f : X → Y is an even mapping satisfying f(0) = 0
and

ρµ,ν(Df(x, y), ξ(x, y), t) ≥L∗ ρ′µ,ν((‖x‖p + ‖y‖p)z0, z1, t)
for all x, y ∈ X , t > 0 and 0 < p < 1, then there exists a unique quadratic mapping Q : X → Y
such that

ρµ,ν(f(x)−Q(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν

(
‖x‖pz0, z1,

4− 4p

4p
t

)
for all x ∈ X and t > 0.

Proof. Let φ, ϕ : X ×X → Z be defined by φ(x, y) = (‖x‖p + ‖y‖p) z0 and ϕ(x, y) = z1. Then
the result follows from Theorem 4.1 by taking α = 2p. �

Corollary 4.2. Let X be a linear space, (Z, ρ′µ,ν , τ ′) be an IF2N-space, (Y, ρµ,ν , τ), be a com-
plete IF2N-space and let z0, z1 ∈ Z. If f : X → Y is an even mapping satisfying f(0) = 0
and

ρµ,ν(Df(x, y), ξ(x, y), t) ≥L∗ ρ′µ,ν(εz0, z1, t)

for all x, y ∈ X , t > 0, then there exists a unique quadratic mapping Q : X → Y such that

ρµ,ν(f(x)−Q(x), ξ(x, 0), t) ≥L∗ ρ′µ,ν(εz0, z1, 3t)

for all x ∈ X and t > 0.

Proof. Let φ, ϕ : X × X → Z be defined by φ(x, y) = z0 and ϕ(x, y) = z1. Then the result
follows from Theorem 4.1 by taking α = 1. �

References

[1] M. Mursaleen, Q. M. D. Lohani, Intuitionistic fuzzy 2-normed space and some related concepts, Chaos

Solitons Fractals 42 (2009), 224–234.

[2] S. M. Ulam, Problems in Modern Mathematics, Chapter VI, Science Editions, Wiley, New York, 1964.

[3] D. H. Hyers, On the stability of the linear functional equation, Proc. Natl. Acad. Sci. USA 27 (1941),

222–224.

[4] D. G. Bourgin, Classes of transformations and bordering transformations, Bull. Amer. Math. Soc. 57 (1951),

223-237.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

555 CHOONKIL PARK et al 546-557



FUNCTIONAL EQUATION IN INTUITIONISTIC FUZZY 2-BANACH SPACES

[5] Th. M. Rassias, On the stability of functional equations and a problem of Ulam, Acta Appl. Math. 62

(2000), 123–130.

[6] F. Skof, Local properties and approximation of operators, Rend. Sem. Mat. Fis. Milano 53 (1983), 113–129.

[7] A. K. Katsaras, Fuzzy topological vector spaces II, Fuzzy Sets and Systems 12 (1984), 143–154.

[8] C. Felbin, Finite dimensional fuzzy normed linear space, Fuzzy Sets and Systems 48 (1992), 239–248.

[9] J.-Z. Xiao, X.-H. Zhu, Fuzzy normed spaces of operators and its completeness, Fuzzy Sets and Systems 133

(2003), 389–399.

[10] T. Bag, S. K. Samanta, Finite dimensional fuzzy normed linear spaces, J. Fuzzy Math. 11 (2003), 687–705.

[11] S. C. Cheng, J. N. Mordeson, Fuzzy linear operators and fuzzy normed linear spaces, Bull. Calcutta Math.

Soc. 86 (1994), 429–436.

[12] I. Kramosil, J. Michalek, Fuzzy metric and statistical metric spaces, Kybernetica 11 (1975), 326–334.
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In this paper we study the structure of modular spaces and random

normed spaces and we show that a modular could induce a random norm
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2

and vice versa. Also we prove the topology generated by a modular (with

a certain property) coincides with the topology generated by a random

norm, and so in some situations the study of modular spaces reduces to

the study of random normed spaces.

AMS: 47H09; 47H10; 39B82.

Keywords: modular spaces; random normed spaces; topology.

1 Introduction

Orlicz and Birnbaum generalized the Lebesgue function spaces Lp and the

theory of Orlicz spaces inspired Nakano [1] to develop the theory of modular

spaces. This was generalized by Musielak and Orlicz [2]. For a good introduction

to the theory of Orlicz spaces we refer the reader to Krasnoselskii and Rutickii [3].

In this paper, we show that a modular could induce a random norm and vice versa

and also we show that the topology generated by a modular (with a certain prop-

erty) coincides with the topology generated by a random norm.

2 Modular spaces

We start with a brief introduction to modular spaces (see [4–6,8, 9]).

Let X be a vector space over F (R or C). A functional ρ : X → [0,∞] is

called a modular, if for f, g ∈ X, we have for any α ∈ F:
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(i) ρ(f) = 0 if and only if f = 0;

(ii) ρ(αf) = ρ(f) whenever |α| = 1;

(iii) ρ(αf + βg) ≤ ρ(f) + ρ(g) whenever α, β ≥ 0 and α + β = 1.

If ρ is a modular in X, then the set defined by

Xρ = {h ∈ X : lim
λ→0

ρ(λh) = 0} (2.1)

is called a modular space.

Definition 2.1. Let Xρ be a modular space. The sequence {fn}n∈N in Xρ is

said to be ρ–convergent to f ∈ Xρ if ρ(fn − f)→ 0, as n→∞.

The following definition plays an important role in the theory of modular

function spaces.

Definition 2.2. Let Xρ be a modular space. We say that ρ has the Ω-property

if ρ(xn)→ 0 implies ρ(λxn)→ 0 for λ > 0; here xn is a sequence in Xρ.

For example it is easy to see that ρ(x) = ln(1 + ‖x‖) and ρ(x) = exp(‖x‖)− 1

have the Ω-property (see [4]).

3 Random normed spaces

Definition 3.1. A triangular norm (shorter t-norm) is a binary operation on

the unit interval [0, 1], i.e., a function T : [0, 1] × [0, 1] → [0, 1] such that for all
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a, b, c ∈ [0, 1] the following four axioms are satisfied:

(T1) T (a, b) = T (b, a) (: commutativity);

(T2) T (a, (T (b, c))) = T (T (a, b), c) (: associativity);

(T3) T (a, 1) = a (: boundary condition);

(T4) T (a, b) ≤ T (a, c) whenever b ≤ c (: monotonicity).

The commutativity of (T1), the monotonicity (T4), and the boundary con-

dition (T3) imply that, for any t-norm T and x ∈ [0, 1], the following boundary

conditions are also satisfied:

T (x, 1) = T (1, x) = x,

T (x, 0) = T (0, x) = 0,

and so all the t-norms coincide on the boundary of the unit square [0, 1]2.

The monotonicity of a t-norm T in its second component (T4) is, together

with the commutativity (T1), equivalent to the (joint) monotonicity in both

components, i.e., to

T (x1, y1) ≤ T (x2, y2) whenever x1 ≤ x2 and y1 ≤ y2. (3.1)

Basic examples are the  Lukasiewicz t-norm TL:

TL(a, b) = max(a+ b− 1, 0), ∀a, b ∈ [0, 1]

and the t-norms TP , TM , TD, where

TP (a, b) := ab,
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TM(a, b) := min{a, b},

TD(a, b) :=


min(a, b), if max(a,b)=1;

0, otherwise.

If, for two t-norms T1 and T2, the inequality T1(x, y) ≤ T2(x, y) holds for all

(x, y) ∈ [0, 1]2, then we say that T1 is weaker than T2 or, equivalently, that T2 is

stronger than T2.

As a result of (3.1), we obtain

T (x, y) ≤ T (x, 1) = x,

T (x, y) ≤ T (1, y) = y

for each (x, y) ∈ [0, 1]2. Since trivially T (x, y) ≥ 0 = TD(x, y) for all (x, y) ∈

(0, 1)2, for an arbitrary t-norm T , we get

TD ≤ T ≤ TM ,

i.e., TD is weaker and TM is stronger than any other t-norm, and also since

TL < TP we obtain the following ordering for the four basic t-norms

TD < TL < TP < TM .

Throughout this paper, ∆+ is the space of distribution functions that is, the

space of all mappings F : R∪{−∞,∞} −→ [0, 1], such that F is left-continuous,

non-decreasing on R and F (0) = 0.

Now D+ is a subset of ∆+ consisting of all functions F ∈ ∆+ for which

l−F (+∞) = 1, where l−F (x) denotes the left limit of the function f at the point
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x, that is, l−F (x) = limt→x− F (t). In particular for any a ≥ 0, εa is the specific

distribution function defined by

εa(t) =


0 t ≤ a

1 t > a.

Definition 3.2. [10] A random normed space (briefly, RN-space) is a triple

(X,µ, T ), where X is a vector space, T is a continuous t-norm, and µ is a mapping

from X into D+ such that, if µx denotes the value of µ at x ∈ X, the following

conditions hold:

(RN1) µx(t) = ε0(t) for all t > 0 if and only if x = 0;

(RN2) µαx(t) = µx

(
t
|α|

)
for all x ∈ X, t > 0, α 6= 0;

(RN3) µx+y(t+ s) ≥ T (µx(t), µy(s)) for all x, y ∈ X and t, s ≥ 0.

Definition 3.3. Let (X,µ, T ) be an RN-space. A sequence {xn} in X is said

to be convergent to x in X if, for every ε > 0 and λ > 0, there exists a positive

integer N such that µxn−x(ε) > 1− λ whenever n ≥ N .

Definition 3.4. Let (X,µ, T ) be an RN-space. We say that µ has the Ω?-

property if µxn(1) → 1 implies µxn(t) → 1 for t > 0; here xn is a sequence in

X.

Theorem 3.5. [11] If (X,µ, T ) is an RN-space and {xn} is a sequence such

that xn → x, then limn→∞ µxn(t) = µx(t) almost everywhere.
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Example 3.6. [12] Let (X, ‖.‖) be a normed linear space. Define

µx(t) =


0, if t ≤ 0;

t
t+‖x‖ , if t > 0.

Then (X,µ, TP ) is a random normed space.

Example 3.7. [12] Let (X, ‖.‖) be a normed linear space. Define

µx(t) =


0, if t ≤ 0;

e−( ‖x‖t ), if t > 0.

Then (X,µ, TP ) is a random normed space.

Example 3.8. [13] Let (X, ‖ · ‖) be a normed linear space. Define

µx(t) =


max{1− ‖x‖

t
, 0}, if t > 0;

0, if t ≤ 0.

Then (X,µ, TL) is a RN-space (this was essentially proved by Musthari in [14];

see also [15]).

Definition 3.9. Let (X,µ, T ) be an RN-space. We say that µ has the Ω1-

property if µx(1) = 1 implies x = 0.

It is easy to see that that the RN-spaces in Examples 3.6, 3.7, 3.8 have the

Ω1-property (and also the Ω?-property).

For more results on RN-spaces and similar spaces refer [16]– [21].
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4 Main results

Theorem 4.1. Let (X,µ, T ) be a RN-space with the Ω1-property. Define a

function

ϕ : [0, 1] −→ [0,+∞]

such that

(1) ϕ is continuous and ϕ(0) = +∞ and ϕ(1) = 0;

(2) ϕ is strictly decreasing on [0, 1];

(3) ϕ(T (a, b)) ≤ ϕ(a) + ϕ(b) for all a, b ∈ [0, 1].

Let ρ(x) = φ(µx(1)) for x ∈ X. Then, Xρ is a modular space.

Proof. Let (X,µ, T ) be an RN-space with the Ω1-property and let ϕ be a function

satisfying (1)–(3).

(i) Let x ∈ X. The Ω1-property of µ together with (RN1) imply

0 = ρ(x) = ϕ(µx(1))⇐⇒ µx(1) = 1⇐⇒ x = 0.

(ii) is clear. (iii) Let x, y ∈ X and α, β ≥ 0 and α + β = 1. Then (note (RN3),

(2) and then (RN2),(3))

ρ(αx+ βy) = ϕ(µαx+βy(1))

≤ ϕ[T (µαx(α), µβy(β))]

≤ ϕ(µx(1)) + ϕ(µy(1))

= ρ(x) + ρ(y).
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Now, for x ∈ X (note (RN2)),

lim
t→0

ρ(tx) = lim
t→0

ϕ(µtx(1)) = lim
t→0

ϕ

(
µx

(
1

|t|

))
= ϕ(1) = 0,

so, Xρ is a modular space.

Example 4.2. Let X be a normed linear space and let (X,µ, TP ) be the

random normed space in Example 3.6. Let

ϕ(u) =


+∞, if u = 0;

ln 1
u
, if 0 < u ≤ 1.

The function ϕ satisfies conditions (1)–(3) in Theorem 4.1. Now Theorem 4.1

guarantees that φ(µx(1)) = ln(1 +‖x‖) is a modular (note it is also easy to check

this directly).

Theorem 4.3. Let Xρ be a modular space. Let T be a continuous t-norm.

Define a function

ψ : [0,+∞] −→ [0, 1]

such that

(1) ψ is continuous and ψ(0) = 1 and ψ(+∞) = 0;

(2) ψ is strictly decreasing on [0,+∞];

(3) ψ(a+ b) ≥ T (ψ(a), ψ(b)) for all a, b ∈ [0,+∞).

Let

µx(t) =


0, if t ≤ 0;

ψ
(
ρ
(
x
t

))
, if t > 0.
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Then, (X,µ, T ) is a RN-space.

Proof. (RN1). For t > 0 and x ∈ X we have µx(t) = 1 iff ψ(ρ
(
x
t

)
) = 1 iff

ρ
(
x
t

)
= 0 iff x = 0.

(RN2). For t > 0 and x ∈ X we have for α 6= 0 (note (ii))

µαx(t) = ψ
(
ρ
(αx
t

))
= ψ

(
ρ

(
x

t/|α|

))
= µx

(
t

|α|

)
.

(RN3). For t, s > 0 and x, y ∈ X we have (note (iii) and (3))

µx+y(t+ s) = ψ

(
ρ

(
x+ y

t+ s

))
= ψ

(
ρ

(
1

1 + s
t

(x
t

)
+

1

1 + t
s

(y
s

)))
≥ ψ

[
ρ
(x
t

)
+ ρ

(y
s

)]
≥ T

(
ψ
(
ρ
(x
t

))
, ψ
(
ρ
(y
s

)))
= T (µx(t), µy(s)).

Example 4.4. Let X be a normed linear space. Consider the modular

ρ (x) = ln (1 + ‖x‖) ,

for x ∈ X. Let ψ(t) = exp(−t) for t ∈ (−∞,+∞). Then the function satisfies

conditions (1)–(3) in Theorem 4.3. Consider the t-norm TP and

µx(λ) =


0, if λ ≤ 0;

λ
λ+‖x‖ = ψ

(
ρ
(
x
λ

))
, if 0 < λ.

Now Theorem 4.3 guarantees that (X,µ, TP ) is an RN-space.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 22, NO.3, 2017, COPYRIGHT 2017 EUDOXUS PRESS, LLC

567 Manuel De la Sen et al 558-572



11

Now, we consider the topology induced by a modular.

Theorem 4.5. (1). Let (X,µ, TP ) be a RN-space with the Ω?-property and the

Ω1-property. Let τµ be the topology induced by the random norm µ. Then, there

exists a modular which induces a topology which coincides with τµ on X.

(2). Let (Xρ, ρ) be a modular space with the Ω-property and let τρ be the topology

induced by the modular ρ. Then there exists a random norm µ which induces a

topology which coincides with τρ on X.

Proof. (1). Let (X,µ, TP ) be a RN-space. Let ϕ be as in Example 4.2 and let

ρ(x) = φ(µx(1)) for x ∈ X. Then, from Theorem 4.1, ρ is a modular. Now, let

{xn} be a sequence in (X,µ, Tp) converging to x in X, i.e., µxn−x(t) tends to 1

for t > 0 (so in particular µxn−x(1) tends to 1). Then, ρ(xn − x) = ϕ(µxn−x(1))

tends to 0, i.e., {xn} converges to x in the sense of Definition 2.1.

Next let {xn} be a sequence converging to x in X in the sense of Definition

2.1 with modular ρ (here ϕ is as in Example 4.2 and ρ(x) = φ(µx(1)) for x ∈ X)

i.e., ϕ(µxn−x(1)) tends to 0. Then µxn−x(1) tends to 1. Now since µ has the

Ω?-property, then for t > 0 we have that µxn−x(t) tends to 1 i.e., {xn} converges

to x in the sense of Definition 3.3.

Now, let A be an open set in (X,µ, TP ). Put B = Ac. We show B is a closed

set in (Xρ, ρ). Let x be an element in the closure of B in (Xρ, ρ). Then there

exists a sequence {xn} in B with xn converging to x in the sense of Definition 2.1

with modular ρ. Now from the above xn converges to x in the sense of Definition
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3.3. Now since B is a closed set in (X,µ, TP ) then x ∈ B. Thus B is a closed set

in (Xρ, ρ) so A is an open set in (Xρ, ρ). A similar argument show that if C is

an open set in (Xρ, ρ) then C is an open set in (X,µ, TP ).

(2). Let (Xρ, ρ) be a modular space with the Ω-property. Let ψ be as in Example

4.4. Then Theorem 4.3 guarantees that (X,µ, TP ) is a RN-space (here µ is as in

Theorem 4.3). Now, let {xn} be a sequence in (Xρ, ρ) converging to x in X, i.e.,

ρ(xn − x) tends to 0. Now since ρ has the Ω-property, then for t > 0 we have

that µxn−x(t) = ψ
(
ρ
(
xn−x
t

))
tends to 1, i.e., {xn} converges to x in the sense of

Definition 3.3.

Next let {xn} be a sequence converging to x in X in the sense of Definition

3.3 i.e., µxn−x(t) = ψ
(
ρ
(
xn−x
t

))
tends to 1 for t > 0 (here ψ is as in Example 4.4

and µ is as in Theorem 4.3). Then ρ
(
xn−x
t

)
tends to 0 for t > 0 so in particular

ρ(xn − x) tends to 0 i.e., {xn} converges to x in the sense of Definition 2.1.

Now, let A be an open set in (Xρ, ρ). Put B = Ac. We show B is a closed set

in (X,µ, TP ). Let x be an element in the closure of B in (X,µ, TP ). Then there

exists a sequence {xn} in B with xn converging to x in the sense of Definition

3.3 with random norm µ. Now from the above xn converges to x in the sense

of Definition 2.1. Now since B is a closed set in (Xρ, ρ) then x ∈ B. Thus B is

a closed set in (X,µ, TP ) so A is an open set in (X,µ, TP ). A similar argument

show that if C is an open set in (X,µ, TP ) then C is an open set in (Xρ, ρ).
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Abstract. In this paper, we investigate the Ulam-Hyers stability of C∗-ternary 3-Jordan homomorphisms for the functional

equation

f(x1 + x2, y1 + y2, z1 + z2) =
∑

1≤i,j,k≤2

f(xi, yj , zk)

in C∗-ternary algebras.

1. Introduction

Ternary algebraic operations were considered in the 19th century by several mathematicians and physicists such as Cayley

[8] who introduced the notion of cubic matrix which in turn was generalized by Kapranov, Gelfand and Zelevinskii [14]. As

an application in physics, the quark model inspired a particular brand of ternary algebraic systems. The so-called Nambu

mechanics which has been proposed by Nambu [11] in 1973, is based on such structures. There are also some applications,

although still hypothetical, in the fractional quantum Hall effect, the non-standard statistics (the anyons), supersymmetric

theories, Yang-Baxter equation, etc, (cf. [15, 16, 26]).

The comments on physical applications of ternary structures can be found in [1, 6, 14].

A C∗-ternary algebra is a complex Banach space, equipped with a ternary product (x, y, z)→ [x, y, z] of A3 into A, which

is C-linear in the outer variables, conjugate C-linear in the middle variable, and associative in the sense that
[
x, y, [z, u, v]

]
=[

x, [y, z, u], v
]

=
[
[x, y, z], u, v

]
, and satisfies ‖[x, y, z]‖ ≤ ‖x‖ · ‖y‖ · ‖z‖, ‖[x, x, x]‖ = ‖x‖3 (see [3, 28]).

Every left Hilbert C∗-module is a C∗-ternary algebra via the ternary product [x, y, z] := 〈x, y〉z.

Let A and B be two Banach ternary algebras. An additive mapping H : (A, [ ]A) → (B, [ ]B) is called a ternary ring

homomorphism if

H([x, y, z]A) = [H(x), H(y), H(z)]B

for all x, y, z ∈ A. An additive mapping H : (A, [ ]A)→ (B, [ ]B) is called a Jordan homomorphism if

H([x, x, x]A) = [H(x), H(x), H(x)]B

for all x ∈ A.

Definition 1.1. Let A and B be C∗-ternary algebras. A 3-linear mapping H : A×A×A→ B over C is called a C∗-ternary

3-homomorphism if it satisfies

H([x1, y1, z1], [x2, y2, z2], [x3, y3, z3]) = [H(x1, x2, x3), H(y1, y2, y3), H(z1, z2, z3)]

02014 Mathematics Subject Classification. Primary 39B52; 39B82; 46B99; 17A40.
0Keywords: Ulam-Hyers stability; 3-additive mapping; 3-Jordan homomorphisms; C∗-ternary algebra.
0∗Corresponding author.
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Ulam-Hyers stability of 3-Jordan homomorphisms in C∗-ternary algebras

for all x1, y1, z1, x2, y2, z2, x3, y3, z3 ∈ A. A 3-linear mapping H : A × A × A → B over C is called a C∗-ternary algebra

3-Jordan homomorphism if it satisfies

H([x, x, x], [y, y, y], [z, z, z]) = [H(x, x, x), H(y, y, y), H(z, z, z)]

for all x, y, z ∈ A

The study of stability problems originated from a famous talk given by Ulam [27] in 1940: “Under what condition does

there exist a homomorphism near an approximate homomorphism?” In the next year 1941, Hyers [13] answered affirmatively

the question of Ulam for additive mappings between Banach spaces. Then, Aoki [4] considered the stability problem with

unbounded Cauchy differences. A generalized version of the theorem of Hyers for approximately additive maps was given

by Rassias [20] in 1978. Let X and Y be real or complex vector spaces. For a mapping f : X ×X ×X → Y , consider the

functional equation:

f(x1 + x2, y1 + y2, z1 + z2) =
∑

1≤i,j,k≤2

f(xi, yj , zk) (1.1)

In 2006, Park and Bae [19] showed that a mapping f : X×X×X → Y satisfies the equation (1.1) if and only if the mapping

f is 3-additive. We investigate the Ulam-Hyers stability in C∗-ternary algebras for the 3-additive mappings satisfying (1.1).

The stability problems of several functional equations have been extensively investigated by a number of authors and there

are many interesting results concerning this problem (see [2, 7, 9, 10, 17, 18, 21, 22, 23, 24, 25, 29, 30]).

2. Ulam-Hyers stability of C∗-ternary 3-Jordan homomorphisms

The following lemma was proved in [5].

Lemma 2.1. Let X and Y be real or complex vector spaces. Let f : X × X × X → Y be a 3-additive mapping such that

f(λx, µy, νz) = λµνf(x, y, z)for all λ, µ, ν ∈ T1 := {λ ∈ C : |λ| = 1} and all x, y, z ∈ X. Then f is 3-linear over C.

Using the above lemma, one can obtain the following result.

The following lemma was proved in [5].

Lemma 2.2. Let X and Y be complex vector spaces and let f : X ×X ×X → Y be a mapping such that

f(λx1 + λx2, µy1 + µy2, νz1 + νz2) = λµν
∑

1≤i,j,k≤2

f(xi, yj , zk) (2.1)

for all λ, µ, ν ∈ T1 and all x1, x2, y1, y2, z1, z2 ∈ X. Then f is 3-linear over C.

Lemma 2.3. Let A and B be two Banach ternary algebras. Let f : A → B be an additive mapping. Then the following

assertions are equivalent

H([x, x, x], [y, y, y], [z, z, z]) = [H(x, x, x), H(y, y, y), H(z, z, z)] (2.2)

for all x, y, z ∈ A.

‖f
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]),

([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

=
(
f([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), f([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]),

f([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)
)
‖B ,

(2.3)

for all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A.
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Proof. The proof is similar to the proof of [12, Lemma 2.1]. If we replace x, y, z by x1 + x2 + x3, y1 + y2 + y3, z1 + z2 + z3

in (2.2), respectively, then we can easily obtain (2.3).

For the converse, if we replace x1, x2, x3 by x, y1, y2, y3 by y and z1, z2, z3 by z in (2.3), we can easily obtain (2.2). �

From now on, assume that A is a C∗-ternary algebra with norm ‖.‖A and that B is a C∗-ternary algebra with norm ‖.‖B .

For a given mapping f : A×A×A→ B, we define

Dλ,µ,νf(x1, x2, y1, y2, z1, z2) := f(λx1 + λx2, µy1 + µy2, νz1 + νz2)− λµν
∑

1≤i,j,k≤2

f(xi, yj , zk). (2.4)

Theorem 2.4. Let p, q, r ∈ (0,∞) with p+ q + r < 3 and θ ∈ (0,∞), and let f : A×A×A→ B be a mapping such that

‖Dλ,µ,νf(x1, x2, y1, y2, z1, z2)‖B ≤ θ ·max{‖x1‖A, ‖x2‖A}p ·max{‖y1‖A, ‖y2‖A}q ·max{‖z1‖A, ‖z2‖A}r, (2.5)

‖f
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

−
(
f([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), f([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), (2.6)

f([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)
)
‖B ≤ θ

3∑
i=1

(‖xi‖pA · ‖yi‖
q
A · ‖zi‖

r
A)

for all λ, µ, ν ∈ T1 and all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A. Then there exists a unique C∗-ternary 3-Jordan homomorphism

H : A×A×A→ B

‖f(x, y, z)−H(x, y, z)‖B ≤
θ

8− 2p+q+r
‖x‖pA · ‖y‖

q
A · ‖z‖

r
A (2.7)

for all x, y, z ∈ A.

Proof. By the same reasoning as in the proof of [5, Theorem 2.3], there exists a unique 3-additive mapping H : A×A×A→ B

satisfying (2.7). By Lemma 2.1, the 3-linear mapping H : A×A×A→ B is given by

H(λx, µy, νz) := lim
n→∞

1

8n
f(2nλx, 2nµy, 2nνz) = lim

n→∞
λµν

1

8n
f(2nx, 2ny, 2nz) = λµνH(x, y, z)

for all λ, µ, ν ∈ T1 and all x, y, z ∈ A.

It follows from (2.6) that

‖H
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

−
(
H([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), H([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), H([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)

)
‖B

= lim
n→∞

1

8n
‖f
(

([2nx1, 2
nx2, 2

nx3] + [2nx2, 2
nx3, 2

nx1] + [2nx3, 2
nx1, 2

nx2]),

([2ny1, 2
ny2, 2

ny3] + [2ny2, 2
ny3, 2

ny1] + [2ny3, 2
ny1, 2

ny2]), ([2nz1, 2
nz2, 2

nz3] + [2nz2, 2
nz3, 2

nz1] + [2nz3, 2
nz1, 2

nz2])
)

−
(
f([2nx1, 2

nx2, 2
nx3] + [2nx2, 2

nx3, 2
nx1] + [2nx3, 2

nx1, 2
nx2]),

f([2ny1, 2
ny2, 2

ny3] + [2ny2, 2
ny3, 2

ny1] + [2ny3, 2
ny1, 2

ny2]), f([2nz1, 2
nz2, 2

nz3] + [2nz2, 2
nz3, 2

nz1] + [2nz3, 2
nz1, 2

nz2)
)
‖B

≤ lim
n→∞

θ

8n

3∑
i=1

‖xi‖pA · ‖yi‖
q
A · ‖zi‖

r
A = 0
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for all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A. So

H
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

=
(
H([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), H([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), H([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)

)
‖B

for all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A.

Now, let T : A×A×A→ B be another 3-additive mapping satisfying (2.7). Then we have

‖H(x, y, z)− T (x, y, z)‖B =
1

8n
‖H(2nx, 2ny, 2nz)− T (2nx, 2ny, 2nz)‖B

≤ 1

8n
‖H(2nx, 2ny, 2nz)− f(2nx, 2ny, 2nz)‖B +

1

8n
‖f(2nx, 2ny, 2nz)− T (2nx, 2ny, 2nz)‖B

≤ 2(p+q+r−3)n+1θ

8− 2p+q+r
‖x‖pA · ‖y‖

q
A · ‖z‖

r
A,

which tends to zero as n → ∞ for all x, y, z ∈ A. So we can conclude that H(x, y, z) = T (x, y, z) for all x, y, z ∈ A. This

proves the uniqueness of H.

Thus the mapping H : A→ B is a unique C∗-ternary 3-Jordan homomorphism satisfying (2.7). �

Putting p = q = r = 0 and θ = ε in Theorem 2.3, we obtain the Ulam stability for the 3-additive functional equation

(1.1).

Corollary 2.5. Let ε ∈ (0,∞) and let f : A×A×A→ B be a mapping satisfying

‖Dλ,µ,νf(x1, x2, y1, y2, z1, z2)‖B ≤ ε,

‖f
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

−
(
f([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), f([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]),

f([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)
)
‖B ≤ 3ε

for all λ, µ, ν ∈ T1 and all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A. Then there exists a unique C∗-ternary 3-Jordan homomorphism

H : A×A×A→ B

‖f(x, y, z)−H(x, y, z)‖B ≤
ε

7

for all x, y, z ∈ A.

Theorem 2.6. Let p ∈ (0, 3) and θ ∈ (0, 8), and let f : A×A×A→ B be a mapping such that

‖Dλ,µ,νf(x1, x2, y1, y2, z1, z2)‖B ≤ θ
2∑
i=1

(‖xi‖pA + ‖yi‖qA + ‖zi‖rA), (2.8)

‖f
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

−
(
f([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), f([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), f([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)

)
‖B

≤ θ
3∑
i=1

(‖xi‖pA + ‖yi‖qA + ‖zi‖rA)

(2.9)

for all λ, µ, ν ∈ T1 and all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A. Then there exists a unique C∗-ternary 3-Jordan homomorphism

H : A×A×A→ B

‖f(x, y, z)−H(x, y, z)‖B ≤
2θ

8− 2p
(‖x‖pA + ‖y‖qA + ‖z‖rA)
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for all x, y, z ∈ A.

Proof. The proof is similar to the proof of Theorem 2.4. �

Theorem 2.7. Let p, q, r ∈ (0,∞) with p+ q+ r < 3, s ∈ (0, 3) and θ, η ∈ (0,∞), and let f : A×A×A→ B be a mapping

such that

‖Dλ,µ,νf(x1, x2, y1, y2, z1, z2)‖B ≤ θ ·max{‖x1‖A, ‖x2‖A}p ·max{‖y1‖A, ‖y2‖A}q ·max{‖z1‖A, ‖z2‖A}r

+ η

2∑
i=1

(‖xi‖sA + ‖yi‖sA + ‖zi‖sA),
(2.10)

‖f
(

([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), ([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), ([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2])
)

−
(
f([x1, x2, x3] + [x2, x3, x1] + [x3, x1, x2]), f([y1, y2, y3] + [y2, y3, y1] + [y3, y1, y2]), (2.11)

f([z1, z2, z3] + [z2, z3, z1] + [z3, z1, z2)
)
‖B ≤ θ

3∑
i=1

(‖xi‖pA · ‖yi‖
q
A · ‖zi‖

r
A) + η

2∑
i=1

(‖xi‖sA + ‖yi‖sA + ‖zi‖sA)

for all λ, µ, ν ∈ T1 and all x1, x2, x3, y1, y2, y3, z1, z2, z3 ∈ A. Then there exists a unique C∗-ternary 3-Jordan homomorphism

H : A×A×A→ B

‖f(x, y, z)−H(x, y, z)‖B ≤
θ

8− 2p+q+r
‖x‖pA · ‖y‖

q
A · ‖z‖

r
A +

2η

8− 2s
(‖xi‖sA + ‖yi‖sA + ‖zi‖sA)

for all x, y, z ∈ A.

Proof. The proof is similar to the proof of Theorem 2.4. �

Theorem 2.8. Let p ∈ (0, 3) and θ ∈ (0, 8), and let f : A×A×A→ B be a mapping satisfying (2.8), (2.9) and f(0, 0, 0) = 0.

Then there exists a unique C∗-ternary 3-Jordan homomorphism H : A×A×A→ B such that

‖f(x, y, z)−H(x, y, z)‖B ≤
2θ

2p − 8
(‖x‖pA + ‖y‖qA + ‖z‖rA)

for all x, y, z ∈ A.

Theorem 2.9. Letp, q, r ∈ (0,∞) with p + q + r > 3, s ∈ (0, 3) and θ, η ∈ (0,∞), and let f : A × A × A → B be

a mapping satisfying (2.10), (2.11) and f(0, 0, 0) = 0. Then there exists a unique C∗-ternary 3-Jordan homomorphism

H : A×A×A→ B such that

‖f(x, y, z)−H(x, y, z)‖B ≤
θ

2p+q+r−8
‖x‖pA · ‖y‖

q
A · ‖z‖

r
A +

2η

2s − 8
(‖xi‖sA + ‖yi‖sA + ‖zi‖sA)

for all x, y, z ∈ A.
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