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New types of hesitant fuzzy ideals in
BCK�algebras

N. O. Alshehriaand H. A. Alshehrib
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Al-Faisaliah Campus, Jeddah, Saudi Arabia
bDepartement of Natural and Engineeeing Sciences, Faculty Applied Studies
and Community Service, King Saud University, Riyadh, Saudi Arabia

Abstract
The aim of this paper is to intrduoce the new types of ideals ofBCK�algebras.

We de�ne and discuss the hesitant fuzzy ( implicative, positive implicative and
commutative) ideals in BCK�algebras and then we study some of thier pro-
prties.
Key words: BCK�algebras, (implicative, positive implicative and commu-

tative) ideals in BCK�algebras,fuzzy sets, hesitant fuzzy sets, heaitant fuzzy
(subalgebras and ideals), hesitant fuzzy (implicative , positive implicative and
commutative) ideals in BCK�algebras.

1 Introduction

A BCK-algebra is an important class of logical algebras introduced by Iséki
(see [2,3]) and was extensively investigated by several researchers. The concept
of fuzzy sets was introduced by Zadeh in [4]. Since then ideas have been ap-
plied to other algebraic structures such as semigroups, groups rings, modules,
vector spaces and topologies. In 1991, Xi [6] applied the concept of fuzzy sets to
BCK-algebra, and he got some results. Further, Jun and Roh [8] , Jun et al. [9]
studied fuzzy commutative ideals and fuzzy positive implicative ideals, respec-
tively. Meng [1] introduced the concept of implicative ideals in BCK-algebras
and investigated the relationship of it with the concepts of positive implica-
tive ideals and commutative ideals. Torra [7] introduced the notion of hesitant
fuzzy sets which ara a very useful to express people hesitancy in daily life. The
hesitant fuzzy set is a very uesful tool to deal with uncertainty, which can be
accurately and perfectly described in terms of the opinions of decision makers.
In 2011, Xi and Xu [5] introduced hesitant fuzzy information aggregation tech-
niques and their applications for decision making. In 2016, Jun and Ahn [10]
interoduced the notions of hesitsnt fuzzy subalgebras and hesitant fuzzy ideals of
BCK=BCI�algebras. In this paper, we introduce the notions of hesitant fuzzy
implicative ideals, hesitant fuzzy positive implicative ideals and hesitant fuzzy
commutative ideals of BCK-algebras, and discuss some properties of them.
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2 Preliminaries

An algebra (X; �; 0) of type (2; 0) is said to be a BCK-algebra if it satis�es the
axioms: for all x; y; z 2 X
(BCK � 1) ((x � y) � (x � z)) � (z � y) = 0;
(BCK � 2) (x � (x � y)) � y = 0;
(BCK � 3) x � x = 0;
(BCK � 4) 0 � x = 0;
(BCK � 5) x � y = 0 and y � x = 0 imply x = y:
De�ne a binary relation � on X by letting x � y if and only if x � y = 0 .

Then (X;�) is a partially ordered set with the least element 0. In any BCK-
algebra X, the following hold :
(1) (x � y) � z = (x � z) � y;
(2) x � y � x;
(3) x � 0 = x;
(4) (x � z) � (y � z) � x � y;
(5) x � (x � (x � y)) = x � y;
(6) x � y implies x � z � y � z and z � y � z � x; for all x; y; z 2 X:
A non-empty subset I of X is called an ideal of X if (I1) 0 2 I; (I2) x�y 2 I

and y 2 I imply x 2 I: A non-empty subset I of is called an implicative ideal
if it is satis�es (I1) and (I3) x 2 I whenever (x � (y � x)) � z 2 I and z 2 I:
A commutative ideal if it satis�es (I1) and (I4) x � (y � (y � x)) 2 I whenever
(x � y) � z 2 I and z 2 I ; a positive implicative ideal if it satis�es (I1) and (I5)
x � z 2 I whenever (x � y) � z 2 I and y � z 2 I:
A BCK-algebra X is said to be implicative if it satis�es: 8x; y 2 X
x = x � (y � x):
A BCK-algebra X is said to be positive implicative if it satis�es:8x; y; z 2 X
(x � z) � (y � z) = (x � y) � z:
A BCK-algebra X is said to be commutative if it satis�es:8x; y 2 X
x � (x � y) = y � (y � x)

De�nition 2.1: [4]
Let S be a set. A fuzzy set in S is a function � : S ! [0; 1] :

De�nition 2.2: [6]
A fuzzy set in X is said to be a fuzzy subalgebra of X if

� (x � y) � minf�(x); �(y)g

for all x; y 2 X:

Every fuzzy subalgebra � of X satis�es the inequality �(0) � �(x) for all
x 2 X:
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De�nition 2.3: [7]
Let E be a reference set. A hesitant fuzzy set on E is de�ned in terms of a

funcation that when applied to E returns a subset of [0; 1] which can be viewed
as the following mathematical representation :

HE := f(e; hE(e)) j e 2 Eg

where hE : E ! p([0; 1])

De�nition 2.4 : [10]
Given a non-empty subset A of X , a hesitant fuzzy set HX := f(x; hX(x) j

x 2 Xg on X satisfying the following condition:

hX(x) = ; for all x =2 A

is called a hesitant fuzzy set related to A (briel�y , A�hesitant fuzzy set )
on X;and is represented by HA := f(x; hA(x)) j x 2 Xg; where hA is a maping
from X to p([0; 1]) with hA = ; for all x =2 A:

De�nition 2.5: [10]
Given a non-empty subset (subalgebra as much as possible) A of X , let

HA := f(x; hA(x)) j x 2 Xg be an A�hesitant fuzzy set on X: Then HA :=
f(x; hA(x)) j x 2 Xg is called a hesitant fuzzy subalgebra of X related to A
(briel�y , A�hesitant fuzzy subalgebra of X) if it satis�es the following condi-
tion:

(8x; y 2 A) (hA(x � y) � hA(x) \ hA(y)):

An A�hesitant fuzzy subalgebra of X with A = X is called a hesitant fuzzy
subalgebra of X:

De�nition 2.6: [10]
Given a non-empty subset (subalgebra as much as possible) A of X , an

A�hesitnat fuzzy set HA := f(x; hA(x)) j x 2 Xg on X is called a hesitant
fuzzy ideal ofX related to A (briel�y , A�hesitant fuzzy ideal ofX) if it satis�es:

(8x; y 2 A) (hA(x � y) \ hA(y) � hA(x) � hA(0))

An A�hesitant fuzzy ideal of X with A = X is called a hesitant fuzzy ideal
of X:

Proposition 2.7: [10]
Let HA := f(x; hA(x)) j x 2 Xg be an A�hesitant fuzzy ideal of X where A

is a subalgebra of X . Then the following assertions ar valid.
(1) (8x; y 2 A) (x � y ) hA(x) � hA(y)) :
(2) (8x; y 2 A) (x � y � z ) hA(x) � hA(y) \ hA(z))
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Theorem 2.8: [10]
For a subalgebra A of a BCK-algebra X , every A-hesitant fuzzy ideal is an

A-hesitant fuzzy subalgebra.

Proposition 2.9: [1]
In a BCK-algebra X the following hold: for all x; y; z 2 X
(i) ((x � z) � z) � (y � z) � (x � y) � z
(ii) (x � z) � (x � (x � z)) = (x � z) � z
(iii) (x � (y � (y � x))) � (y � (x � (y � (y � x)))) � x � y:

3 Hesitant fuzzy implicative ideals

De�nition 3.1:
Given a non-empty subset (subalgebra as much as possible) A of X, an

A�hesitnat fuzzy set HA := f(x; hA(x)) j x 2 Xg on X is called a hesitant
fuzzy implicative ideal of X related to A (briel�y, A�hesitant fuzzy implicative
ideal of X) if it satis�es:
(H1) hA(0) � hA(x) for all x 2 A
(H2) hA(x) � hA((x � (y � x)) � z) \ hA(z); for all x; y; z 2 A
An A�hesitant fuzzy implicative ideal of X with A = X is called a hesitant

fuzzy implicative ideal of X:

Theorem 3.2:
Any A�hesitant fuzzy implicative ideal of X must be A�hesitant fuzzy ideal

of X.
Proof:
Let HA := f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy implicative ideal of

X. subsitiuting x for y in (H2) we obtain :

hA(x) � hA((x � (x � x)) � z) \ hA(z)
= hA((x � 0) � z) \ hA(z)
= hA(x � z) \ hA(z)

Hence HA := f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy ideal of X . �

Corollary 3.3:
Every A�hesitant fuzzy implicative ideal of X must be A�hesitant fuzzy

subalgebra of X .

Remark 3.4:
The converse of Theorem (3:2)may not be true as shown in the following

example.

Example 3.5:
Let X = f0; a; b; cg be a BCK-algebra with the following Cayley table:

4
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� 0 a b c
0 0 0 0 0
a a 0 0 0
b b b 0 0
c c b a 0

For a subalgebra A = f0; a; bg of X, let HA = f(x; hA(x)) j x 2 Xg be a
hesitant fuzzy set on X de�ned by

HA = f(0;
�
1
4 ;

3
4

�
); (a; ( 14 ;

1
2 ); (b; [

1
2 ;

3
4 )); (c; ;)g

Then HA = f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy ideal of X; but
it is not an A�hesitant fuzzy implicative ideal of X because hA(a) = (14 ;

1
2 ) +

hA((a � (b � a)) � 0) \ hA(0) =
�
1
4 ;

3
4

�
In the following theorem, we can see that the converse of theorem (3:2)also

holds if X is an implicative BCK-algebra.

Theorem 3.6:
If X is an implicative BCK-algebra, then every A�hesitant fuzzy ideal of

X is an A�hesitant fuzzy implicative ideal of X.
proof :
LetX is an implicative BCK-algebra, it follows that x = x�(y�x);8x; y 2 X:
Let HA = f(x; hA(x)) j x 2 Xg be an A�hesitant fuzzy ideal of X; then

hA(x) � hA(x � z) \ hA(z)
� hA((x � (y � x)) � z) \ hA(z)

for all x; y; ; z 2 A: Hence HA is an A�hesitant fuzzy implicative ideal of X.
The proof is complete . �

Theorem 3.7:
Let HA := f(x; hA(x)) j x 2 Xg be A�hesitant fuzzy set on X; where A is

non-empty subset (subalgebra as much as possible) of X is a A�hesitant fuzzy
implicative ideal of X if and only if, for any " 2 p([0; 1]);the set HA(") : fx 2
X j hA(x) � "g is either empty or an implicative ideal of X:
The set HA(") : fx 2 X j hA(x) � "g is called a A�hesitant fuzzy "�level

set of HA := f(x; hA(x)) j x 2 Xg:
proof:
suppose that HA := f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy implicative

ideal of X and HA(") : fx 2 X j hA(x) � "g 6= ; for any " 2 p([0; 1]): It is clear
that 0 2 HA(") since hA(0) � ": Let (x � (y � x)) � z 2 HA(") and z 2 HA(");
then hA((x � (y � x)) � z ) � " and hA(z) � ": It follows from (H2) that :
hA(x) � hA((x � (y � x)) � z ) \ hA(z) � " ) x 2 HA(x): This show that

HA(") is an implicative ideal of X:
conversely, suoppse that for each " 2 p([0; 1]);HA(") is either empty or an

implicative ideal of X. For any x 2 A , let hA(x) = ": Then x 2 HA("):

5
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Since HA(")(6= ;) is an implicative ideal of X, therefore 0 2 HA(") and hence
hA(0) � " = hA(x) for all x 2 A:
Now we only need to show that HA satis�es (H2). If not , then there exist

x0; y0; z0 2 A such that hA(x0) � hA((x0 � (y0 � x0)) � z0) \ hA(z0): Taking
"0 =

1
2fhA(x

0)+(hA(x
0�(y0�x0))�z0)\hA(z0))g; then we have that hA(x0) �

"0 � fhA(x0 � (y0 � x0)) � z0)\ hA(z0)g: Hence x0 =2 HA("0); ((x0 � (y0 � x0)) � z0) 2
HA("0) and z0 2 HA("0): i.e, HA("0) is not an implicative ideal of X, which
is contradiction. Therefore, HA is an A�hesitant fuzzy implicative ideal of X,
completing the proof of the theorem. �
Now we give characterizations of hesitant fuzzy implicative ideals.

Theorem 3.8 :
suppose that HA := f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy ideal of X.

Then the following are equivalent:
(i) HA is an A�hesitant fuzzy implicative ideal of X:
(ii) hA(x) � hA(x � (y � x)) for all x; y 2 A:
(iii) hA(x) = hA(x � (y � x)) for all x; y 2 A:
proof:
(i) ) (ii) Let HA := f(x; hA(x)) j x 2 Xg be A�hesitant fuzzy implicative

ideal of X: Then, by (H2) we have

hA(x) � hA((x � (y � x)) � 0) \ hA(0)
= hA((x � (y � x)) \ hA(0)
= hA((x � (y � x))

for all x; y 2 A: Hence the condition (ii) holds.
(ii) ) (iii) Observe that in BCK�algebra X; x � (y � x) � x: Applying

proposition 2:7(1) we have hA(x) � hA(x � (y � x))
It follows from (ii) that hA(x) = hA(x � (y � x)): Hence the condition (iii)

holds.
(iii) ) (i) Suppose the condition (iii) holds. Since HA is an A�hesitant

fuzzy ideal , by de�nition 2:6 we have

hA(x � (y � x)) � hA((x � (y � x)) � z) \ hA(z)

combining (iii) we obtain: hA(x) � hA((x � (y � x)) � z) \ hA(z): Thus HA
satis�es (H2). Obviously, HA satis�es (H1).
Therefore, HA is an A�hesitant fuzzy implicative ideal of X: Hence, the

condition (i) holds. The proof is complete. �
Now, we give an equivalent condition for which a hesitant fuzzy subalgebra

of X is to be a hesitant fuzzy implicative ideal of X:

Theorem 3.9:
A hesitant fuzzy subalgebra HA of X is a hesitant fuzzy implicative ideal if

and only if it satis�es (H3)(x � (y � x)) � z � u implies hA(x) � hA(z) \ hA(u)
for all x; y; z; u 2 X:

6
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proof:
Assume that HA is a hesitant fuzzy implicative ideal of X and let x; y; z; u 2

X be such that (x � (y � x)) � z � u. Since HA is also hesitant fuzzy ideal of X
by theorem 3:2 it follows from proposition 2:7 that:

hA(x � (y � x)) � hA(z) \ hA(u)

Making use of the theorem 3:8 (iii) we obtain hA(x) � hA(z) \ hA(u):
Conversely, suppose that HA satis�es (H3). Obviously, HA satis�es (H1)

since (x � (y � x)) � ((x � (y � x)) � z) � z: It follows from (H3) that:

hA(x) � hA((x � (y � x)) � z) \ hA(z)

which shows that HA satis�es (H2) and so HA is a A-hesitant fuzzy implica-
tive ideal of X. The proof is complete. �

4 Hesitant fuzzy positive implicative ideals

De�nition 4.1:
Given a non-empty subset (subalgebra as much as possible) A of X, an

A�hesitnat fuzzy set HA := f(x; hA(x)) j x 2 Xg on X is called a hesitant
fuzzy positive implicative ideal of X related to A (briel�y, A�hesitant fuzzy
positive implicative ideal of X) if it satis�es:
(H1) hA(0) � hA(x) for all x 2 A
(H4) hA(x � z) � hA((x � y) � z) \ hA(y � z); for all x; y; z 2 A
An A�hesitant fuzzy positive implicative ideal of X with A = X is called a

hesitant fuzzy positive implicative ideal of X:

Theorem 4.2:
Every A�hesitant fuzzy positive implicative ideal of X is A�hesitant fuzzy

ideal of X.
Proof:
Assume that HA := f(x; hA(x)) j x 2 Xg is an A�hesitant fuzzy positive

implicative ideal of X . Putting z = 0 in (H4) we obtain:

hA(x � 0) � hA((x � y) � 0) \ hA(y � 0)
hA(x) � hA(x � y) \ hA(y):

So, HA is an A�hesitant fuzzy ideal of X. �

Remark 4.3:
The converse of Theorem (4:2) may not be true as shown in the following

example.

Example 4.4:
Let X be a BCK-algebra as in Example (3:5) It is easy to check that HA

is an A�hesitant fuzzy ideal of X , but it is not an A�hesitant fuzzy positive
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implicative ideal of X because hA(a � 0) = ( 14 ;
1
2 ) + [

1
2 ;

3
4 ) = (hA((a � b) � 0) \

hA(b � 0)):

Proposition 4.5:
If X is positive implicative, then an A�hesitant fuzzy ideal of X is an

A�hesitant fuzzy positive implicative ideal of X if and only if satis�es:

hA(x � y) = hA((x � y) � y) for all x; y 2 A:

Proof:
Suppose that the heaitant fuzzy ideal HA := f(x; hA(x)) j x 2 Xg of X is

an A�hesitant fuzzy positive implicative ideal of X. So by (H4)

hA(x � z) � hA((x � y) � z) \ hA(y � z)

subiting z = y in (H4) we have :

hA(x � y) � hA((x � y) � y) \ hA(y � y)
= hA((x � y) � y) \ hA(0)
= hA((x � y) � y)

On other hand, since (x � y) � y � x � y; it follows from Propsition 2:7(1)
that hA((x � y) � y) � hA(x � y): Thus we have hA(x � y) = hA((x � y) � y) for
all x; y 2 A:
Conversely, assume that hA(x � y) = hA((x � y) � y) for all x; y 2 A: we want

to prove that an A�hesitant fuzzy ideal HA := f(x; hA(x)) j x 2 Xg of X is an
A�hesitant fuzzy positive implicative ideal of X. It is clear that, hA(0) � hA(x)
for all x 2 A: Since HA is A-hesitant fuzzy ideal, and X is positive implicative
then

hA(x � z) = hA((x � z) � z) � hA((x � z) � (y � z)) \ hA(y � z)
hA(x � z) � hA((x � y) � z) \ hA(y � z)

Therefore, HA := f(x; hA(x)) j x 2 Xg of X is an A�hesitant fuzzy positive
implicative ideal of X. The proof is complete. �

5 Hesitant fuzzy Commutative ideals

De�nition 5.1:
Given a non-empty subset (subalgebra as much as possible) A of X, an

A�hesitnat fuzzy set HA := f(x; hA(x)) j x 2 Xg on X is called a hesitant fuzzy
commutative ideal of X related to A (briel�y, A�hesitant fuzzy commutative
ideal of X) if it satis�es:
(H1) hA(0) � hA(x) for all x 2 A
(HC) hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z); for all x; y; z 2 A
An A�hesitant fuzzy commutative ideal ofX with A = X is called a hesitant

fuzzy commutative ideal of X:
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Example 5.2:
Let X = f0; a; b; cg be a BCK-algebra with the following Cayley table:

� 0 a b c
0 0 0 0 0
a a 0 0 a
b b a 0 b
c c c c 0

Let HX := f(x; hX(x)) j x 2 Xg be a hesitant fuzzy set on X de�ned by
HA = f(0; [0; 1]); (a; [0:2; 0:7]; (b; (0:2; 0:3]); (c; [0:6; 0:7))g. It is routine to verify
that HX := f(x; hX(x)) j x 2 Xg is hesitant fuzzy commutative ideal of X:

Theorem 5.3:
Any heaitant fuzzy commuatative ideal of BCK-algebra X is hesitant fuzzy

ideal of X.
Proof:
Let HX := f(x; hX(x)) j x 2 Xg be a hesitant fuzzy commutative ideal of a

BCK-algebra X. For any x; y; z;2 X, we have

h(x � z) \ h(z) = h((x � 0) � z) \ h(z)
� h(x � (0 � (0 � x)))
= h(x)

i:e: HX is hesitant fuzzy ideal of X. �

Remark 5.4:
A hesitant fuzzy ideal of a BCK- algebra X, may not be hesitant fuzzy

commutative ideal. For instance, Let X = f0; a; b; c; dg be a BCK-algebra with
the following Cayley table:

� 0 a b c d
0 0 0 0 0 0
a a 0 a 0 0
b b b 0 0 0
c c c c 0 0
d d d d c 0

Let S0; S1; S2 2 P ([0; 1]) be such that S0 = [0; 1) � S1 = [0:2; 0:7] � S2 =
[0:4; 0:5]: De�ne a mapping h : X ! P ([0; 1]) by h(0) = [0; 1); h(a) = [0:2; 0:7]
and h(b) = h(c) = h(d) = [0:4; 0:5). Routine calculations give that h is a
hesitant fuzzy ideal of X. But it is not a hesitant fuzzy commutative ideal of
X because h(b � (c � (c � b))) + h((b � c) � 0) \ h(0):
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Theorem 5.5:
Let HX := f(x; hX(x)) j x 2 Xg be a hesitant fuzzy ideal of a BCK-algebra

X. Then HX is hesitant fuzzy commutative ideal of X if and only if satis�es
the condition

h(x � (y � (y � x))) � h(x � y) for all x; y 2 X (1.1)

proof:
Assume that HX := f(x; hX(x)) j x 2 Xg is hesitant fuzzy commutative

ideal. Taking z = 0 in (HC) and using (H1). Also, we use x � 0 = x:

h(x � (y � (y � x))) � h((x � y) � 0) \ h(0) = h(x � y):

Conversely, suppose that HX := f(x; hX(x)) j x 2 Xg satis�es the condition
(1:1) as HX is a hesitant fuzzy ideal. Hence

h(x � y) � h((x � y) � z) \ h(z) (1.2)

for all x; y; z 2 X: combining (1:2) and(1:1) then we obtain (HC): The proof
is complete. �

Observing x � y � x � (y � (y � x)) and using propoition (2:7) we have h(x �
(y � (y � x))) � h(x � y): Hence, theorem (5:5) can be improved as follows:

Theorem 5.6:
A hesitant fuzzy ideal HX of a BCK-algebra X is hesitant fuzzy commuta-

tive ideal of X if and only if satis�es the identity h(x�y) = h(x�(y �(y �x))) for
all x; y 2 X:

Theorem 5.7:
In a commutative BCK-algebra X. Every hesitant fuzzy ideal is a hesitant

fuzzy commutative ideal.
Proof:
Let HX be a hesitant fuzzy ideal of BCK�algebra X: It is su¢ cient to show

that HX satis�es condition (HC): Let x; y; z 2 X:Then

((x � (y � (y � x))) � ((x � y) � z)) � z
= ((x � (y � (y � x))) � z) � ((x � y) � z)
� (x � (y � (y � x))) � (y � x)
= (x � (y � y)) � (y � (y � x)) = 0

that is ,

(x � (y � (y � x))) � ((x � y) � z) � z

It follows from propostion (2:7)

h(x � (y � (y � x))) � h((x � y) � z) \ h(z)
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Thus (HC) holds, and the proof is complete. �

Theorem 5.8:
LetX be a BCK-algebra and letHA be A-hesitant fuzzy set inX. ThenHA

is a A-hesitant fuzzy commutative ideal ofX if and only ifHA(") is commutative
ideal of X for all " 2 P ([0; 1]);HA(0) � " .
Proof:
Suppose HA is a A-hesitant fuzzy commutative ideal of X. For any �xed

" 2 P ([0; 1]); if hA(0) � " then 0 2 HA("): Hence HA(") satis�e (H1): Let
(x � y) � z 2 HA(") and z 2 HA("): It follows that hA((x � y) � z) � " and
hA(z) � ": By (HC) we have :

hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z) � "

namely (x � (y � (y � x))) 2 HA(") , so HA(") satis�es condition (C): Thus,
HA(") is commutative ideal of X:
Conversely, assume that HA(") is commutative ideal of X for all " 2 p([0; 1]);

hA(0) � ": Let hA((x � y) � z) = "1 and hA(z) = "2 for x; y; z 2 A: Then
(x�y)�z 2 HA("1) and z 2 HA("2) . Without loss of generality,we may assume
that "1 � "2: Then HA( "2) � HA( "1) and so z 2 HA("1). Since HA("1) is
commutative ideal of X by hypothesis we obtain that x � (y � (y �x)) 2 HA("1):
Thus hA(x � (y � (y � x))) � "1 = hA((x � y) � z) \ hA(z): It is clear that
hA(0) � hA(x) for all x 2 A. Therefore HA is a A-hesitant fuzzy commutative
ideal of X. �

De�nition 5.9:
Let HX := f(x; hX(x)) j x 2 Xg be a hesitant fuzzy commutative ideal of a

BCK-algebra X. The commutative ideals HX( "); " 2 p([0; 1]) and HX( 0) � "
are called hesitant "�level commutative ideals of HX :

Theorem 5.10:
Any commutative idael ofBCK-algebraX can be realized as hesitant "�level

commutative ideal of some hesitant fuzzy commutative ideal of X.
Proof:
Suppose C is a commutative ideal of BCK-algebra X and let HA be a

hesitant fuzzy set in X de�ned by

HA =

�
" if x 2 C
0 if x =2 C

where " is a �xed interval in p([0; 1]): Let x; y; z 2 A:We will divide into the
following cases to verify that HA is A�hesitant fuzzy commutative ideal of X.
(i) If ((x � y) � z) 2 C and z 2 C; then (x � (y � (y � x))) 2 C. Thus

hA((x � y) � z) = hA(z) = hA(x � (y � (y � x))) = "

and so

hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z)
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(ii) If ((x � y) � z) =2 C and z =2 C;then hA((x � y) � z) = hA(z) = 0: Hence

hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z)

(iii) If exactly one of (x � y) � z and z belongs to C then exactly one of
hA((x � y) � z) and hA(z) is equal to 0. So

hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z)

The results above show hA(x � (y � (y � x))) � hA((x � y) � z) \ hA(z); for
all x; y; z 2 A. It is clear that hA(0) � hA(x) for all x 2 A: Hence HA is
A�hesitant fuzzy commutative ideal of X and obviously HA(") = C. The proof
is completed. �

Theorem 5.11:
Suppose HA := f(x; hA(x)) j x 2 Xg is a A�hesitant fuzzy commuta-

tive ideal of BCK-algebra X. Then two hesitant level commutative ideals
HA("1);HA("2) with ("1 � "2) of HA are equal if and only if there is no x 2 X
such that "1 � hA(x) � "2:
Proof:
Suppose "1 � "2 and HA("1) = HA("2). If there exists x 2 X such that

"1 � hA(x) � "2; then HA("2) is proper subset of HA("1): This is impossible.
Conversely, suppose that there is no x 2 X, such that "1 � hA(x) � "2:

Note that, "1 � "2 implies HA("2) � HA("1): If x 2 HA("1); then hA(x) � "1
and so hA(x) � "2
because hA(x) * "2: Hence x 2 HA("2) which says that HA("1) � HA("2):

Thus, HA("1) = HA("2): This completes the proof. �
Let hA be a A-hesitant fuzzy set in X and let Im(hA) denote the image of

hA:

Theorem 5.12:
Let X be a BCK-algebra and hA a A-hesitant fuzzy commutative ideal of

X. If Im(hA) = f"1; "2; :::; "ng where "1 � "2 � ::: � "n; then the family
of commutative ideals HA("i)(i = 1; 2; :::; n) consitiutes all the hesitant level
commutative ideals of hA:
Proof :
Let " 2 p([0; 1]) and " =2 Im(hA): If " � "1; then hA("1) � hA("): Since

hA("1) = X; we have hA(") = X and hA(") = hA("1):
If "i � " � "i+1 (1 � i � n� 1) ; then there is no x 2 X such that " �

hA(x) � "i+1: From above theorem(5:10) it follows that hA(") = hA("i+1): This
shows that for any " 2 p([0; 1]) with hA(0) � "; the hesitant level commutative
ideal hA(") is in fhA("i) : 1 � i � ng :�

Lemma 5.13:
Let X be a �nite BCK�algebra and HA a A�hesitant fuzzy commutative

ideal of X. If � and � belong to Im(hA) such that hA(�) = hA(�); then � = �:

12

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1018 N. O. Alshehriet al 1007-1020



Proof:
Suppose � 6= �; say � < �; then there is x 2 X such that hA(x) = � < �

and so x 2 hA(�) and x =2 hA(�): Thus hA(�) 6= hA(�) which is contradiction .
The proof is complete. �

Theorem 5.14:
A hesitant fuzzy ideal HA of X is hestiant fuzzy implicative ideal if and

only if HA is both hestiant fuzzy commutative ideal and hestiant fuzzy positive
implicative ideal.
Proof:
Suppose HA is hestiant fuzzy implicative ideal of X. For all x; y; z 2 A we

have

hA((x � y) � z) \ hA(y � z) � hA((x � z) � z); [by proposition(2:9)(i)and (2:7)]
= hA((x � z) � (x � (x � z)); [by proposition(2:9)(ii)]
= hA(x � z); [by theorem(3:8)(iii)]

So HA is hesitant fuzzy positive implicative ideal of X. By proposition (2:7),
(2:9)(iii) and theorem (3:8)(iii)

hA(x � y) � hA(x � (y � (y � x))) � (y � (x � (y � (y � x))) = hA(x � (y � (y � x))

It follows from proposition (5:5) that HA is hesitant fuzzy commutative ideal
of X:
Conversely, suppose that HA is both hesitant fuzzy positive implicative and

hesitant fuzzy commutative ideal of X: Since (y � (y � x)) � (y � x) � x � (y � x):
It follows from proposition (2:7) that hA(x� (y �x)) � hA( (y � (y �x))� (y �x)):
Using theorm (4:5)we have hA( (y � (y � x)) � (y � x)) = hA(y � (y � x)) and so

hA(x � (y � x)) � hA(y � (y � x)) (�)

On the other hand, since x�y � x�(y�x) implies hA(x�(y�x)) � hA( x�y):
Since HA is hesitant fuzzy commutative by theorem (5:6) we have hA(x � y) =
hA(x � (y � (y � x))); hence hA(x � (y � x)) � hA(x � (y � (y � x))): Combinging
(�) we obtain

hA(x � (y � x)) � hA(x � (y � (y � x))) \ hA(y � (y � x)) � hA(x)

So HA is a hesitant fuzzy implicative ideal of X by theorem (3:8) . The proof
is complete. �
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uated lattices. As main results, we investigate the L-fuzzy (K,E)- soft topologies in-

duced by L-fuzzy (K, E)- soft uniformities. Moreover, we study the L-fuzzy (K,E)-

soft quasi uniformities induced by L-fuzzy (K,E)- soft topologies. We give their

examples.
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1 Introduction

Molodtsov [18] introduced a completely new concept called soft set theory to model

uncertainty, which associates a set with a set of parameters. Pei and Miao [19] showed

that soft sets are a class of special information systems. Later, Maji et al. [15] in-

troduced the concept of a fuzzy soft set which combines a fuzzy set and a soft set.

Presently, the soft set theory is making progress rapidly [1,2,6,15-19,26,28,31,32].

The topological structures of soft sets have been developed by many researchers

[3,5,8,23,27,29,30,33].

Hájek [9] introduced a complete residuated lattice which is an algebraic structure

for many valued logic. Bělohlávek [4] investigated information systems and deci-

sion rules in complete residuated lattices. Höhle [10] introduced L-fuzzy topologies

1Corresponding author
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with algebraic structure L(cqm, quantales, MV -algebra). Uniformities in fuzzy sets,

have the following approach of Lowen [14] based on powersets of the form LX×X

as a viewpoint of the enourage approach, the uniform covering approach of Kotzé

[13], the uniform operator approach of Rodabaugh [25] as a generalization of Hutton

[11] based on powersets of the form (LX)(LX), the unification approach of Gutiérrez

Garćıa [7]. Recently, Gutiérrez Garćıa introduced L-valued Hutton uniformity where

a quadruple (L,≤,⊗, ?) is defined by a GL-monoid (L, ?) as an extension of a com-

pletely distrbutive lattice L. Kim [12] introduced the notion of L-fuzzy uniformities

as an extension of Lowen in a strictly two-sided, commutative quantale. Moreover, he

investigated the relations between L- fuzzy topological spaces and L- fuzzy uniform

spaces. Ramadan et.al [23] introduced the notion of L-fuzzy (K, E)- soft topogenous

orders and L-fuzzy (K, E)- soft quasi uniformities in complete residuated lattices.

The goal of this paper is to focus on the relationships between L-fuzzy (K,E)-

soft quasi uniformities and L-fuzzy (K, E)- soft topologies in complete residuated

lattices. As main results, we investigate the L-fuzzy (K, E)- soft topologies induced

by L-fuzzy (K,E)- soft uniformities. Moreover, we study the L-fuzzy (K,E)- soft

quasi uniformities induced by L-fuzzy (K, E)- soft topologies. We give their examples.

2 Preliminaries

Let L = (L,≤,∨,∧, 0, 1) be a completely distributive lattice with the least element 0

and the greatest element 1 in L.

Definition 2.1. [4,9,11] An algebra (L,∧,∨,¯,→, 0, 1) is called a complete resid-

uated lattice if it satisfies the following conditions:

(C1) L = (L,≤,∨,∧, 1, 0) is a complete lattice with the greatest element 1 and

the least element 0;

(C2) (L,¯, 1) is a commutative monoid;

(C3) x¯ y ≤ z iff x ≤ y → z for x, y, z ∈ L.

Remark 2.2. Every completely distributive lattice (L,≤,∧,∨,∗ ) with order re-

versing involution ∗ is a complete residuated lattice (L,≤,¯,⊕,∗ ) with a strong nega-
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tion ∗ where ¯ = ∧ , ⊕ = ∨ and

x → y =

{
1, if x ≤ y,
y, otherwise.

In this paper, we assume that (L,≤,¯,→,⊕,∗ ) is a complete residuated lattice

with an order reversing involution x∗ = x → 0 which is defined by x⊕ y = (x∗¯ y∗)∗.

Lemma 2.3. [4,9,11] For each x, y, z, xi, yi, w ∈ L, we have the following proper-

ties.

(1) 1 → x = x, 0¯ x = 0,

(2) If y ≤ z, then x¯y ≤ x¯z, x⊕y ≤ x⊕z, x → y ≤ x → z and z → x ≤ y → x,

(3) x ≤ y iff x → y = 1.

(4) (
∧

i yi)
∗ =

∨
i y
∗
i , (

∨
i yi)

∗ =
∧

i y
∗
i ,

(5) x → (
∧

i yi) =
∧

i(x → yi),

(6) (
∨

i xi) → y =
∧

i(xi → y),

(7) x → (
∨

i yi) ≥
∨

i(x → yi),

(8) (
∧

i xi) → y ≥ ∨
i(xi → y),

(9) (x¯ y) → z = x → (y → z) = y → (x → z),

(10) x¯ y = (x → y∗)∗ and x⊕ y = x∗ → y,

(11) (x → y)¯ (z → w) ≤ (x¯ z) → (y ¯ w),

(12) x → y ≤ (x¯ z) → (y ¯ z) and (x → y)¯ (y → z) ≤ x → z,

(13) (x → y)¯ (z → w) ≤ (x⊕ z) → (y ⊕ w).

(14) x → y = y∗ → x∗.

(15) (x ∨ y)¯ (z ∨ w) ≤ (x ∨ z) ∨ (y ¯ w) ≤ (x⊕ z) ∨ (y ¯ w).

(16)
∨

i∈Γ xi →
∨

i∈Γ yi ≥
∧

i∈Γ(xi → yi) and
∧

i∈Γ xi →
∧

i∈Γ yi ≥
∧

i∈Γ(xi → yi),

Throughout this paper, X refers to an initial universe, E and K are the sets of all

parameters for X, and LX is the set of all L-fuzzy sets on X.

Definition 2.4. [3,5,23] A map f is called an L- fuzzy soft set on X, where f is

a mapping from E into LX , i.e., fe := f(e) is an L- fuzzy set on X, for each e ∈ E.

The family of all L- fuzzy soft sets on X is denoted by (LX)E. Let f and g be two L-

fuzzy soft sets on X.

3
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(1) f is an L-fuzzy soft subset of g and we write f v g if fe ≤ ge, for each e ∈ E.

f and g are equal if f v g and g v f.

(2) The intersection of f and g is an L- fuzzy soft set h = f ug, where he = fe∧ge,

for each e ∈ E.

(3) The union of f and g is an L- fuzzy soft set h = f t g, where he = fe ∨ ge, for

each e ∈ E.

(4) An L- fuzzy soft set h = f ¯ g is defined as he = fe ¯ ge, for each e ∈ E.

(5) An L- fuzzy soft set h = f ⊕ g is defined as he = fe ⊕ ge, for each e ∈ E.

(6) The complement of an L- fuzzy soft sets on X is denoted by f ∗, where f ∗ :

E → LX is a mapping given by f ∗e = (fe)
∗, for each e ∈ E.

(7) f is called a null L- fuzzy soft set and is denoted by 0X , if fe(x) = 0, for each

e ∈ E , x ∈ X.

(8) f is called an absolute L- fuzzy soft set and is denoted by 1X , if fe(x) = 1,

for each e ∈ E , x ∈ X.

Definition 2.5. [3,5] A mapping T : K → L(LX)E
(where Tk := T (k) : (LX)E → L

is a mapping for each k ∈ K) is called an L-fuzzy (K, E)-soft topology on X if it

satisfies the following conditions for each k ∈ K.

(SO1) Tk(0X) = Tk(1X) = 1,

(SO2) Tk(f ¯ g) ≥ Tk(f)¯ Tk(g) ∀ f, g ∈ (LX)E,

(SO3) Tk(
⊔

i fi) ≥
∧

i∈I Tk(fi) ∀ fi ∈ (LX)E, i ∈ I.

The pair (X, T ) is called an L-fuzzy (K,E)-soft topological space.

Definition 2.6. [3,5] A mapping F : K → L(LX)E
is called an L-fuzzy (K, E)-soft

cotopology on X if it satisfies the following conditions for each e ∈ E.

(SF1) Fk(0X) = Fk(1X) = 1,

(SF2) Fk(f ⊕ g) ≥ Fk(f)¯Fk(g), ∀ f, g ∈ (LX)E,

(SF3) Fk(ui∈Ifi) ≥
∧

iFk(fi), ∀ fi ∈ (LX)E, i ∈ I.

The pair (X,F) is called an L-fuzzy (K,E)-soft cotopological space.

Definition 2.7. [23] An L- fuzzy (K,E)-soft quasi uniformity is a mapping U :

K → L(LX×X)E
which satisfies the following conditions .

(SU1) There exists u ∈ (LX×X)E such that Uk(u) = 1.
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(SU2) If v v u, then Uk(v) ≤ Uk(u).

(SU3) For every u, v ∈ (LX×X)E,Uk(u¯ v) ≥ Uk(u)¯ Uk(v).

(SU4) If Uk(u) 6= 0 then >4 v u where, for each e ∈ E,

(>4)e(x, y) =

{
1, if x = y,
0, if x 6= y.

(SU5) Uk(u) ≤ ∨{Uk(v) | v ◦ v v u}, where

ue ◦ ve(x, z) =
∨
y∈X

ue(x, y)¯ ve(y, z).

The pair (X,U) is called an L-fuzzy (K,E)-soft quasi-uniform space.

An L-fuzzy (K, E)-soft quasi-uniform space (X,U) is said to be an L-fuzzy (K,E)-

soft uniform space if

(U) Uk(u) ≤ Uk(u
−1), where (u−1)e(x, y) = ue(y, x) for each k ∈ K and u ∈

(LX×X)E.

An L-fuzzy (K,E)-soft quasi-uniformity U on X is said to be an (L,¯)-fuzzy

principle quasi-uniformity if

(P) Uk(
∧

i∈Γ ui) =
∧

i∈Γ Uk(ui) for all ui ∈ (LX×X)E.

Remark 2.8. Let (X,U) be an L-fuzzy (K,E)-soft uniform space.

(1) By (SU1) and (SU2), we have Uk(1X×X) = 1 because u v 1X×X for all u ∈
(LX×X)E.

(2) Since Uk(u) ≤ Uk(u
−1) ≤ Uk((u

−1)−1) = Uk(u), then Uk(u) = Uk(u
−1).

3 L-fuzzy (K, E)-soft topologies induced by L-fuzzy (K,E)-
soft uniformities

Lemma 3.1. For every f ∈ (LX)E, we define (uf ), (u
−1
f ) ∈ (LX×X)E by:

(uf )e(x, y) = fe(x) → fe(y) ∀e ∈ E,

(u−1
f )e(x, y) = (uf )e(y, x) ,

then ∀f, g ∈ (LX)E we have the following statements

5
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(1) 1X×X = u0X
= u1X

,

(2) For every uf ∈ (LX×X)E, we have uf ◦ uf v uf ,

(3) uf ¯ ug v uf¯g,

(4) uf ¯ ug v uf⊕g, uf ⊕ ug v uf⊕g,

(5)u−1
f = uf∗ ,

(6)u−1
f¯g = uf∗⊕g∗ ,

(7)u−1
f⊕g = uf∗¯g∗ ,

Proof. (1) (1X×X)e(x, y) = > = (u0X
)e(x, y) = (0X)e(x) → (0X)e(y) = (1X)e(x) →

(1X)e(y) = (u1X
)e(x, y).

(2)
((uf )e ◦ (uf )e)(x, z) =

∨
y∈X((uf )e(x, y)¯ (uf )e(y, z))

=
∨

y∈X(fe(x) → fe(y))¯ (fe(y) → fe(z)))
≤ (fe(x) → fe(y))¯ (fe(y) → fe(z))
≤ fe(x) → fe(z).

Hence (uf ◦ uf ) ≤ uf .

(3)
(uf ¯ ug)e(x, y) = (uf )e(x, y)¯ (ug)e(x, y)
≤ (fe(x) → fe(y))¯ (ge(x) → ge(y))
≤ fe(x)¯ ge(x) → fe(y)¯ ge(y)
= (uf¯g)e(x, y).

(4)
(uf ¯ ug)(x, y) = uf (x, y)¯ ug(x, y)
≤ (fe(x) → fe(y))¯ (ge(x) → ge(y))
≤ fe(x)⊕ ge(x) → fe(y)⊕ ge(y)
= uf⊕g(x, y).

(5)
(u−1

f )e(x, y) = (uf )e(y, x) = fe(y) → fe(x) = f ∗e (x) → f ∗e (y)
= (uf∗)e(x, y).

(6)

(u−1
f¯g)e = (u(f¯g)∗)e = (uf∗⊕g∗)e.

(7)

(u−1
f⊕g)e = (u(f⊕g)∗)e = (uf∗¯g∗)e.

Theorem 3.2. Let (X,U) be an L-fuzzy (K, E)-soft principle quasi-uniform

space. Define the mapping T U : K → L(LX)E
by:

6
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T U
k (f) =

{
1, if f = 0X

Uk(uf ), if f 6= 0X .

Then, T U is an L-fuzzy (K,E)-soft topology on X.

Proof. (SO1) T U
k (0X) = 1 and T U

k (1X) = Uk(u1X
) = Uk(1X×X) = 1.

(SO2) Since uf ¯ ug v uf¯g , for each f, g ∈ (LX)E, by (SU3), we have Uk(uf ¯
ug) ≤ Uk(uf¯g).

Hence, T U
k (f ¯ g) = Uk(uf¯g) ≥ Uk(uf ¯ ug) ≥ Uk(uf )¯Uk(ug) = T U

k (f)¯T U
k (g).

(SO3) Let {fi}i∈Γ be a family of fuzzy soft sets in X. Then, by Lemma 2.3(8),we

have

(u(
∨

i∈Γ fi))e(x, y) = (
∨

i∈Γ fi)e(x) → (
∨

i∈Γ fi)e(y)
≥ ∧

i((fi)e(x) → (fi)e(y))
=

∧
i(ufi

)e(x, y).

Then T U
k (

∨
i∈Γ fi) = Uk(u(

∨
i∈Γ fi)) ≥ Uk(

∧
i∈Γ ufi

) =
∧

i∈Γ Uk(ufi
) =

∧
i∈Γ T U

k (fi),

for every i ∈ Γ.

Theorem 3.3. Let (X,U) be a L-fuzzy (K,E)-soft principle quasi-uniform

space. Define the mapping FU : K → L(LX)E
by:

FU
k (f) =

{
1, if f = 1X

Uk(u
−1
f ), if f 6= 1X .

Then, FU is an L- fuzzy (K,E)-soft cotopology on X.

Proof. (SF1) FU
k (1X) = 1 and T U

k (0X) = Uk(u
−1
0X

) = U(u1X
) = Uk(1X×X) = 1.

(SF2) Since uf∗ ¯ ug∗ v uf∗¯g∗ = u−1
f⊕g , for each f, g ∈ (LX)E, by (U3), we

have Uk(u
−1
f ¯ u−1

g ) ≤ Uk(u
−1
f¯g). Hence, FU

k (f ⊕ g) = Uk(u
−1
f⊕g) = Uk(uf∗¯g∗) ≥

Uk(uf∗ ¯ ug∗) ≥ Uk(uf∗)¯ U(ug∗) = FU
k (f)¯FU

k (g).

(SF3) Let {fi}i∈Γ be a family of fuzzy sets in X. Then, by Lemma 2.3(8),we have

(u(
∨

i∈Γ f∗i ))e(x, y) = (
∨

i∈Γ f ∗i )e(x) → (
∨

i∈Γ f ∗i )e(y)
≥ ∧

i((f
∗
i )e(x) → (f ∗i )e(y))

=
∧

i(uf∗i )e(x, y).
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Then FU
k (

∧
i∈Γ fi) = Uk(u

−1
(
∧

i∈Γ fi)
) = Uk(u(

∨
i∈Γ f∗i )) ≥ Uk(

∧
i∈Γ uf∗i ) =

∧
i∈Γ Uk(uf∗i ) =

∧
i∈ΓFU

k (fi), for every i ∈ Γ.

Theorem 3.4 Let (X,U) be an L-fuzzy (K, E)-soft quasi-uniform space. Define

the mapping T U : K → L(LX)E
by

T U
k (f) =

∧
e∈E

∧
x∈X

{f ∗e (x) ∨
∨

u[x]vf

Uk(u)}

where (u[x])e(y) = ue(y, x). Then, T U is an L-fuzzy (K, E)-soft topology on X.

Proof (SO1) It is easily checked.

(SO2) Suppose that

(
∨

u[x]vf

Uk(u))¯ (
∨

v[x]vg

Uk(v)) 6≤
∨

w[x]vf¯g

Uk(w).

For each i ∈ {1, 2}, there exists ui with ui[x] v fi such that

Uk(u1)¯ Uk(u2) 6≤
∨

w[x]vf¯g

Uk(w).

It implies (u1 ¯ u2)[x] v f ¯ g such that

∨

w[x]vf1¯f2

Uk(w) ≥ Uk(u1 ¯ u2) ≥ Uk(u1)¯ Uk(u2).

It is a contradiction.

T U
k (f)¯ T U

k (g)

=
( ∧

e∈E

∧
x∈X{f ∗e (x) ∨∨

u[x]vf Uk(u)}
)
¯

( ∧
e∈E

∧
y∈X{g∗e(y) ∨∨

v[y]vg Uk(v)}
)

≤ ∧
e∈E

∧
x∈X

(
{f ∗e (x) ∨∨

u[x]vf Uk(u)} ¯ {g∗e(x) ∨∨
v[x]vg Uk(v)}

)

(by Lemma 2.3 )

≤ ∧
e∈E

∧
x∈X

(
(f ∗e ⊕ g∗e)(x) ∨ (

∨
u[x]vf Uk(u))¯ (

∨
v[x]vg Uk(v))

)

≤ ∧
e∈E

∧
x∈X

(
(f ∗e ⊕ g∗e)(x) ∨ (

∨
u¯v[x]vf¯g Uk(u¯ v)

)

≤ T U
k (f ¯ g).

8
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(SO3)

T U
k (

∨
j∈J fj) =

∧
e∈E

∧
x∈X{(

∨
j∈J fj)

∗
e(x) ∨∨

u[x]v∨jfj
U(u)}

(since L is a completely distributive lattice)
=

∧
e∈E

∧
x∈X{

∧
j{(fj)

∗
e(x) ∨∨

u[x]v∨jfj
U(u)}}

=
∧

j{
∧

e∈E

∧
x∈X{(fj)

∗
e(x) ∨∨

u[x]v∨jfj
U(u)}}

≥ ∧
j{

∧
e∈E

∧
x∈X{(fj)

∗
e(x) ∨∨

u[x]vfj
U(u)}}

=
∧

j T U
k (fj).

Corollary 3.5. Let (X,U) be an L-fuzzy (K, E)-soft quasi-uniform space. Define

the mapping FU : K → L(LX)E
by

FU
k (f) =

∧
e∈E

∧
x∈X

{fe(x) ∨
∨

u[x]vf∗
Uk(u)}.

Then, FU is an L-fuzzy (K,E)-soft cotopology on X.

4 L-fuzzy (K,E)-soft quasi-uniformities induced by L-fuzzy
(K, E)-soft topologies

Theorem 4.1. Let (X, T ) be an L-fuzzy (K, E)-soft topological space. Define the

mapping UT : K → L(LX×X)E
by

UTk (u) =
∨
{¯n

i=1Tk(fi) | ¯n
i=1ufi

v u, fi 6= 0X},

where
∨

is taken over finite family {ufi
| i = 1, 2, ..., n}. Then UT is an L-fuzzy

(K, E)-soft quasi -uniformity on X.

Proof.(1) Put T 0 = {f ∈ (LX)E | Tk(f) 6= 0}.
(SU1) Since u1X

v 1X×X , we have

U(1X×X) ≥ Tk(1X) = 1.

(SU2) If u1 v u2, u1, u2 ∈ (LX×X)E, then

Uk(u1) =
∨{¯n

i=1Tk(fi) | ¯n
i=1ufi

v u1, fi 6= 0X}
≤ ∨{¯n

i=1Tk(fi) | ¯n
i=1ufi

v u2, fi 6= 0X}
= Uk(u2).

9
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(SU3) Let f, g ∈ (LX)E and u ∈ (LX×X)E, then uf ¯ ug v uf¯g and

UTk (u)¯ UTk (w)
=

∨{¯n
i=1Tk(fi) | ¯n

i=1ufi
v u, fi 6= 0X}

¯∨{¯m
j=1Tk(gj) | ¯m

j=1ugj
v w, gj 6= 0X}

≤ ∨{¯n
i=1Tk(fi)¯¯m

j=1Tk(gj) |
¯n

i=1ufi
¯¯m

j=1ugj
v u¯ w, fi 6= 0X , gj 6= 0X}

≤ UTk (u¯ w).

(SU4) If Uk(u) 6= 0, then there exists f ∈ (LX)E with Tk(f) 6= 0 such that uf v u.

Hence, 14 v uf v u.

(SU5) Suppose there exists u ∈ (LX×X)E such that

∨
{UTk (v) | v ◦ v v u} 6≥ UTk (u).

There exists a finite family {gi ∈ T 0 | ¯m
i=1ugi

≤ u}. such that

∨
{UTk (v) | v ◦ v v u} 6≥ ¯m

i=1Tk(gi).

On the other hand, since ugi
◦ ugi

v ugi
, for each i ∈ {1, ..., m} , we have

(¯m
i=1ugi

) ◦ (¯m
i=1ugi

) = ¯m
i=1(ugi

◦ ugi
)

v ¯m
i=1ugi

.

Put v = ¯m
i=1ugi

. Then v ◦ v v u and

∨
{UTk (v) | v ◦ v v u} ≥ UTk (v) ≥ ¯m

i=1Tk(gi).

It is a contradiction. Thus
∨{UTk (v) | v ◦ v v u} ≥ UTk (u).

Corollary 4.2. Let (X,F) be an L-fuzzy (K, E)-soft cotopological space. Define

the mapping UF : K → L(LX×X)E
by

UFk (u) =
∨
{¯n

i=1Fk(g
∗
i ) | ¯n

i=1ugi
v u, gi 6= 0X},

where the first
∨

is taken over every finite family {uGi
| i = 1, ..., n}. Then UF is an

L-fuzzy (K, E)-soft quasi-uniformity on X.

Example 4.3. Let (L = [0, 1],¯,→) be a complete residuated lattice (ref.

[4,9,11]) defined by

x¯ y = (x + y − 1) ∨ 0, x → y = (1− x + y) ∧ 1,
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x⊕ y = (x + y) ∧ 1, x∗ = 1− x.

Let X = {x, y} be a set , K = E = {e1, e2} and f, g ∈ (LX)E such that

fe1(x) = 0.6, fe1(y) = 0.5,
fe2(x) = 0.3, fe2(y) = 0.6.
ge1(x) = 0.2, ge1(y) = 0.5,
ge2(x) = 0.4, ge2(y) = 0.3.

We obtain f ¯ f, f ∗, g∗, f ∗ ⊕ f ∗ ∈ (LX)E such that

(f ¯ f)e1(x) = 0.2, (f ¯ f)e1(y) = 0,
(f ¯ f)e2(x) = 0, (f ¯ f)e2(y) = 0.2.

f ∗e1
(x) = 0.4, f ∗e1

(y) = 0.5,
f ∗e2

(x) = 0.7, f ∗e2
(y) = 0.4.

g∗e1
(x) = 0.8, g∗e1

(y) = 0.5,
g∗e2

(x) = 0.6, g∗e2
(y) = 0.7.

(f ∗ ⊕ f ∗)e1(x) = 0.8, (f ∗ ⊕ f ∗)e1(y) = 1,
(f ∗ ⊕ f ∗)e2(x) = 1, (f ∗ ⊕ f ∗)e2(y) = 0.8.

(1) Define T : E → L(LX)E
as follows

Te1(h) =





1, if h ∈ {1X , 0X}
0.6, if h = f,
0.3, if h = f ¯ f,
0, otherwise,

Te2(h) =





1, if h ∈ {1X , 0X}
0.4, if h = g,
0, otherwise.

Since 0.3 = Te1(f ¯ f) ≥ Te1(f)¯Te1(f) = 0.2 , T is an L-fuzzy (E, E)-soft topology

on X.

(2) From (1), we obtain an L-fuzzy (E, E)-soft cotopology F : E → L(LX)E
with

Fei
(f) = Tei

(f ∗) as follows

Fe1(h) =





1, if h ∈ {1X , 0X}
0.6, if h = f ∗,
0.3, if h = f ∗ ⊕ f ∗,
0, otherwise,

Fe2(h) =





1, if h ∈ {1X , 0X}
0.4, if h = g∗,
0, otherwise,
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(3) We obtain uf , ug, uf¯f as

(uf )e1 =

(
1 0.9
1 1

)
(uf )e2 =

(
1 1

0.7 1

)

(uf¯f )e1 =

(
1 0.8
1 1

)
(uf¯f )e2 =

(
1 1

0.8 1

)

(ug)e1 =

(
1 1

0.7 1

)
(ug)e2 =

(
1 0.9
1 1

)

From Theorem 4.1, we obtain an L-fuzzy (E, E)-soft quasi-uniformity UT : E →
L(LX×LX)E

as follows

(UT )e1(u) =





1, if u = 1X×X

0.6, if uf v u 66= 1X×X ,
0.3, if uf¯f v u 6w uf ,
0.2, if uf ¯ uf v u 6w uf¯f ,
0, otherwise,

(UT )e2(u) =





1, if u = 1X×X

0.4, if ug v u 6= 1X×X ,
0, otherwise.

Theorem 4.4. Let T be an L- fuzzy (K,E)-soft topology on X and UT the L-

fuzzy (K,E)-soft principle quasi-uniformity. Then

(1) T UT ≥ T ,

(2) UT U ≤ U .

Proof. (1) T UT
k (f) = UTk (uf ) =

∨{¯n
i=1Tk(fi) | ¯n

i=1ufi
≤ uf , fi 6= 0X} ≥ Tk(f).

(2) Suppose that there exists u ∈ (LX×X)E such that

UT Uk (u) 6≤ Uk(u).

There exists a family {ufi
| ¯m

i=1 ufi
v u} such that ¯m

j=1T U
k (fi) � Uk(u). For each

i = 1, 2, ..., m, by the definition of T U , there exists ufi
∈ (LX×X)E such that

¯m
j=1UTk (ufi

) � Uk(u).

On the other hand,

Uk(u) ≥ Uk(¯m
i=1ufi

) ≥ ¯m
i=1Uk(ufi

) = ¯m
i=1Tk(fi).

It is a contradiction.
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Example 4.5. Let X = {hi | i = {1, 2, 3}} with hi=house and E = {e, b} with

e=expensive, b= beautiful. Define a binary operation ¯ on [0, 1] by

x¯ y = max{0, x + y − 1}, x → y = min{1− x + y, 1}

x⊕ y = min{1, x + y}, x∗ = 1− x

Then ([0, 1],¯,→, 0, 1) is a complete residuated lattice.

(1) Put v, v ¯ v, w ∈ ([0, 1]X×X)E as

ve =




1 0.6 0.5
0.3 1 0.5
0.4 0.6 1


 vb =




1 0.5 0.3
0.7 1 0.5
0.6 0.6 1




(v ¯ v)e =




1 0.2 0
0 1 0
0 0.2 1


 (v ¯ v)b =




1 0 0
0.4 1 0
0.2 0.2 1




we =




1 0.4 0.5
0.4 1 0.5
0.4 0.6 1


 vb =




1 0.5 0.3
0.3 1 0.5
0.2 0.3 1




We define U : E → [0, 1]([0,1]X×X)E
as follows:

Ue(u) =





1, if u = 1Y×Y

0.6, if v v u 6= 1Y×Y ,
0.3, if v ¯ v v u 6w v,
0, otherwise.

Ub(u) =





1, if u = 1Y×Y

0.5, if w v u 6= 1Y×Y ,
0, otherwise.

Since v ◦ v = v, w ◦ w = w and (v ¯ v) ◦ (v ¯ v) = (v ¯ v), U is a [0, 1]-fuzzy (E, E)-

soft principle quasi-uniformity on X. From Theorem 3.2, we obtain a [0, 1]-fuzzy

soft (E, E)-topology T U : E → [0, 1]([0,1]X)E
such that T U

e (v[f ]) = 0.6 because, for

e ∈ {e, b}, f 6= 0X ,

(uv[f ])e(y, z) = v[f ]e(y) → v[f ]e(z)
=

∨
x∈X(ve(x, y)¯ fe(x)) → ∨

x∈X(ve(x, z)¯ fe(x))
≥ ∧

x∈X((ve(x, y)¯ fe(x)) → (ve(x, z)¯ fe(x)))
≥ ∧

x∈X(ve(x, y) → ve(x, z))
≥ ve(y, z).

Since (u1X×X [αX ])e(y, z) = 1X×X [αX ]e(y) → 1X×X [αX ]e(z) = (1X×X)e(y, z), we have

T U
e (1X×X [αX ]) = T U

e (αX) = 1. Moreover, T U
e (v ¯ v[f ]) = 0.3 and T U

d (w[f ]) = 0.5.
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Hence

T U
e (g) =





1, if g = αX ,
0.6, if g = v[f ],
0.3, if g = (v ¯ v)[f ]
0, otherwise,

T U
b (g) =





1, if g = αX ,
0.5, if g = w[f ],
0, otherwise,

From Theorem 4.1, we obtain UT U : E → [0, 1]([0,1]X×X)E
as follows:

UT Ue (u) =





1, if u = 1X×X

0.6, if uv[f ] v u 6= 1Y×Y ,
0.3, if u(v¯v)[f ] v u 6w uv[f ],
0, otherwise.

UT Ub (u) =





1, if u = 1X×X

0.5, if uv[f ] v u 6= 1Y×Y ,
0, otherwise.

Since ∨
x∈X(ve(x, y)¯ fe(x)) → ∨

x∈X(ve(x, z)¯ fe(x))
≥ ∧

x∈X((ve(x, y)¯ fe(x)) → (ve(x, z)¯ fe(x))
≥ ∧

x∈X(ve(x, y) → ve(x, z)) ≥ ve(y, z),

uv[f ] v v and u(v¯v)[f ] v v. Hence UT U ≤ U .
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A FIXED POINT APPROACH TO STABILITY OF ADDITIVE MAPPINGS

IN MODULAR SPACES WITHOUT ∆2-CONDITIONS

CHOONKIL PARK, ABASALT BODAGHI, AND SANG OG KIM*

Abstract. In this article, we prove the generalized Hyers-Ulam-Rassias stability of the fol-
lowing equivalent functional equations

f(x + y) = f(x) + f(y),

f
(x + y

2

)
+ f

(x− y

2

)
= f(x)

via fixed point method. We obtain the result in the framework of modular spaces without
∆2-conditions.

1. Introduction and preliminaries

We recall some basic facts concerning modular spaces.

Definition 1.1. Let X be a vector space over a field K (R or C). A generalized function
ρ : X → [0,∞] is called a modular if it satisfies for all α, β ∈ K, x, y ∈ X

(i) ρ(x) = 0 if and only if x = 0,
(ii) ρ(αx) = ρ(x) for every scalar α with |α| = 1,
(iii) ρ(αx+ βy) ≤ ρ(x) + ρ(y) if α+ β = 1 and α, β ≥ 0.

If we replace (iii) by
(iii′) ρ(αx+ βy) ≤ αρ(x) + βρ(y) if α+ β = 1 and α, β ≥ 0

then we say that ρ is a convex modular.

A modular ρ defines a corresponding modular space, denoted by Xρ, given by

Xρ = {x ∈ X | ρ(λx)→ 0 as λ→ 0}.

Xρ is a vector subspace of X.

Definition 1.2. Let Xρ be a modular space and {xn} be a sequence in Xρ.

(1) {xn} ρ-converges to x ∈ Xρ if ρ(xn − x) → 0 as n → ∞. The point x is called the

ρ-limit of the sequence {xn}, which is denoted by xn
ρ→ x.

(2) {xn} is a ρ-Cauchy sequence if ρ(xn − xm)→ 0 as m,n→∞.
(3) A subset S ⊆ X is called ρ-complete if every ρ-Cauchy sequence in S is ρ-convergent to

an element of S.

Remark 1.3. Note that for a fixed x ∈ Xρ, the valuation λ ∈ K 7→ ρ(λx) is increasing. In
case the modular ρ is convex, one has ρ(x) ≤ δρ

(
1
δx
)

for all x ∈ Xρ, provided 0 < δ ≤ 1. In

2010 Mathematics Subject Classification. Primary 39B52, 39B82, 47H09.
Key words and phrases. generalized Ulam-Hyers-Rassias stability, additive mapping, modular space, fixed

point.
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2 C. PARK, A. BODAGHI, AND S. O. KIM

particular, ρ(x) ≤ 1
2n ρ(2nx) for all x ∈ Xρ and n ∈ N. Let {an}, {bn}, {cn}, {dn} be sequences

in Xρ that ρ-converge to a, b, c, d, respectively. It is easy to show that

ρ

(
1

4
(an − a) +

1

4
(bn − b) +

1

4
(cn − c) +

1

4
(dn − d)

)
≤ 1

4

(
ρ(an − a) + ρ(bn − b) + ρ(cn − c) + ρ(dn − d)

)
.

Unlike a norm, a modular need not be continuous. The convergence of a sequence {xn}
does not imply that of {cxn} for a scalar c. In order to avoid such difficulties, some additional
conditions are imposed on the modular so that the multiple of {xn} converges naturally. One
of such conditions is the so-called ∆2-condition. A modular ρ is said to satisfy the ∆2-condition
if there exists κ ≥ 0 such that ρ(2x) ≤ κρ(x) for all x ∈ Xρ.

Example 1.4. A convex function φ(t) defined on [0,∞), nondecreasing and continuous for
t ≥ 0 and such that φ(0) = 0, φ(t) > 0 for t > 0, and φ(t) → ∞ as t → ∞, is called an Orlicz
function. Let (Ω,Σ, µ) be a measure space. Let L0(µ) be the set of all measurable real-valued
(or complex-valued) functions on Ω. Define for f ∈ L0(µ),

ρφ(f) =

∫
Ω
φ(|f |)dµ.

Then ρφ is a modular and the associated modular function space is called an Orlicz space and
denoted by

Lφ = {f ∈ L0(µ) | ρφ(λf)→ 0 as λ→ 0}.
It is known that Lφ is ρφ-complete. Moreover, (Lφ, ‖ · ‖ρφ) is a Banach space, where the
Luxemburg norm ‖ · ‖ρφ is defined as follows;

‖f‖ρφ = inf

{
λ > 0

∣∣∣ ∫
Ω
φ

(
|f |
λ

)
dµ ≤ 1

}
.

Note that if µ is the Lebesgue measure on R and φ(t) = et − 1, then ρφ does not satisfy the
∆2-condition.

The notion of modulars on linear spaces and the corresponding theory of modular spaces, as
a generalization of metric spaces, were initiated by Nakano [15] in connection with the theory
of ordered spaces. Further and the most complete development of the theories are due to
Luxemburg, Musielak, Orlicz, Mazur [11, 12, 13, 14] and their collaborators. In the present
time, the theory of modular and modular spaces are extensively applied, in particular, in the
theory of various Orlicz spaces and interpolation theory, which have broad applications. For
a review of Musielak-Orlicz space and modular spaces, the reader is referred to the book of
Musielak and Orlicz [13].

The stability problem of functional equations originated from a question of Ulam [23] in 1940,
concerning the stability of group homomorphisms. In 1941, Hyers [7] gave the first affirmative
answer to the problem of Ulam for Banach spaces. Hyers’ result was generalized by Aoki [1]
for additive mappings and by Rassias [16] for linear mappings by considering an unbounded
Cauchy difference. Generalizations of the Rassias’ theorem were obtained by Forti [4] and
Gǎvruta [5] who permitted the Cauchy difference to become arbitrary unbounded. Since then
a wide spectrum of stability problems has been investigated for a variety of functional equations
and spaces. A large list of references concerning the stability of various functional equations can
be found e.g., in [2, 3, 8, 9, 18, 19, 20, 21, 22]. Recently, Sadeghi [17] showed a fixed point method
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STABILITY OF ADDITIVE MAPPINGS IN MODULAR SPACES 3

to prove the stabilities of the Cauchy and Jensen functional equations on modular spaces with
the ∆2-conditions. Wongkum et al. [24] obtained a stability result of the quadratic functional
equation without the ∆2-conditions. Also, Eshaghi Gordji et al. [6] proved a generalized Ulam-
Hyers-Rassias stability of Cauchy mappings in modular spaces endowed with a partial order
without the ∆2-condition.

Motivated by the ideas and results of [6], [17] and [24], we prove the generalized Ulam-Hyers-
Rassias stability of additive functional equations in the framework of modular spaces via fixed
point theory. It is very important to note that we dropped the ∆2-condition. The results are
interesting and many results on the stability of additive functional equations in normed spaces
can be reformulated. Note that the functional equations we are considering in Theorems 2.2
and 3.1 are equivalent, but in the stability of those functional equations the control functions
are different.

2. Stability of the functional equation f(x + y) = f(x) + f(y)

Let Xρ be a modular space, C ⊂ Xρ, and T : C → C be a mapping. The orbit of T at x ∈ C
is the set

O(x) = {x, Tx, T 2x, . . .}.
The quantity δρ(x) = sup{ρ(Tn(x)− Tm(x)) | n,m ∈ N} is called the ρ-diameter of T at x.

We start with a known fixed point theorem in modular spaces.

Theorem 2.1. ([10]) Let Xρ be a modular space whose induced modular is lower semicontinuous
and let C ⊂ Xρ be a ρ-complete subset. If T : C → C is a ρ-contraction, that is, there is a
constant k ∈ [0, 1) such that

ρ(Tx− Ty) ≤ kρ(x− y), x, y ∈ C,
and δρ(x0) < ∞ for x0 ∈ C, then the sequence {Tn(x0)} is ρ-convergent to a point w ∈ C. If
ρ
(
w − T (w)

)
<∞ and ρ

(
x0 − T (w)

)
<∞, then w is a fixed point of T .

Theorem 2.2. Let V be a linear space, Xρ be a ρ-complete modular space where ρ is lower
semicontinuous and convex, and f : V → Xρ be a mapping with f(0) = 0. Let 0 ≤ L < 1 be a
constant and suppose that

ρ
(
2f(x+ y)− 2f(x)− 2f(y)

)
≤ ϕ(x, y), x, y ∈ V, (2.1)

where ϕ : V × V → [0,∞) is a nonnegative real-valued function with the following properties;

lim
n→∞

ϕ(2nx, 2ny)

2n
= 0,

ϕ(2x, 2x) ≤ 2Lϕ(x, x), x, y ∈ V.
(2.2)

Then there exists a unique additive mapping w : V → Xρ such that

ρ
(
w(x)− f(x)

)
≤ 1

4(1− L)
ϕ(x, x) (2.3)

for all x ∈ V .

Proof. Let
M = {g | g : V → Xρ, g(0) = 0}.

Then by a standard argument as in [24, Lemma 10] or [17, Theorem 2.1], M is a linear space,
and the generalized function ρ̃ : M → [0,∞] defined by

ρ̃(g) = inf{c > 0 | ρ
(
g(x)

)
≤ cϕ(x, x), x ∈ V }
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4 C. PARK, A. BODAGHI, AND S. O. KIM

is a convex modular on M . Moreover the corresponding modular space Mρ̃ is the whole space
M and is ρ̃-complete. Also ρ̃ is lower semicontinuous.

Define T : Mρ̃ →Mρ̃ by

T (g)(x) =
1

2
g(2x), g ∈Mρ̃, x ∈ V.

We first show that T is a ρ̃-contraction. Let x ∈ V, g, h ∈ Mρ̃ and c be an arbitrary constant
with ρ̃(g − h) ≤ c. Then we have

ρ
(
g(2x)− h(2x)

)
≤ cϕ(2x, 2x),

so that by (2.2)

ρ

(
g(2x)

2
− h(2x)

2

)
≤ 1

2

(
g(2x)− h(2x)

)
≤ c

2
ϕ(2x, 2x) ≤ Lcϕ(x, x).

Hence we have ρ̃(Tg − Th) ≤ Lρ̃(g − h), from which T is a ρ̃-contraction.
Next, we show that T has a bounded orbit at f . For that, we first show by induction on

n ∈ N

ρ

(
f(2nx)

2n−1
− 2f(x)

)
≤

n∑
i=1

1

2i
ϕ
(
2i−1x, 2i−1x

)
, x ∈ V. (2.4)

In fact, for n = 1, letting x = y in (2.1), we have

ρ
(
f(2x)− 2f(x)

)
≤ 1

2
ρ
(
2f(2x)− 4f(x)

)
≤ 1

2
ϕ(x, x).

Assume that (2.4) holds for n− 1. Then, for all x ∈ V ,

ρ

(
f(2nx)

2n−1
− 2f(x)

)
≤ 1

2
ρ

(
f(2nx)

2n−2
− 2f(2x)

)
+

1

2
ρ
(
2f(2x)− 4f(x)

)
≤ 1

2

n−1∑
i=1

1

2i
ϕ
(
2ix, 2ix

)
+

1

2
ϕ(x, x)

=

n∑
i=1

1

2i
ϕ
(
2i−1x, 2i−1x

)
,

from which it follows that (2.4) holds for every n ∈ N. Hence we deduce that

ρ

(
f(2nx)

2n−1
− 2f(x)

)
≤

n∑
i=1

1

2i
ϕ(2i−1x, 2i−1x)

≤ 1

2
ϕ(x, x)

n∑
i=1

Li−1

≤ 1

2
ϕ(x, x)

∞∑
i=1

Li−1

≤ 1

2(1− L)
ϕ(x, x)

(2.5)

for all x ∈ V .
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STABILITY OF ADDITIVE MAPPINGS IN MODULAR SPACES 5

Now for m,n ∈ N, we have by (2.5)

ρ

(
f(2nx)

2n
− f(2mx)

2m

)
≤ 1

2
ρ

(
2
f(2nx)

2n
− 2f(x)

)
+

1

2
ρ

(
2
f(2nx)

2m
− 2f(x)

)
≤ 2

4(1− L)
ϕ(x, x)

=
1

2(1− L)
ϕ(x, x)

(2.6)

for all x ∈ V . We also have

ρ

(
f(2nx)

2n
− f(x)

)
≤ 1

2
ρ

(
2
f(2nx)

2n
− 2f(x)

)
≤ 1

4(1− L)
ϕ(x, x) (2.7)

for all x ∈ V . Hence it follows by (2.6) that for m,n ∈ N,

ρ̃(Tnf − Tmf) ≤ 1

2(1− L)
<∞,

and hence, the ρ̃-diameter of T at f is finite, i.e., δρ̃(f) <∞.

By Theorem 2.1, there exists an element w ∈Mρ̃ such that Tnf
ρ̃→ w. By the ρ̃-contractivity

of T , one has

ρ̃(Tw − Tn+1f) ≤ Lρ̃(w − Tnf). (2.8)

Letting n→∞ in (2.8) and applying the lower semicontinuity of ρ̃, we have

ρ̃(Tw − w) ≤ lim inf
n→∞

ρ̃(Tw − Tn+1f)

≤ lim inf
n→∞

Lρ̃(w − Tnf)

= 0,

so that w is a fixed point of T , i.e., w(2x) = 2w(x) for all x ∈ V .
Replacing (x, y) by (2nx, 2ny) in (2.1), we have

ρ
(

2f
(
2n(x+ y)

)
− 2f(2nx)− 2f(2ny)

)
≤ ϕ(2nx, 2ny).

Then by using Remark 1.3 and (2.2), we have

ρ

(
f(2n(x+ y))

2n
− f(2nx)

2n
− f(2ny)

2n

)
≤ ρ

(
2f(2n(x+ y))

2n
− 2f(2nx)

2n
− 2f(2ny)

2n

)
≤ 1

2n
ρ
(

2f
(
2n(x+ y)

)
− 2f(2nx)− 2f(2ny)

)
≤ 1

2n
ϕ(2nx, 2ny)→ 0

(2.9)

as n→∞.
Applying the lower semicontinuity of ρ, Remark 1.3 and (2.9), we deduce that

w(x+ y) = w(x) + w(y)
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6 C. PARK, A. BODAGHI, AND S. O. KIM

for all x, y ∈ V , that is, w is additive. Moreover, by (2.7), it follows that

ρ
(
w(x)− f(x)

)
≤ 1

4(1− L)
ϕ(x, x)

for all x ∈ V . Hence the inequality (2.3) is proved.
Finally, we show the uniqueness of the additive mapping w. Assume that w1, w2 are additive

mappings that satisfy (2.3). Then we deduce that

ρ

(
w1(x)

2
− w2(x)

2

)
= ρ

(
w1(2nx)

2n+1
− f(2nx)

2n+1
+
f(2nx)

2n+1
− w2(2nx)

2n+1

)
≤ 1

2n
ρ

(
w1(2nx)

2
− f(2nx)

2
+
f(2nx)

2
− w2(2nx)

2

)
≤ 1

2n

(
1

2
ρ
(
w1(2nx)− f(2nx)

)
+

1

2
ρ
(
f(2nx)− w2(2nx)

))
≤ 1

2n+1
· 2

4(1− L)
ϕ(2nx, 2nx)

≤ 1

2n+2
· 1

1− L
· (2L)nϕ(x, x)

→ 0 as n→∞
for all x ∈ V , from which it follows that w1 = w2. This completes the proof. �

If the control function ϕ is replaced by a constant, we obtain the following result.

Corollary 2.3. Let V be a linear space, Xρ be a ρ-complete modular space where ρ is lower
semicontinuous and convex, and f : V → Xρ be a mapping with f(0) = 0. If there exists a
constant δ > 0 such that

ρ
(
2f(x+ y)− 2f(x)− 2f(y)

)
≤ δ, x, y ∈ V,

then there exists a unique additive mapping w : V → Xρ such that

ρ
(
w(x)− f(x)

)
≤ δ

2

for all x ∈ V .

Proof. It is easy to see that we can take L = 1
2 in Theorem 2.2 if ϕ(x, y) = δ for all x, y ∈ V . �

It is known that every normed space is a modular space with ρ(x) = ‖x‖. Applying Theorem
2.2, we have the following result.

Corollary 2.4. Let V be a linear space, (X, ‖ · ‖) be a Banach space and f : V → X be a
mapping with f(0) = 0. Let 0 ≤ L < 1 be a constant and suppose that

‖f(x+ y)− f(x)− f(y)‖ ≤ ϕ(x, y), x, y ∈ V,
where ϕ : V × V → [0,∞) is a nonnegative real-valued function with the following properties;

lim
n→∞

ϕ(2nx, 2ny)

2n
= 0,

ϕ(2x, 2x) ≤ 2Lϕ(x, x), x, y ∈ V.
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STABILITY OF ADDITIVE MAPPINGS IN MODULAR SPACES 7

Then there exists a unique additive mapping w : V → X such that

‖w(x)− f(x)‖ ≤ 1

2(1− L)
ϕ(x, x)

for all x ∈ V .

Example 2.5. Let φ be an Orlicz function and Lφ be the Orlicz space. Let f : V → Lφ be a
mapping with f(0) = 0. Let 0 ≤ L < 1 be a constant and suppose that∫

Ω
φ (|2f(x+ y)− 2f(x)− 2f(y)|) dµ ≤ ϕ(x, y), x, y ∈ V,

where ϕ : V × V → [0,∞) is a nonnegative real-valued function with the following properties;

lim
n→∞

ϕ(2nx, 2ny)

2n
= 0,

ϕ(2x, 2x) ≤ 2Lϕ(x, x), x, y ∈ V.

Then there exists a unique additive mapping w : V → Lφ such that∫
Ω
φ (|w(x)− f(x)|) dµ ≤ 1

4(1− L)
ϕ(x, x)

for all x ∈ V .

3. Stability of the functional equation f
(x+y

2

)
+ f

(x−y
2

)
= f(x)

Theorem 3.1. Let V be a linear space, Xρ be a ρ-complete modular space where ρ is lower
semicontinuous and convex, and f : V → Xρ be a mapping with f(0) = 0. Let 0 ≤ L < 1 be a
constant and suppose that

ρ

(
2f

(
x+ y

2

)
+ 2f

(
x− y

2

)
− 2f(x)

)
≤ ϕ(x, y), x, y ∈ V, (3.1)

where ϕ : V × V → [0,∞) is a nonnegative real-valued function with the following properties;

lim
n→∞

ϕ(2nx, 2ny)

2n
= 0,

ϕ(2x, 0) ≤ 2Lϕ(x, 0), x, y ∈ V.
(3.2)

Then there exists a unique additive mapping w : V → Xρ such that

ρ
(
w(x)− f(x)

)
≤ L

2(1− L)
ϕ(x, 0) (3.3)

for all x ∈ V .

Proof. Let

M = {g | g : V → Xρ, g(0) = 0}.
Then as in the proof of Theorem 2.2, M is a linear space, and the generalized function ρ̃ : M →
[0,∞] defined by

ρ̃(g) = inf{c > 0 | ρ
(
g(x)

)
≤ cϕ(x, 0), x ∈ V }

is a convex modular on M . Moreover the corresponding modular space Mρ̃ is the whole space
M and is ρ̃-complete. Also ρ̃ is lower semicontinuous. Define T : Mρ̃ →Mρ̃ by

T (g)(x) =
1

2
g(2x), g ∈Mρ̃, x ∈ V.
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We first show that T is a ρ̃-contraction. Let x ∈ V, g, h ∈ Mρ̃ and c be an arbitrary constant
with ρ̃(g − h) ≤ c. Then we have

ρ
(
g(2x)− h(2x)

)
≤ cϕ(2x, 0),

so that by (3.2)

ρ

(
g(2x)

2
− h(2x)

2

)
≤ 1

2
ρ
(
g(2x)− h(2x)

)
≤ c

2
ϕ(2x, 0) ≤ Lcϕ(x, 0).

Hence we have ρ̃(Tg − Th) ≤ Lρ̃(g − h), from which it follows that T is a ρ̃-contraction.
Next, we show that T has a bounded orbit at f . For that, we first show by induction on

n ∈ N

ρ

(
f(2nx)

2n−1
− 2f(x)

)
≤ (Ln + . . .+ L2 + L)ϕ(x, 0), x ∈ V. (3.4)

In fact, for n = 1, letting y = 0 in (3.1), we have

ρ
(

4f
(x

2

)
− 2f(x)

)
≤ ϕ(x, 0), x ∈ V.

Then we have

ρ
(
4f(x)− 2f(2x)

)
≤ ϕ(2x, 0) ≤ 2Lϕ(x, 0), x ∈ V,

and hence

ρ
(
f(2x)− 2f(x)

)
≤ 1

2
ρ
(
4f(x)− 2f(2x)

)
≤ Lϕ(x, 0), x ∈ V.

Assume that (3.4) holds for n− 1. Then, for all x ∈ V ,

ρ

(
f(2nx)

2n−1
− 2f(x)

)
≤ 1

2
ρ

(
f(2nx)

2n−2
− 2f(2x)

)
+

1

2
ρ
(
2f(2x)− 4f(x)

)
≤ 1

2
(Ln−1 + . . .+ L2 + L)ϕ(2x, 0) +

1

2
· 2Lϕ(x, 0)

≤ (Ln + . . .+ L2 + L)ϕ(x, 0),

(3.5)

from which it follows that (3.4) holds for every n ∈ N.
Now for m,n ∈ N, we get by (3.5)

ρ

(
f(2nx)

2n
− f(2mx)

2m

)
≤ 1

2
ρ

(
2
f(2nx)

2n
− 2f(x)

)
+

1

2
ρ

(
2
f(2mx)

2m
− 2f(x)

)
≤ 1

2

(
L(1− Ln)

1− L
+
L(1− Lm)

1− L

)
ϕ(x, 0)

≤ L

(1− L)
ϕ(x, 0)

(3.6)

for all x ∈ V . We also have by (3.5)

ρ

(
f(2nx)

2n
− f(x)

)
≤ 1

2
ρ

(
2
f(2nx)

2n
− 2f(x)

)
≤ L

2(1− L)
ϕ(x, 0) (3.7)
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for all x ∈ V . Hence it follows by (3.6) that for m,n ∈ N,

ρ̃(Tnf − Tmf) ≤ L

1− L
<∞,

which implies that the ρ̃-diameter of T at f is finite, i.e., δρ̃(f) < ∞. By Theorem 2.1, there

exists an element w ∈Mρ̃ such that Tnf
ρ̃→ w. By the ρ̃-contractivity of T , one has

ρ̃(Tw − Tn+1f) ≤ Lρ̃(w − Tnf). (3.8)

Letting n→∞ in (3.8) and applying the lower semicontinuity of ρ̃, we have

ρ̃(Tw − w) ≤ lim inf
n→∞

ρ̃(Tw − Tn+1f)

≤ lim inf
n→∞

Lρ̃(w − Tnf)

= 0,

so that w is a fixed point of T , i.e., w(2x) = 2w(x) for all x ∈ V .
Replacing (x, y) by (2n+1x, 2n+1y) in (3.1), we have

ρ
(
2f(2n(x+ y)) + 2f(2n(x− y))− 2f(2n+1x)

)
≤ ϕ(2n+1x, 2n+1y).

Then by using Remark 1.3 and (3.2), we get

ρ

(
2f
(
2n(x+ y)

)
2n+1

+
2f
(
2n(x− y)

)
2n+1

− 2f(2n+1x)

2n+1

)

≤ 1

2n+1
ρ
(

2f
(
2n(x+ y)

)
+ 2f

(
2n(x− y)

)
− 2f(2n+1x)

)
≤ 1

2n+1
ϕ
(
2n+1x, 2n+1y

)
→ 0 as n→∞.

(3.9)

Since w(2x) = 2w(x), applying the lower semicontinuity of ρ, Remark 1.3 and (3.9), we deduce
that

w(x+ y) + w(x− y) = 2w(x) (3.10)

for all x, y ∈ V . Since w(0) = 0, letting x = 0 in (3.10), it follows that

w(−y) = −w(y)

for all y ∈ V . Replacing (x, y) by (y, x) in (3.10), we have

w(x+ y) + w(y − x) = 2w(y) (3.11)

for all x, y ∈ V . From (3.10) and (3.11), we obtain that w is additive, that is,

w(x+ y) = w(x) + w(y)

for all x, y ∈ V . Moreover, by (3.7), it follows that

ρ
(
w(x)− f(x)

)
≤ L

2(1− L)
ϕ(x, 0)

for all x ∈ V . Hence the inequality (3.3) is proved. Finally, we show the uniqueness of the
additive mapping w. Assume that w1, w2 are additive mappings that satisfy (3.3). Then we
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deduce that

ρ

(
w1(x)

2
− w2(x)

2

)
= ρ

(
w1(2nx)

2n+1
− f(2nx)

2n+1
+
f(2nx)

2n+1
− w2(2nx)

2n+1

)
≤ 1

2n
ρ

(
w1(2nx)

2
− f(2nx)

2
+
f(2nx)

2
− w2(2nx)

2

)
≤ 1

2n

(
1

2
ρ
(
w1(2nx)− f(2nx)

)
+

1

2
ρ
(
f(2nx)− w2(2nx)

))
≤ 1

2n+1
· 2L

2(1− L)
ϕ(2nx, 0)

≤ 1

2n+1
· L

(1− L)
· (2L)nϕ(x, 0)

→ 0 as n→∞

for all x ∈ V , from which it follows that w1 = w2. This completes the proof. �

Remark 3.2. It is curious that the multiple of 2 in the inequalities (2.1) and (3.1) appears. It
is an interesting question whether the constant 2 in (2.1) and (3.1) can be dropped.
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FUZZY STABILITY OF ADDITIVE-QUADRATIC

ρ-FUNCTIONAL INEQUALITIES

CHANG IL KIM AND GILJUN HAN∗

Abstract. In this paper, we prove the generalized Hyers-Ulam stability of

the following additive-quadratic ρ-functional inequalities

N
(
f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y),−ρ

[
4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x)

+ f(−x)− f(y)− f(−y)
]
, t
)
≥

t

t+ φ(x, y)
,
(
ρ 6= 1,

1

2

)
and

N
(

4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)− ρ[f(x+ y) + f(x− y)

− 2f(x)− f(y)− f(−y)
]
, t
)
≥

t

t+ φ(x, y)
, (ρ 6= 0, 1, 2)

in fuzzy Banach spaces.

1. Introduction and preliminaries

The concept of a fuzzy norm on a linear space was introduced by Katsaras [12]
in 1984. Later, Cheng and Mordeson [3] gave a new definition of a fuzzy norm in
such a manner that the corresponding fuzzy metric is of Kramosil and Michalek
type [14].

Definition 1.1. Let X be a real vector space. A function N : X × R −→ [0, 1] is
called a fuzzy norm on X if for all x, y ∈ X and all c, s, t ∈ R,

(N1) N(x, t) = 0 for all t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c| ) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a nondecreasing function on R and limt→∞N(x, t) = 1;
(N6) for any x 6= 0, N(x, ·) is continuous on R.

In this case, the pair (X,N) is called a fuzzy normed space.

Let (X,N) be a fuzzy normed space. A sequence {xn} in X is said to be con-
vergent in (X,N) if there exists an x ∈ X such that limn→∞N(xn − x, t) = 1 for
all t > 0. In this case, x is called the limit of the sequence {xn} in X and one
denotes it by N − limn→∞ xn = x. A sequence {xn} in X is said to be Cauchy in
(X,N) if for any ε > 0, t > 0, there is an m ∈ N such that for any n ≥ m and any
positive integer p, N(xn+p−xn, t) > 1− ε for all t > 0. It is well known that every
convergent sequence in a fuzzy normed space is Cauchy. A fuzzy normed space

2010 Mathematics Subject Classification. 39B62, 39B72, 54A40, 47H10.
Key words and phrases. Hyers-Ulam stability, additive-quadratic ρ-functional inequality, fuzzy

normed space, fixed point theorem.
* Corresponding author.

1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1049 CHANG IL KIM et al 1049-1060



2 CHANGIL KIM AND GILJUN HAN

is said to be complete if each Cauchy sequence in it is convergent and a complete
fuzzy normed space is called a fuzzy Banach space.

In 1940, Ulam proposed the following stability problem (cf. [24]):
“Let G1 be a group and G2 a metric group with the metric d. Given a constant

δ > 0, does there exist a constant c > 0 such that if a mapping f : G1 −→
G2 satisfies d(f(xy), f(x)f(y)) < c for all x, y ∈ G1, then there exists a unique
homomorphism h : G1 −→ G2 with d(f(x), h(x)) < δ for all x ∈ G1?”

In the next year, Hyers [11] gave a partial solution of Ulam,s problem for the
case of approximate additive mappings. Subsequently, his result was generalized
by Aoki ([1]) for additive mappings, and by Rassias [23] for linear mappings, to
consider the stability problem with unbounded Cauchy differences. A generalization
of the Rassias theorem was obtained by Gǎvruta [9] by replacing the unbounded
Cauchy difference by a general control function in the spirit of the Rassias’ approach.
During the last decades, the stability problems of functional equations have been
extensively investigated by a number of mathematicians ([4], [5], [6], [17]).

In 2008, for the first time, Mirmostafaee and Moslehian [15], [16] used the defini-
tion of a fuzzy norm in [2] to obtain a fuzzy version of the stability for the Cauchy
functional equation

(1.1) f(x+ y) = f(x) + f(y)

and the quadratic functional equation

(1.2) f(x+ y) + f(x− y) = 2f(x) + 2f(y).

Glányi [10] and Fechner [8] proved the Hyers-Ulam stability of the following
functional inequality

‖2f(x) + 2f(y)− f(x− y)‖ ≤ ‖f(x+ y)‖.

Park, Cho, and Han [22] proved the generalized Hyers-Ulam stability of the follow-
ing functional inequalities associated with the following Cauchy additive functional
inequality:

‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖.
and the following Cauchy-Jesen additive functional inequality:

‖f(x) + f(y) + f(z)‖ ≤ ‖2f(
x+ y

2
+ z)‖.

Park [19, 20, 21] defined additive ρ-functional inequalities and proved the Hyers-
Ulam stability of the additive ρ-functional inequalities.

Now, we consider the following fixed point theorem on generalized metric spaces.

Theorem 1.2. [7] Let (X, d) be a complete generalized metric space and let J :
X −→ X be a strictly contractive mapping with some Lipschitz constant L with
0 < L < 1. Then for each given element x ∈ X, either d(Jnx, Jn+1x) =∞ for all
nonnegative integers n or there exists a positive integer n0 such that
(1) d(Jnx, Jn+1x) <∞ for all n ≥ n0 ;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞} and

(4) d(y, y∗) ≤ 1

1− L
d(y, Jy) for all y ∈ Y .
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FUZZY STABILITY OF ADDITIVE-QUADRATIC ρ-FUNCTIONAL INEQUALITIES 3

In this paper, we investigate the solution of following additive-quadratic ρ-
functional inequalities

N
(
f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)

− ρ
[
4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)

]
, t
)

≥ t

t+ φ(x, y)

(
ρ 6= 1

1

2

)
,

(1.3)

N
(

4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)

− ρ[f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)
]
, t
)

≥ t

t+ φ(x, y)
(ρ 6= 0, 1, 2),

(1.4)

and prove the generalized Hyers-Ulam stability for them in fuzzy Banach spaces.
Throughout this paper, we assume that (X, ‖ · ‖) is a linear space and (Y,N) is

a fuzzy Banach space.

2. Solutions and stability of (1.3) and (1.4)

In this section, we investigate the solution and prove the generalized Hyers-Ulam
stability of the ρ-functional inequalities (1.3) and (1.4) in fuzzy Banach spaces. For
any mapping f : X −→ Y , let

fo(x) =
f(x)− f(−x)

2
, fe(x) =

f(x) + f(−x)

2
,

D1f(x, y) = f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)

− ρ
[
4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)

]
and

D2f(x, y) = 4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)

− ρ[f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)
]
.

Lemma 2.1. Let ρ 6= 1, 12 (ρ 6= 0, 1, 2, resp.) A mapping f : X −→ Y saisfies
f(0) = 0 and D1f(x, y) = 0 (D2f(x, y) = 0, resp.) if and only if f is an additive-
quadratic mapping.

Proof. Suppose that f satisfies f(0) = 0 and D1f(x, y) = 0. Setting y = x in
D1f(x, y) = 0, we have

f(2x) = 3f(x)− f(−x)

for all x ∈ X and so we get

f
(x

2

)
=

3

8
f(x)− 1

8
f(−x)
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4 CHANGIL KIM AND GILJUN HAN

for all x ∈ X. Hence we have

f(x+ y) + f(x− y)− 2f(x)− f(y)− f(−y)

= ρ
[
4f
(x+ y

2

)
+ 4f

(x− y
2

)
− 3f(x) + f(−x)− f(y)− f(−y)

]
= ρ
[3

2
f(x+ y) +

3

2
f(x− y)− 1

2
f(−x− y)− 1

2
f(y − x)− 3f(x) + f(−x)− f(y)− f(−y)

]
for all x ∈ X and thus

(1− 2ρ)[fo(x+ y) + fo(x− y)− 2fo(x)] = 0,

and

(1− ρ)[fe(x+ y) + fe(x− y)− 2fe(x)− 2fe(y)] = 0.

Since ρ 6= 1, 12 , fo is additive and fe is quadratic and thus f = fo + fe is additive-
quadratic. The converse is trivial.

The proof for D2f(x, y) = 0 is similar to that for D1f(x, y) = 0. �

Now, we will prove the generalized Hyers-Ulam stability for (1.3) in fuzzy normed
spaces.

Theorem 2.2. Assume that φ : X3 −→ Z is a function such that

(2.1) φ(x, y) ≤ L

4
φ(2x, 2y)

for all x, y and some L with 0 < L < 1. Let f : X −→ Y be a mapping such that
f(0) = 0 and

(2.2) N(D1f(x, y), t) ≥ t

t+ φ(x, y)

for all x, y ∈ X and all t > 0. Suppose that ρ 6= 1, 12 . Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

(2.3) N(f(x)− F (x), t) ≥ min
{ Lt

Lt+ 4(1− L)φ(x, x)
,

Lt

Lt+ 4(1− L)φ(−x,−x)

}
for all x ∈ X and all t > 0. Moreover

(2.4) Fo(x) = N − lim
n→∞

2nfo

( x
2n

)
, Fe(x) = N − lim

n→∞
22nfe

( x
2n

)
for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and the generalized metric d on S
defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct)

≥ min
{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
, ∀x ∈ X, ∀t > 0}.

Then (S, d) is a complete metric space(see [18]). Define a mapping J : S −→ S by

Jg(x) = 3g
(x

2

)
+ g
(
− x

2

)
for all x ∈ X and all g ∈ S.
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FUZZY STABILITY OF ADDITIVE-QUADRATIC ρ-FUNCTIONAL INEQUALITIES 5

Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (2.1), we have

N(Jg(x)− Jh(x), cLt) = N
(

3g
(x

2

)
+ g
(
− x

2

)
− 3h

(x
2

)
− h
(
− x

2

)
, cLt

)
≥ min

{
N
(
g
(x

2

)
− h
(x

2

)
,

1

4
cLt
)
, N
(
g(−x

2

)
− h
(
− x

2

)
,

1

4
cLt
)}

≥ min
{ Lt

4

Lt
4 + φ

(
x
2 ,

x
2

) , Lt
4

Lt
4 + φ

(
− x

2 ,−
x
2

)}
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X. Hence we have d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S and so J is a
strictly contractive mapping.

Putting y = x in (2.2), we get

(2.5) N(f(2x)− 3f(x)− f(−x), t) ≥ t

t+ φ(x, x)

for all x ∈ X, t > 0 and hence

N
(
f(x)− 3f

(x
2

)
− f

(
− x

2

)
, t
)
≥ t

t+ φ
(
x
2 ,

x
2

) ≥ 4
L t

4
L t+ φ(x, x)

for all x ∈ X and all t > 0. Thus we have

N
(
f(x)− Jf(x),

L

4
t
)
≥ t

t+ φ(x, x)
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X, t > 0 and so we have d(f, Jf) ≤ L

4 < ∞. By Theorem 1.2, there
exists a mapping F : X −→ Y which is a fixed point of J such that d(Jnf, F )→ 0
as n→∞. By induction, we have

Jnf(x) =
2n(2n + 1)

2
f
( x

2n

)
+

2n(2n − 1)

2
f
(
− x

2n

)
for all x ∈ X and all n ∈ N. Hence we have

(2.6) N − lim
n→∞

[2n(2n + 1)

2
f
( x

2n

)
+

2n(2n − 1)

2
f
(
− x

2n

)]
= F (x)

for all x ∈ X and so we get (2.4). Replacing x, y, and t by x
2n , y

2n , and t
22n in (2.2),

respectively, by (2.2), (N3), and (N4), we have

N
(

22nD1fe

( x
2n
,
y

2n

)
, 22nt

)
≥ min

{
N
(

22nD1f
( x

2n
,
y

2n
,
)
, 22nt

)
, N
(

22nD1f
(
− x

2n
,− y

2n

)
, 22nt

)}
≥ min

{ t

t+ φ
(
x
2n ,

y
2n

) , t

t+ φ
(
− x

2n ,−
y
2n

)}
for all x, y ∈ X and all n ∈ N. Hence

(2.7) N
(

22nD1fe

( x
2n
,
y

2n

)
, t
)
≥ min

{ t

t+ Lnφ(x, y)
,

t

t+ Lnφ(−x,−y)

}
for all x, y ∈ X, all t > 0, and all n ∈ N. Letting n→∞ in (2.7), by (2.4),
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6 CHANGIL KIM AND GILJUN HAN

D1Fe(x, y) = 0

for all x, y ∈ X. Similarly, we have

D1Fo(x, y) = 0

for all x, y ∈ X. Hence

D1F (x, y) = 0

for all x, y ∈ X and by Lemma 2.1, F is an additive-quadratic mapping. Since
d(f, Jf) ≤ L

4 , by Theorem 1.2, we have (2.3).
Now, we show the uniqueness of F . Let G be an additive-quadratic mapping

with (2.3). Then clearly, G is a fixed point of J and

(2.8) d(Jf,G) = d(Jf, JG) ≤ Ld(f,G) ≤ L

4(1− L)
<∞

and hence by (3) in Theorem 1.2, F = G. �

As examples of φ(x, y) in Theorem 2.2, we can take φ(x, y) = ε(‖x‖2p + ‖y‖2p +
‖x‖p‖y‖p). Then we can formulate the following corollary

Corollary 2.3. Let ε ≥ 0 and p be a real number with 1 < p. Let f : X −→ Y be
a mapping such that f(0) = 0 and

N(D1f(x, y), t) ≥ t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
for all x, y ∈ X and all t > 0. Suppose that ρ 6= 1, 12 . Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

N(f(x)− F (x), t) ≥ t

t+ 3ε(22p − 4)‖x‖2p

for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

2nfo

( x
2n

)
, Fe(x) = N − lim

n→∞
22nfe

( x
2n

)
for all x ∈ X.

Related with Theorem 2.2, we can also have the following theorem. And the
proof is similar to that of Theorem 2.2.

Theorem 2.4. Assume that φ : X3 −→ Z is a function such that

(2.9) φ(x, y) ≤ 2Lφ
(x

2
,
y

2

)
for all x, y and some L with 0 < L < 1. Let f : X −→ Y be a mapping such that
f(0) = 0 and

(2.10) N(D1f(x, y), t) ≥ t

t+ φ(x, y)

for all x, y ∈ X and all t > 0. Suppose that ρ 6= 1, 12 . Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

(2.11) N(f(x)− F (x), t) ≥ min
{ t

t+ 2(1− L)φ(x, x)
,

t

t+ 2(1− L)φ(−x,−x)

}
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for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

1

2n
fo(2

nx), Fe(x) = N − lim
n→∞

1

22n
fe(2

nx)

for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and the generalized metric d on S
defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct)

≥ min
{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
, ∀x ∈ X, ∀t > 0}.

Then (S, d) is a complete metric space(see [18]). Define a mapping J : S −→ S by

Jg(x) =
3

8
g(2x)− 1

8
g(−2x)

for all x ∈ X and all g ∈ S. Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then
by (2.9), we have

N(Jg(x)− Jh(x), cLt) = N
(3

8
g(2x)− 1

8
g(−2x)− 3

8
h(2x) +

1

8
h(−2x), cLt

)
≥ min

{
N
(3

8

[
g(2x) + h(2x)

]
,

3

4
cLt
)
, N
(1

8

[
g(−2x) + h(−2x)

]
,

1

4
cLt
)}

≥ min
{ 2Lt

2Lt+ φ(2x, 2x)
,

2Lt

2Lt+ φ(−2x,−2x)

}
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X. Hence we have d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S and so J is a
strictly contractive mapping. By (2.5), we have

N
(
f(x)− Jf(x),

1

2
t
)

= N
(3

8

[
f(2x)− 3f(x)− f(−x)

]
− 1

8

[
f(−2x)− 3f(−x)− f(x)

]
,

1

2
t
)

≥ min{N(f(2x)− 3f(x)− f(−x), t), N(f(−2x)− 3f(−x)− f(x), t)}

≥ min
{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X, t > 0 and so we have d(f, Jf) ≤ 1

2 < ∞. By Theorem 1.2, there
exists a mapping F : X −→ Y which is a fixed point of J such that d(Jnf, F )→ 0
as n→∞. The rest of the proof is similar to that of Theorem 2.2. �

As examples of φ(x, y) in Theorem 2.4, we can take φ(x, y) = ε(‖x‖2p + ‖y‖2p +
‖x‖p‖y‖p). Then we can formulate the following corollary

Corollary 2.5. Let ε ≥ 0 and p be a real number with 0 < p < 1
2 . Let f : X −→ Y

be a mapping such that f(0) = 0 and

N(D1f(x, y), t) ≥ t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
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for all x, y ∈ X and all t > 0. Suppose that ρ 6= 1, 12 . Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

N(f(x)− F (x), t) ≥ t

t+ 3ε(22p − 2)‖x‖2p

for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

1

2n
fo(2

nx), Fe(x) = N − lim
n→∞

1

22n
fe(2

nx)

for all x ∈ X.

Now, we will prove the stability of the functional inequality (1.4) in fuzzy Banach
spaces.

Theorem 2.6. Assume that φ : X3 −→ Z is a function such that

(2.12) φ(x, y) ≤ L

4
φ(2x, 2y)

for all x, y and some L with 0 < L < 1. Let f : X −→ Y be a mapping such that
f(0) = 0 and

(2.13) N(D2f(x, y), t) ≥ t

t+ φ(x, y)

for all x, y ∈ X and all t > 0. Suppose that ρ 6= 0, 1, 2. Then there exists a unique
additive-quadratic mapping F : X −→ Y such that
(2.14)

N
(
f(x)− F (x), t

)
≥ min

{ Lt

Lt+ 4ρ(1− L)φ(x, x)
,

Lt

Lt+ 4ρ(1− L)φ(−x,−x)

}
for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

2nfo

( x
2n

)
, Fe(x) = N − lim

n→∞
22nfe

( x
2n

)
for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and the generalized metric d on S
defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct)

≥ min
{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
, ∀x ∈ X, ∀t > 0}.

Then (S, d) is a complete metric space(see [18]). Define a mapping J : S −→ S by

Jg(x) = 3g
(x

2

)
+ g
(
− x

2

)
for all x ∈ X and all g ∈ S.
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Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (2.12), we have

N(Jg(x)− Jh(x), cLt) = N
(

3g
(x

2

)
+ g
(
− x

2

)
− 3h

(x
2

)
− h
(
− x

2

)
, cLt

)
≥ min

{
N
(
g
(x

2

)
− h
(x

2

)
,

1

4
cLt
)
, N
(
g(−x

2

)
− h
(
− x

2

)
,

1

4
cLt
)}

≥ min
{ Lt

4

Lt
4 + φ

(
x
2 ,

x
2

) , Lt
4

Lt
4 + φ

(
− x

2 ,−
x
2

)}
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X. Hence we have d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S and so J is a
strictly contractive mapping.

Putting y = x in (2.13), we get

(2.15) N(ρ[f(2x)− 3f(x)− f(−x)], t) ≥ t

t+ φ(x, x)

for all x ∈ X, t > 0 and hence

N(f(x)− Jf(x),
t

ρ
) ≥ t

t+ φ
(
x
2 ,

x
2

) ≥ t

t+ L
4 φ(x, x)

for all x ∈ X and all t > 0. Thus we have

N
(
f(x)− Jf(x),

L

4ρ
t
)
≥ t

t+ φ(x, x)
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X, t > 0 and so we have d(f, Jf) ≤ L

4ρ < ∞. The rest of the proof is

similar to that of Theorem 2.2. �

As examples of φ(x, y) in Theorem 2.6, we can take φ(x, y) = ε(‖x‖2p + ‖y‖2p +
‖x‖p‖y‖p). Then we can formulate the following corollary

Corollary 2.7. Let ε ≥ 0 and p be a real number with 1 < p. Let f : X −→ Y be
a mapping such that f(0) = 0 and

N(D2f(x, y), t) ≥ t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
for all x, y ∈ X and all t > 0. Suppose that ρ 6= 0, 1, 2. Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

N(f(x)− F (x), t) ≥ t

t+ 3ερ(22p − 4)‖x‖2p

for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

2nfo

( x
2n

)
, Fe(x) = N − lim

n→∞
22nfe

( x
2n

)
for all x ∈ X.

Theorem 2.8. Assume that φ : X3 −→ Z is a function such that

(2.16) φ(x, y) ≤ 2Lφ
(x

2
,
y

2

)
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for all x, y and some L with 0 < L < 1. Let f : X −→ Y be a mapping such that
f(0) = 0 and

(2.17) N(D2f(x, y), t) ≥ t

t+ φ(x, y)

for all x, y ∈ X and all t > 0. Suppose that ρ 6= 0, 1, 2. Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

(2.18) N(f(x)− F (x), t) ≥ min
{ t

t+ 2ρ(1− L)φ(x, x)
,

t

t+ 2ρ(1− L)φ(−x,−x)

}
for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

1

2n
fo(2

nx), Fe(x) = N − lim
n→∞

1

22n
fe(2

nx)

for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and the generalized metric d on S
defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct)

≥ min
{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
, ∀x ∈ X, ∀t > 0}.

Then (S, d) is a complete metric space(see [18]). Define a mapping J : S −→ S by

Jg(x) =
3

8
g(2x)− 1

8
g(−2x)

for all x ∈ X and all g ∈ S.
Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (2.16), we have

N(Jg(x)− Jh(x), cLt) = N
(3

8
g(2x)− 1

8
g(−2x)− 3

8
h(2x) +

1

8
h(−2x), cLt

)
≥ min

{
N
(3

8

[
g(2x) + h(2x)

]
,

3

4
cLt
)
, N
(1

8

[
g(−2x) + h(−2x)

]
,

1

4
cLt
)}

≥ min
{ 2Lt

2Lt+ φ(2x, 2x)
,

2Lt

2Lt+ φ(−2x,−2x)

}
≥ min

{ t

t+ φ(x, x)
,

t

t+ φ(−x,−x)

}
for all x ∈ X. Hence we have d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S and so J is a
strictly contractive mapping. By (2.15), we have

N(ρ[f(x)− Jf(x)],
t

2
)

= N
(3

8
ρ
[
f(2x)− 3f(x)− f(−x)

]
− 1

8
ρ
[
f(−2x)− 3f(−x)− f(x)

]
,
t

2

)
for all x ∈ X, t > 0 and so we have d(f, Jf) ≤ 1

2ρ < ∞. By Theorem 1.2, there

exists a mapping F : X −→ Y which is a fixed point of J such that d(Jnf, F )→ 0
as n→∞. The rest of the proof is similar to that of Theorem 2.2. �

As examples of φ(x, y) in Theorem 2.6, we can take φ(x, y) = ε(‖x‖2p + ‖y‖2p +
‖x‖p‖y‖p). Then we can formulate the following corollary
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Corollary 2.9. Let ε ≥ 0 and p be a real number with 0 < p < 1
2 . Let f : X −→ Y

be a mapping such that f(0) = 0 and

N(D2f(x, y), t) ≥ t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
for all x, y ∈ X and all t > 0. Suppose that ρ 6= 0, 1, 2. Then there exists a unique
additive-quadratic mapping F : X −→ Y such that

N(f(x)− F (x), t) ≥ t

t+ 3ερ(2− 22p)‖x‖2p

for all x ∈ X and all t > 0. Moreover

Fo(x) = N − lim
n→∞

1

2n
fo(2

nx), Fe(x) = N − lim
n→∞

1

22n
fe(2

nx)

for all x ∈ X.
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1. Introduction

Euler numbers and polynomials possess many interesting properties and arising in many areas

of mathematics, mathematical physics and statistical physics. Many mathematicians have studied

in the area of the q- extension of Euler numbers and polynomials(see [1, 2, 3, 5, 6, 7, 8, 9, 11,

13]). Recently, D. Kim et al.[4] derived some identities of symmetry for (h, q)-extension of higher-

order Euler numbers and polynomials. D. V. Dolgy et al.[2] derived some identities of symmetry

for higher-order generalized q-Euler polynomials. Y. He studied several identities of symmetry for

Carlitz’s q-Bernoulli numbers and polynomials in complex field(see [3]). In this paper, we establish

some interesting symmetric identities for generalized twisted q-Euler polynomials of higher order in

complex field.

The purpose of this paper is to present a systemic study of the generalized twisted q-Euler

numbers and polynomials of higher-order by using the multiple q-Euler zeta function. Throughout

this paper, the notations N,Z,R, and C denote the sets of positive integers, integers, real numbers,

and complex numbers, respectively, and Z+ := N ∪ {0}. We assume that q ∈ C with |q| < 1.

Throughout this paper we use the notation:

[x]q =
1− qx

1− q
(cf. [1, 2, 3, 5]) .

Note that limq→1[x] = x. Let χ be a Dirichlet character with conductor d ∈ N with d ≡ 1 (mod 2)

and ε be the pN -th root of unity(see [10, 12, 13]).

In [5], T. Kim introduced the multiple q-Euler zeta function which interpolates higher-order

q-Euler polynomials at negative integers as follows:

ζq,r(s, x) = [2]rq

∞∑
m1,··· ,mr=0

(−1)
∑r

j=1 mjq
∑r

j=1 mj

[m1 + · · ·+mr + x]sq
, (1)

where s ∈ C and x ∈ R, with x ̸= 0,−1,−2, . . ..

Recently, D. V. Dolgy et al.[2] considered some symmetric identities for higher-order generalized

q-Euler polynomials. The generalized Euler polynomials of order r ∈ N attached to χ are also defined

by the generating function:(
2
d−1∑
l=0

χ(l)(−1)le(x+l)t

edt + 1

)r

=
∞∑

m=0

E(r)
m,χ(x)

tm

m!
. (2)
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When x = 0, E
(r)
n,χ = E

(r)
n,χ(0) are called the generalized Euler numbers E

(r)
n,χ attached to χ(see [2, 4]).

For h ∈ Z, α, k ∈ N, and n ∈ Z+, we introduced the higher order twisted q-Euler polynomials

with weight α as follows(see [7]):

Ẽ(α)
n,q,ε(h, k|x) =

[2]kq
(1− qα)n

n∑
l=0

(
n

l

)
(−1)l

qαlx

(1 + εqαl+h) · · · (1 + εqαl+h−k+1)
.

In the special case, x = 0, Ẽ
(α)
n,q,w(h, k|0) = Ẽ

(α)
n,q,w(h, k) are called the higher-order twisted q-Euler

numbers with weight α.

We consider the higher order generalized q-Euler polynomials of order r attached to χ twisted

by ramified roots of unity as follows(see [10]):

∞∑
n=0

E
(r)
n,χ,ζ,q(x)

tn

n!
= 2r

∞∑
m1,...,mr=0

(−ζ)
∑r

j=0 mj

(
r∏

i=1

χ(mi)

)
e[x+

∑r
j=1 mj ]qt.

In the special case x = 0, the sequence E
(r)
n,χ,ζ,q(0) = E

(r)
n,χ,ζ,q are called the n-th generalized q-Euler

numbers of order r attached to χ twisted by ramified roots of unity.

As is well known, the higher-order generalized twisted q-Euler polynomials E
(k)
n,χ,q,ε(x) attached

to χ are defined by the following generating function to be

F̃ (k)
χ,q,ε(t, x) = [2]kq

∞∑
m1,··· ,mk=0

(−1)m1+···+mkεm1+···+mk

 k∏
j=1

χ(mj)

 e[m1+···+mk+x]qt

=
∞∑

n=0

E(k)
n,χ,q,ε(x)

tn

n!
,

(3)

where k ∈ N. When x = 0, E
(h,k)
n,χ,q,ε = E

(k)
n,χ,q,ε(0) are called the higher-order generalized twisted

q-Euler numbers E
(k)
n,χ,q,ε attached to χ. Observe that if q → 1, ε → 1, then E

(k)
n,χ,q,ε → E

(k)
n,χ and

E
(k)
n,χ,q,ε(x) → E

(k)
n,χ(x).

By using (3) and Cauchy product, we have

E(k)
n,χ,q,ε(x) =

n∑
l=0

(
n

l

)
qlxE

(k)
l,χ,q,ε[x]

n−l
q

= (qxE(k)
χ,q,ε + [x]q)

n,

(4)

with the usual convention about replacing (E
(k)
χ,q,ε)n by E

(k)
n,χ,q,ε.

By using complex integral and (3), we can also obtain the Dirichlet-type multiple twisted q-l-

function as follows:

l(k)χ,q,ε(s, x) =
1

Γ(s)

∫ ∞

0

F̃ (k)
χ,q,ε(−t, x)ts−1dt

= [2]kq

∞∑
m1,··· ,mk=0

(−1)
∑k

j=1 mj

(∏k
j=1 χ(mj)

)
ε
∑k

j=1 mj

[m1 + · · ·+mk + x]sq
,

(5)

where s ∈ C and x ∈ R, with x ̸= 0,−1,−2, . . .

By using Cauchy residue theorem, the value of Dirichlet-type multiple twisted q-l-function at

negative integers is given explicitly by the following theorem:

Theorem 1. Let k ∈ N and n ∈ Z+. We obtain

l(k)χ,q,ε(−n, x) = E(k)
n,χ,q,ε(x).
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The purpose of this paper is to obtain some interesting identities of the power sums and the

higher-order generalized twisted q-Euler polynomials E
(k)
n,χ,q,ε(x) attached to χ using the symmetric

properties for Dirichlet-type multiple twisted q-l-function. In this paper, if we take χ0 = 1, ε = 1,

then [4] is the special case of this paper. If we take ε = 1 in all equations of this article, then [2] are

the special case of our results.

2. Symmetry identities for multiple twisted q-l-function

In this section, we investigate some symmetric identities for higher-order generalized twisted

q-Euler polynomials E
(k)
n,χ,q,ε(x) attached to χ using the symmetric properties for Dirichlet-type

multiple twisted q-l-function. We assume that χ is a Dirichlet character with conductor d ∈ N with

d ≡ 1 (mod 2) and ε be the pN -th root of unity. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1

(mod 2). For k ∈ N and n ∈ Z+, we obtain certain symmetry identities for Dirichlet-type multiple

twisted q-l-function.

Observe that [xy]q = [x]qy [y]q for any x, y ∈ C. In (5), we derive next result by substitute

w2x+
w2

w1
(j1 + · · ·+ jk) for x in and replace q and ε by qw1 and εw1 , respectively.

1

[2]kqw1

l
(k)
χ,qw1 ,εw1 (s, w2x+

w2

w1
(j1 + · · ·+ jk))

=
∞∑

m1,··· ,mk=0

(−1)
∑k

j=1 mj

(∏k
j=1 χ(mj)

)
εw1(m1+···+mk)

[m1 + · · ·+mk + w2x+
w2

w1
(j1 + · · ·+ jk)]sqw1

=
∞∑

m1,··· ,mk=0

(−1)
∑k

j=1 mj

(∏k
j=1 χ(mj)

)
εw1(m1+···+mk)[

w1(m1 + · · ·+mk) + w1w2x+ w2(j1 + · · ·+ jk)

w1

]s
qw1

= [w1]
s
q

∞∑
m1,··· ,mk=0

dw2−1∑
i1,··· ,ik=0

(−1)
∑k

j=1 mj

(∏k
j=1 χ(mj)

)
εw1(m1+···+mk)

[w1(m1 + · · ·+mk) + w1w2x+ w2(j1 + · · ·+ jk)]sq

= [w1]
s
q

∞∑
m1,··· ,mk=0

dw2−1∑
i1,··· ,ik=0

(−1)
∑k

j=1 mj (−1)
∑k

j=1 ij

 k∏
j=1

χ(ij)


× εdw1w2

∑k
j=1 mjεw1

∑k
j=1 ij

×
(
[w1w2(x+ dm1 + · · ·+ dmk) + w1(i1 + · · ·+ ik) + w2(j1 + · · ·+ jk)]

s
q

)−1

(6)

Thus, from (6), we can derive the following equation.

[w2]
s
q

[2]kqw1

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

× l
(k)
χ,qw1 ,εw1 (s, w2x+

w2

w1
(j1 + · · ·+ jk))

= [w1]
s
q[w2]

s
q

∞∑
m1,··· ,mk=0

dw2−1∑
i1,··· ,ik=0

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1(jl+il+ml)

(
k∏

l=1

χ(jl)

)(
k∏

l=1

χ(il)

)
× εdw1w2

∑k
l=1 mlεw1

∑k
l=1 ilεw2

∑k
l=1 jl

×
(
[w1w2(x+ dm1 + · · ·+ dmk) + w1(i1 + · · ·+ ik) + w2(j1 + · · ·+ jk)]

s
q

)−1

(7)

By using the same method as (7), we have
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[w1]
s
q

[2]kqw2

dw2−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

× l
(k)
χ,qw2 ,εw2 (s, w1x+

w1

w2
(j1 + · · ·+ jk))

= [w1]
s
q[w2]

s
q

∞∑
m1,··· ,mk=0

dw2−1∑
j1,··· ,jk=0

dw1−1∑
i1,··· ,ik=0

(−1)
∑k

l=1(jl+il+ml)

(
k∏

l=1

χ(jl)

)(
k∏

l=1

χ(il)

)
× εdw1w2

∑k
l=1 mlεw2

∑k
l=1 ilεw1

∑k
l=1 jl

×
(
[w1w2(x+ dm1 + · · ·+ dmk) + w1(j1 + · · ·+ jk) + w2(i1 + · · ·+ ik)]

s
q

)−1

(8)

Therefore, by (7) and (8), we have the following theorem.

Theorem 2. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For k ∈ N, we have

[w2]
s
q[2]

k
qw2

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

× l
(k)
χ,qw1 ,εw1

(
s, w2x+

w2

w1
(j1 + · · ·+ jk)

)
[w1]

s
q[2]

k
qw1

dw2−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw1(j1+···+jk)

× l
(k)
χ,qw2 ,εw2

(
s, w1x+

w1

w2
(j1 + · · ·+ jk)

)
(9)

By (9) and Theorem 1, we obtain the following theorem.

Theorem 3. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For k ∈ N and n ∈ Z+,

we obtain

[w2]
s
q[2]

k
qw2

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

× E
(k)
n,χ,qw1 ,εw1

(
w2x+

w2

w1
(j1 + · · ·+ jk)

)
= [w1]

s
q[2]

k
qw1

dw2−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw1(j1+···+jk)

× E
(k)
n,χ,qw2 ,εw2

(
w1x+

w1

w2
(j1 + · · ·+ jk)

)
.

(10)

From (4), we note that

E(k)
n,χ,q,ε(x+ y) = (qx+yE(k)

n,χ,q,ε + [x+ y]q)
n

=
n∑

i=0

(
n

i

)
qxiE

(k)
i,χ,q,ε(y)[x]

n−i
q .

(11)

with the usual convention about replacing (E
(k)
χ,q,ε)n by E

(k)
n,χ,q,ε.

By (11), we have
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dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)E

(k)
n,χ,qw1 ,εw1

(
w2x+

w2

w1
(j1 + · · ·+ jk)

)

=

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

n∑
i=0

(
n

i

)
E

(k)
i,χ,qw1 ,εw1 (w2x)

[
w2

w1
(j1 + · · ·+ jk)

]n−i

qw1

=

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

n∑
i=0

(
n

i

)
E

(k)
n−i,χ,qw1 ,εw1 (w2x)

[
w2

w1
(j1 + · · ·+ jk)

]i
qw1

Hence we have the following theorem.

Theorem 4. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For k ∈ N and n ∈ Z+,

we obtain

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)E

(k)
n,χ,qw1 ,εw1

(
w2x+

w2

w1
(j1 + · · ·+ jk)

)
=

=

n∑
i=0

(
n

i

)
[w2]

i
q[w1]

−i
q E

(k)
n−i,χ,qw1 ,εw1 (w2x)

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)[j1 · · ·+ jk]

i
qw2 .

For each integer n ≥ 0, let

S(k)
n,i,χ,q,ε(w) =

w−1∑
j1,··· ,jk=0

(−1)(j1+···+jk)

(
k∏

l=1

χ(jl)

)
ε(j1+···+jk)[j1 · · ·+ jk]

i
q.

The above sum S(k)
n,i,χ,q,ε(w) is called the alternating generalized q-power sums.

By Theorem 4, we have

[2]kqw2 [w1]
n
q

dw1−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw2(j1+···+jk)

× E
(k)
n,χ,qw1 ,εw1

(
w2x+

w2

w1
(j1 + · · ·+ jk)

)
= [2]kqw2

n∑
i=0

(
n

i

)
[w2]

i
q[w1]

n−i
q E

(k)
n−i,χ,qw1 ,εw1 (w2x)S(k)

n,i,χ,qw2 ,εw2 (dw1)

(12)

By using the same method as in (12), we have

[2]kqw1 [w2]
n
q

dw2−1∑
j1,··· ,jk=0

(−1)
∑k

l=1 jl

(
k∏

l=1

χ(jl)

)
εw1(j1+···+jk)

× E
(k)
n,χ,qw2 ,εw2

(
w1x+

w1

w2
(j1 + · · ·+ jk)

)
= [2]kqw1

n∑
i=0

(
n

i

)
[w1]

i
q[w2]

n−i
q E

(k)
n−i,χ,qw2 ,εw2 (w1x)S(k)

n,i,χ,qw1 ,εw1 (dw2)

(13)

Therefore, by (12), (13), and Theorem 3, we have the following theorem.

Theorem 5. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For k ∈ N and n ∈ Z+,

we obtain

[2]kqw2

n∑
i=0

(
n

i

)
[w2]

i
q[w1]

n−i
q E

(k)
n−i,χ,qw1 ,εw1 (w2x)S(k)

n,i,χ,qw2 ,εw2 (dw1)

= [2]kqw1

n∑
i=0

(
n

i

)
[w1]

i
q[w2]

n−i
q E

(k)
n−i,χ,qw2 ,εw2 (w1x)S(k)

n,i,χ,qw1 ,εw1 (dw2).
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By Theorem 5, we obtain the interesting symmetric identity for the higher-order generalized

twisted q-Euler numbers E
(k)
n,χ,q,ε in complex field.

Corollary 6. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For k ∈ N and n ∈ Z+,

we obtain

[2]kqw2

n∑
i=0

(
n

i

)
[w2]

i
q[w1]

n−i
q S(k)

n,i,χ,qw2 ,εw2 (dw1)E
(k)
n−i,χ,qw1 ,εw1

= [2]kqw1

n∑
i=0

(
n

i

)
[w1]

i
q[w2]

n−i
q S(k)

n,i,χ,qw1 ,εw1 (dw2)E
(k)
n−i,χ,qw2 ,εw2 .
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ON A q-ANALOGUE OF DEGENERATE λ-CHANGHEE

POLYNOMIALS

SANG JO YUN1, SANG-KI LEE2, AND JIN-WOO PARK3,∗

Abstract. In this paper, we derive the q-analog of degenerate λ-Changhee

polynomials, and found some new and interesting identities and properties of

those numbers and polynomials.

1. Introduction

Let d be a fixed positive integer and let p be a fixed odd prime number. Through-
out this paper, Zp, Qp, and Cp will respectively denote the ring of p-adic rational
integers, the field of p-adic rational numbers and the completions of algebraic clo-
sure of Qp. the p-adic norm is defined |p|p = 1

p

When one talks of q-extension, q is various considered as an indeterminate, a
complex q ∈ C, or p-adic number q ∈ Cp. If q ∈ C, one normally assumes that

|q| < 1. If q ∈ Cp, then we assume that |q − 1|p < p−
1
p−1 so that qx = exp(x log q)

for each x ∈ Zp.
Let UD(Zp) be the space of uniformly differentiable functions on Zp. For f ∈

UD(Zp), the p-adic fermionic integral on Zp is defined by Kim as follows :

I−q(f) =

∫
Zp
f(x)dµ−q(x) = lim

N→∞

1

[pN ]−q

pN−1∑
x=0

f(x)(−q)x (see [8, 9, 10]). (1.1)

If we put f1(x) = f(x+ 1), then, by (1.1), we can get the following well-known
integral identity

qI−q(f1) + I−q(f) = [2]qf(0), (1.2)

where f ′(0) = df(x)
dx |x=0.

It is well known that the q-Euler polynomials of order k are defined by the
generating function to be(

[2]q
1 + qet

)k
ext =

∞∑
n=0

En,q(x)
tn

n!
, (see [1, 5, 8, 9, 15, 18]).

In the special case x = 0, En,q = En,q(0) are called the n-th q-Euler numbers.
Recently, D. S. Kim et. al introduced the Changhee polynomials as follows :

Chn(x) =

∫
Zp

(x+ y)ndµ−1(y), (n ≥ 0), (see [6, 13, 17]).

2010 Mathematics Subject Classification. 11B68, 11S40, 11S80.
Key words and phrases. degenerate, q-Changhee polynomials, q-analogue of λ-Changhee

polynomials.
* corresponding author.
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2 SANG JO YUN1, SANG-KI LEE2, AND JIN-WOO PARK3,∗

When x = 0, Chn = Chn(0) are called the Changhee numbers. In [12], authors
defined the q-Changhee polynomials as follows.

1 + q

q(1 + t) + 1
(1 + t)x =

∞∑
n=0

Chn,q(x)
tn

n!
.

The Stirling number of the first kind is defined by

(x)n = x(x− 1) · · · (x− n+ 1) =
n∑
l=0

S1(n, l)xl, (n ≥ 0), (1.3)

and the Stirling numbers of the second kind is defined by

(et − 1)n = n!
∞∑
l=n

S2(l, n)
tl

l!
, (1.4)

(see [3, 16]). Note that

(log(x+ 1))
n

= n!
∞∑
l=n

S1(l, n)
xl

l!
, (n ≥ 0), (1.5)

(see [3, 4, 6, 11-14]).
In [2], L. Carlitz consider the degenerate Bernoulli polynomials which are given

by the generating function to be

t

(1 + λt)
x
λ − 1

(1 + λt)
x
λ =

∞∑
n=0

βn(x|λ)
tn

n!
. (1.6)

When x = 0, βn(λ) = βn(0|λ) are called the degenerate Bernoulli numbers. Note
that limλ→0 βn(λ) = Bn.

It is well known that

et = lim
u→0

(1 + ut)
1
u , (see [2, 5, 7]).

The function (1 + ut)
1
u is called the degenerate function of et. Thus, for t = log et,

we have log(1 + ut)
1
u as the degenerate function.

Recently, Changhee numbers and polynomials are introduced by Kim et. al.,
and found interesting identities by many researchers(see [6, 12, 13, 14, 17]).

In this paper, we derive the q-analog of degenerate λ-Changhee polynomials and
found some new and interesting identities and properties of those numbers and
polynomials.

2. λ-q-Changhee polynomials of the first kind

In this section, we assume that u, t ∈ Cp with |ut|p < p−
1
p−1 and λ ∈ Zp.

Now, as a generalization of Changhee polynomials, we consider the degenerate
λ-q-Changhee polynomials :

1 + q

1 + q
(
1 + 1

u log (1 + ut)
)λ (1 +

1

u
log (1 + ut)

)x
=
∞∑
n=0

Chn,λ,q(x|u)
tn

n!
. (2.1)

When x = 0, Chn,λ,q(u) = Chn,λ,q(0|u) are called the degenerate λ-q-Changhee
numbers. It is easy to check that limu→0 Chn,λ,q(x|u) = Chn,λ,q(x) and Chn,q =
Chn,1,q(0).
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DEGENERATE λ-q-CHANGHEE POLYNOMIALS 3

Let us take f(x) =
(
1 + 1

u log (1 + ut)
)λx

. From (1.2), we have

∫
Zp

(
1 +

1

u
log (1 + ut)

)λx
dµ−q(x) =

1 + q

1 + q
(
1 + 1

u log (1 + ut)
)λ . (2.2)

By (2.1) and (2.2), we have

∞∑
n=0

Chn,λ,q(x|u)
tn

n!
=

1 + q

1 + q
(
1 + 1

u log (1 + ut)
)λ (1 +

1

u
log (1 + ut)

)x
=

∫
Zp

(
1 +

1

u
log (1 + ut)

)λy+x
dµ−q(y),

(2.3)

and, by (1.5),

∫
Zp

(
1 +

1

u
log (1 + ut)

)λy+x
dµ−q(y)

=
∞∑
n=0

∫
Zp

(
λy + x

n

)
u−n (log(1 + ut))

n
dµ−q(y)

=

∞∑
n=0

∫
Zp

(
λy + x

n

)
u−nn!

∞∑
k=n

S1(k, n)
uktk

k!
dµ−q(y)

=

∞∑
n=0

(
n∑

m=0

un−mS1(n,m)

∫
Zp

(λy + x)mdµq(y)

)
tn

n!
.

(2.4)

Thus, by (2.3) and (2.4), we obtain the following theorem.

Theorem 2.1. For n ≥ 0, we have

Chn,λ,q(x|u) =
n∑

m=0

un−mS1(n,m)

∫
Zp

(λy + x)mdµ−q(y).

By replacing t by 1
u (eut − 1) in (2.1), we get

1 + q

q(1 + t)λ + 1
(1 + t)x =

∞∑
n=0

Chn,λ,q(x|u)
1

n!

(
1

u

(
eut − 1

))n
=
∞∑
n=0

Chn,λ,q(x|u)
1

n!
n!
∞∑
l=n

S2(l, n)u−n
(ut)l

l!

=
∞∑
n=0

(
n∑

m=0

Chm,λ,q(x|u)un−mS2(n,m)

)
tn

n!
.

(2.5)
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On the other hands, by replacing t by 1
u

(
eu(e

t−1) − 1
)

in (2.1), we have

1 + q

1 + qeλt
ext =

∞∑
n=0

Chn,λ,q(x|u)
1

n!

(
1

u

(
eu(e

t−1) − 1
))n

=
∞∑
n=0

Chn,λ,q(x|u)
1

n!
u−nn!

∞∑
l=n

S2(l, n)
ul

l!

(
et − 1

)l
=
∞∑
n=0

n∑
m=0

Chm,λ,q(x|u)S2(n,m)
un−m

n!

(
et − 1

)n
=
∞∑
n=0

(
n∑

m=0

m∑
l=0

Chl,λ,q(x|u)um−lS2(m, l)S2(n,m)

)
tn

n!
,

(2.6)

and

1 + q

1 + qeλt
ext =

1 + q

1 + qeλt
eλt(

x
λ ) =

∞∑
n=0

λnEn,q

(x
λ

) tn
n!
. (2.7)

By (1.3) and Theorem 2.1,

Chn,λ,q(x|u) =
n∑
k=0

un−kS1(n, k)

∫
Zp

(λy + x)kdµ−q(y)

=

n∑
k=0

un−kS1(n, k)

k∑
l=0

S1(k, l)λl
∫
Zp

(
y +

x

λ

)
dµ−q(y)

=

n∑
k=0

k∑
l=0

un−kλlS1(n, k)S1(k, l)El,q

(x
λ

)
.

(2.8)

Therefore, by (2.4), (2.5), (2.6) and (2.8), we obtain the following theorem.

Theorem 2.2. For n ≥ 0, we have

Chn,λ,q(x) =

n∑
m=0

Chm,λ,q(x|u)un−mS2(n,m),

and

Chn,λ,q(x|u) =
n∑
k=0

k∑
l=0

un−kλlS1(n, k)S1(k, l)El,q

(x
λ

)
.

In addition,

λnEn,q

(x
λ

)
=

n∑
m=0

m∑
l=0

Chl,λ,q(x|u)um−lS2(m, l)S2(n,m).

Let us consider the degenerate λ-q-Changhee polynomials of the first kind with
order k(∈ N) as follows:

Ch
(k)
n,λ,q(x|u) =

n∑
l=0

un−lS1(n, l)

∫
Zp
· · ·
∫
Zp

(λy1+· · ·+λyk+x)ldµ−q(x1) · · · dµ−q(xk).

(2.9)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1070 SANG JO YUN et al 1067-1076



DEGENERATE λ-q-CHANGHEE POLYNOMIALS 5

From (2.9), we can derive the generating function of Ch
(k)
n,λ,q(x) as follows:

∞∑
n=0

Ch
(k)
n,λ,q(x|u)

tn

n!

=
∞∑
n=0

n∑
l=0

un−lS1(n, l)

∫
Zp
· · ·
∫
Zp

(λy1 + · · ·+ λyk + x)ldµ−q(y1) · · · dµ−q(yk)

=
∞∑
l=0

u−l
∫
Zp
· · ·
∫
Zp

(λy1 + · · ·+ λyk + x)ldµ−q(y1) · · · dµ−q(yk)
1

l!
l!
∞∑
m=l

S1(m, l)
(ut)m

m!

=

∫
Zp
· · ·
∫
Zp

∞∑
l=0

(
λy1 + · · ·+ λyk + x

l

)
u−l (log(1 + ut))

l
dµ−q(y1) · · · dµ−q(yk)

=

∫
Zp
· · ·
∫
Zp

(
1 +

1

u
log(1 + ut)

)λy1+···+λyk+x
dµ−q(y1) · · · dµ−q(yk).

(2.10)

Note that by (1.3),

Ch
(k)
n,λ,q(x|u)

=
n∑
l=0

un−lS1(n, l)

∫
Zp
· · ·
∫
Zp

(λy1 + · · ·+ λyk + x)ldµ−q(y1) · · · dµ−q(yk)

=

n∑
l=0

un−lS1(n, l)

∫
Zp
· · ·
∫
Zp

l∑
s=0

S1(l, s)(λy1 + · · ·+ λyk + x)sdµ−q(y1) · · · dµ−q(yk)

=
n∑
l=0

l∑
s=0

un−lS1(n, l)S1(l, s)λs
∫
Zp
· · ·
∫
Zp

(
y1 + · · ·+ yk +

x

λ

)s
dµ−q(y1) · · · dµ−q(yk)

=
n∑
l=0

l∑
s=0

un−lS1(n, l)S1(l, s)λsE(k)
s,q

(x
λ

)
.

(2.11)

From (2.6) and (2.10), we have(
1 + q

1 + qeλt

)k
ext =

∞∑
n=0

Ch
(k)
n,λ,q(x|u)

1

n!

(
1

u

(
eu(e

t−1) − 1
))n

=
∞∑
n=0

(
n∑

m=0

m∑
l=0

Ch
(k)
l,λ,q(x|u)um−lS2(m, l)S2(n,m)

)
tn

n!

(2.12)

and (
1 + q

1 + qeλt

)k
eλt(

x
λ ) =

∞∑
n=0

λnE(k)
n,q

(x
λ

) tn
n!
. (2.13)

Thus, by (2.11), (2.12) and (2.13), we obtain the following theorem.

Theorem 2.3. For n ≥ 0, k ∈ N, we have

λnE(k)
n,q

(x
λ

)
=

n∑
m=0

m∑
l=0

Ch
(k)
l,λ,q(x|u)um−lS2(m, l)S2(n,m),

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1071 SANG JO YUN et al 1067-1076



6 SANG JO YUN1, SANG-KI LEE2, AND JIN-WOO PARK3,∗

and

Ch
(k)
n,λ,q(x|u) =

n∑
l=0

l∑
s=0

un−lS1(n, l)S1(l, s)λsE(k)
s,q

(x
λ

)
=

n∑
l=0

l∑
s=0

s∑
m=0

m∑
r=0

un+m−l−rλ−sCh
(k)
r,λ,q(x|u)S1(n, l)S1(l, s)S2(s,m)S2(m, r).

3. λ-q-Changhee polynomials of the second kind

For n ≥ 0, the rising factorial sequence is defined by

x(n) =x(x+ 1) · · · (x+ n− 1) = (−1)n(−x)n

=
n∑
l=0

(−1)n−lS1(n, l)xl.
(3.1)

Let us define the degenerate λ-q-Changhee polynomials of the second kind as follows:

∞∑
n=0

Ĉhn,λ,q(x|u)
tn

n!
=

1 + q

q
(
1 + 1

u log (1 + ut)
)−λ

+ 1

(
1 +

1

u
log (1 + ut)

)x
. (3.2)

When λ = 1, Ĉhn,1,q(x|u) = Ĉhn,q(x|u) are called the degenerate q-Changhee

polynomials of the second kind. In particular, if x = 0, then Ĉhn,λ,q(0|u) =

Ĉhn,λ,q(u) are called the degenerate λ-q-Changhee numbers of the second kind,

and Ĉhn,1,q(0|u) = Ĉhn,q(u) are called the degenerate q-Changhee numbers of the
second kind.

Let us take f(x) = (1 + t)−λx. Then, by (1.2), we have∫
Zp

(
1 +

1

u
log (1 + ut)

)−λx
dµ−q(x) =

1 + q

q
(
1 + 1

u log (1 + ut)
)−λ

+ 1
, (3.3)

and so ∫
Zp

(
1 +

1

u
log (1 + ut)

)−λy+x
dµq(y)

=
1 + q

q
(
1 + 1

u log (1 + ut)
)−λ

+ 1

(
1 +

1

u
log (1 + ut)

)x
=
∞∑
n=0

Ĉhn,λ,q(x|u)
tn

n!
.

(3.4)

By (3.4), we get

∞∑
n=0

Ĉhn,λ,q(x|u)
tn

n!
=
∞∑
n=0

n∑
m=0

un−mS1(n,m)

∫
Zp

(−λy + x)m dµ−q(y)
tn

n!
. (3.5)
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By (3.3) and (3.5), we get

Ĉhn,λ,q(x|u) =
n∑

m=0

un−mS1(n,m)

∫
Zp

(−λy + x)m dµ−q(y)

=
n∑

m=0

m∑
l=0

un−m(−λ)lS1(n,m)S1(m, l)

∫
Zp

(
y − x

λ

)l
dµ−q(y)

=
n∑

m=0

m∑
l=0

un−m(−λ)lS1(n,m)S1(m, l)El,q

(
−x
λ

)
.

(3.6)

By (3.4), we get

q + 1

qe−λt + 1
ext =

∞∑
n=0

Ĉhn,λ,q(x|u)
1

n!

(
1

u
eu(e

t−1) − 1

)n
=
∞∑
m=0

(
m∑
n=0

Ĉhn,λ,q(x|u)um−nS2(m,n)

)
tm

m!
,

(3.7)

and

q + 1

qe−λt + 1
ext =

q + 1

qe−λt + 1
e(−

x
λ )(−λt)

=

∞∑
m=0

(−λ)mEm,q

(
−x
λ

) tm
m!
.

(3.8)

Therefore, by (3.6), (3.7) and (3.8), we obtain the following theorem.

Theorem 3.1. For m ≥ 0, we have

Ĉhm,λ,q(x|u) =
m∑
n=0

n∑
l=0

um−n(−λ)lS1(m,n)S1(n, l)El,q

(
−x
λ

)
,

and

(−λ)mEm,q

(
−x
λ

)
=

m∑
n=0

Ĉhn,λ,q(x|u)um−nS2(m,n)

=
m∑
n=0

n∑
k=0

k∑
l=0

um−k(−λ)lS1(n, k)S1(k, l)S2(m,n)El,q

(
−x
λ

)
.

By the Theorem 3.1, we obtain the following corollary.

Corollary 3.2. For n ≥ 0, we have

Ĉhn,λ,q(u) =
m∑
n=0

n∑
l=0

um−n(−λ)lS1(m,n)S1(n, l)El,q,

and

Em,q =(−λ)−m
m∑
n=0

Ĉhn,λ,q(u)um−nS2(m,n)

=
m∑
n=0

n∑
k=0

k∑
l=0

um−k(−λ)lS1(n, k)S1(k, l)S2(m,n)El,q.
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As the special case of the Corollary 3.2, λ = 1 and u = 1, we have

Ĉhn,q =
m∑
n=0

n∑
l=0

(−1)l

n!
S1(m,n)S1(n, l)El,q

and

Em,q =(−1)−m
m∑
n=0

Ĉhn,qS2(m,n)

=
m∑
n=0

n∑
k=0

k∑
l=0

(−1)lS1(n, k)S1(k, l)S2(m,n)El,q.

For k ∈ N, we define the degenerate λ-q-Changhee polynomials of the second kind
with order k:

Ĉh
(k)

n,λ,q(x|u) =

n∑
m=0

un−mS1(n,m)

∫
Zp
· · ·
∫
Zp

(−λx1−· · ·−λxk+x)mdµq(x1) · · · dµq(xk).

(3.9)
From (3.9), we can derive the generating function of

∞∑
n=0

Ĉh
(k)

n,λ,q(x|u)
tn

n!

=

∞∑
n=0

∫
Zp
· · ·
∫
Zp

(−λx1 − · · · − λxk + x)ndµ−q(x1) · · · dµ−q(xk)
tn

n!

=

∫
Zp
· · ·
∫
Zp

(
1 +

1

u
log (1 + ut)

)−λx1−···−λxk+x

dµ−q(x1) · · · dµ−q(xk)

=

(
1 + q

q
(
1 + 1

u log (1 + ut)
)−λ

+ 1

)k (
1 +

1

u
log (1 + ut)

)x
.

(3.10)

Replacing t by 1
u (eut − 1) in (3.10), we get

(
q + 1

q(1 + t)−λ + 1

)k
(1 + t)x

=

∞∑
n=0

Ĉh
(k)

n,λ,q(x|u)

(
1
u (eut − 1)

)n
n!

=
∞∑
n=0

Ĉh
(k)

n,λ,q(x|u)
1

n!
u−nn!

∞∑
l=n

S2(l, n)
(ut)

l

l!

=
∞∑
n=0

(
n∑

m=0

Ĉh
(k)

m,λ,q(x|u)un−mS2(n,m)

)
tn

n!
.

(3.11)
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On the other hands, by replacing t by 1
u

(
eu(e

t−1) − 1
)

in (3.10), we have(
q + 1

qe−λt + 1

)k
etx

=
∞∑
n=0

Ĉh
(k)

n,λ,q(x|u)
1

n!

(
1

u

(
eu(e

t−1) − 1
))n

=
∞∑
n=0

Ĉh
(k)

n,λ,q(x|u)
1

n!
u−nn!

∞∑
l=n

S2(l, n)
ul

l!

(
et − 1

)l
=
∞∑
n=0

n∑
m=0

Ĉh
(k)

m,λ,q(x|u)un−mS2(n,m)
(et − 1)

n

n!

=
∞∑
n=0

(
n∑

m=0

m∑
l=0

Ĉh
(k)

l,λ,q(x|u)um−lS2(m, l)S2(n,m)

)
tn

n!
,

(3.12)

and (
q + 1

qe−λt + 1

)k
etx =

(
q + 1

qe−λt + 1

)k
e−λt(−

λ
x )

=
∞∑
n=0

(−λ)nE(k)
n,q

(
−x
λ

) tn
n!
.

(3.13)

By (1.1) and (3.9), we get

Ĉh
(k)

n,λ,q(x|u)

=
n∑

m=0

un−mS1(n,m)

∫
Zp
· · ·
∫
Zp

(−λx1 − · · · − λxk + x)mdµ−q(x1) · · · dµ−q(xk)

=
n∑

m=0

m∑
l=0

un−mS1(n,m)S1(m, l)(−λ)lE
(k)
l,q

(
−x
λ

)
.

(3.14)

Hence, by (3.11), (3.12), (3.13) and (3.14), we obtain the following theorem.

Theorem 3.3. For n ≥ 0, we have

Ĉh
(k)

n,λ,q(x|u) =
n∑

m=0

m∑
l=0

un−mS1(n,m)S1(m, l)(−λ)lE
(k)
l,q

(
−x
λ

)
,

and

Ch
(k)
n,−λ,q(x) =

n∑
m=0

Ĉh
(k)

m,λ,q(x|u)un−mS2(n,m).

In addition,

(−λ)nE(k)
n,q

(
−x
λ

)
=

n∑
m=0

m∑
l=0

Ĉh
(k)

l,λ,q(x|u)um−lS2(m, l)S2(n,m)

=
n∑

m=0

m∑
l=0

l∑
r=0

r∑
s=0

um−rS1(l, r)S1(r, s)S2(m, l)S2(n,m)(−λ)sE(k)
s,q

(
−x
λ

)
.
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As the special case of Theorem 3.3, if we put x = 0, λ = 1 and u = 1, then

Ĉh
(k)

n,q =
n∑

m=0

m∑
l=0

S1(n,m)S1(m, l)(−λ)lE
(k)
l,q ,

and

E(k)
n,q =(−1)n

n∑
m=0

m∑
l=0

Ĉh
(k)

l,λ,qS2(m, l)S2(n,m)

=
n∑

m=0

m∑
l=0

l∑
r=0

r∑
s=0

S1(l, r)S1(r, s)S2(m, l)S2(n,m)(−1)n+sE(k)
s,q .
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Abstract

In this paper, we study the existence of solution for fuzzy initial valued
problems of fuzzy impulsive retarded differential equations in the setting
of a generalized Hukuhara derivative and by using the Strong Lusin Con-
dition of fuzzy Henstock integrable functions.
Keywords: Fuzzy number; Strong Lusin Condition; Discontinuous im-
pulsive retarded differential equations; Fuzzy Henstock integrals.

1 INTRODUCTION

It is known that the theory of retarded functional differential equations has been
well known when the right side function is continuous, hence Riemann integral.
Hale [11] prove that the results still hold true when continuity of right function
is weakened to satisfaction of a Carathéodory condition. The further step of
generalisation was done in [3] and [22] which applies the Henstock integrals to
the study of retarded functional differential equations with finite delays and
unbounded delays. By using generalized differential equation theory [16], M.
Federson and P. Táboas [6] proved that a local flow can be constructed for a
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general class of non-autonomous retarded functional differential equations. On
the other hand, it is meaningful to study the fuzzy retarded function differen-
tial. In [19], Lupulescu applied a successive approximation method to discuss
the fuzzy differential equations with distributed delays. Guo et al. [10] discussed
the oscillation properties of a class of fuzzy delay differential equation of second
order and provided an oscillation criterion. In [15], Kloeden and Lorenz removed
the assumption of fuzzy convexity of fuzzy differential equations and discussed
the fuzzy delay differential equations in this perspective. In [14], Khastan et al.
provided sufficient conditions for the global existence of a unique (ii)-solution
to an initial value problem for fuzzy functional differential equations using gen-
eralized derivative and were of broader applicability than those using Hukuhara
derivative.

However, there are discontinuous systems in which the right-hand side func-
tions f̃ : [a, b]×En → En are not integrable in the sense of Kaleva [13] on certain
intervals and their solutions are not absolute continuous functions. Recently,
Wu and Gong [25, 26] have combined the fuzzy set theory [28] and nonabsolute
integration theory [12], and discussed the fuzzy Henstock integrals of fuzzy-
number-valued functions which extended Kaleva[13] integration. In order to
complete the theory of fuzzy calculus and to meet the solving need of trans-
ferring a fuzzy differential equation into a fuzzy integral equation, Gong and
Shao [7, 8] have defined the strong fuzzy Henstock integrals and discussed some
of their properties and the controlled convergence theorem. So, in [20, 23, 24],
the authors used the strong fuzzy Henstock integrals [8], and deal with the
Cauchy problem of discontinuous fuzzy systems. In this paper, we use the fuzzy
Henstock integral to establish the existence of generalized solutions as well as
continuous dependence on the interval conditions of fuzzy impulsive retarded
differential equations x′(t) = f̃(t, xt), t 6= tk,

M x(tk) = Ik(x(tk)), k = 1, 2, · · · · · · ,m,
xt0 = φ, x(t0) = x0

(1)

where f̃ : I×FH([−r, 0],RF )→ RF , and Ik : RF → RF are give fuzzy mapping,
φ ∈ FH([−r, 0],RF ) and x0 ∈ RF .

To make our analysis possible, in section 2, we will first recall some basic
results of fuzzy numbers and given the definition of Strong Lusin Condition
of fuzzy-number-valued functions. Under this notion, we give another look at
the fundamental theorem of calculus of fuzzy Henstock integrals. In section
3, we deal with the Cauchy problem of discontinuous fuzzy impulsive retarded
differential equations. And in section 4, we present some concluding remarks.

2 PRELIMINARIES

Let Pk(Rn) denote the family of all nonempty compact convex subset of Rn

and define the addition and scalar multiplication in Pk(Rn) as usual. Let A and

2
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B be two nonempty bounded subset of Rn. The distance between A and B is
defined by the Hausdorff metric [5]:

dH(A,B) = max{sup
a∈A

inf
b∈B
‖ a− b ‖, sup

b∈B
inf
a∈A
‖ b− a ‖}.

Denote En = {u : Rn → [0, 1]|u satisfies (1)-(4) below} is a fuzzy number
space. where

(1)u is normal, i.e. there exists an x0 ∈ Rn such that u(x0) = 1,
(2)u is fuzzy convex, i.e. u(λx+(1−λ)y) ≥ min{u(x), u(y)} for any x, y ∈ Rn

and 0 ≤ λ ≤ 1,
(3)u is upper semi-continuous,
(4)[u]0 = cl{x ∈ Rn|u(x) > 0} is compact.
For 0 < α ≤ 1, denote [u]α = {x ∈ Rn|u(x) ≥ α}. Then from above (1)-(4),

it follows that the α-level set [u]α ∈ Pk(Rn) for all 0 ≤ α < 1.
According to Zadeh’s extension principle, we have addition and scalar mul-

tiplication in fuzzy number space En as follows [5]:

[u+ v]α = [u]α + [v]α, [ku]α = k[u]α,

where u, v ∈ En and 0 ≤ α ≤ 1.
Define D : En × En → [0,∞)

D(u, v) = sup{dH([u]α, [v]α) : α ∈ [0, 1]},

where d is the Hausdorff metric defined in Pk(Rn). Then it is easy see that D
is a metric in En. Using the results [4], we know that

(1) (En, D) is a complete metric space,
(2) D(u+ w, v + w) = D(u, v) for all u, v, w ∈ En,
(3)D(λu, λv) = |λ|D(u, v) for all u, v, w ∈ En and λ ∈ R.
A fuzzy-number-valued function f : [a, b] → En is said to satisfy the con-

dition (H) on [a, b], if for any x1 < x2 ∈ [a, b] there exists u ∈ En such that
f(x2) = f(x1) + u. We call u is the H-difference of f(x2) and f(x1), denoted
f(x2)−H f(x1) ([13]).

For brevity, we always assume that it satisfies the condition (H) when dealing
with the operation of subtraction of fuzzy numbers throughout this paper.

In this paper we consider a more general definition of a derivative for fuzzy-
number-valued functions enlarging the class of differentiable fuzzy-number-valued
functions, which has been introduced in [1] and [2].

Definition 1 ([1]) Let f̃ : (a, b) → En and x0 ∈ (a, b). We say that f̃ is
differentiable at x0, if there exists an element f̃ ′(t0) ∈ En, such that

(1) for all h > 0 sufficiently small, there exists f̃(x0 +h)−H f̃(x0), f̃(x0)−H
f̃(x0 − h) and the limits (in the metric D)

lim
h→0

f̃(x0 + h)−H f̃(x0)

h
= lim
h→0

f̃(x0)−H f̃(x0 − h)

h
= f̃ ′(x0)

or

3
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(2) for all h > 0 sufficiently small, there exists f̃(x0) −H f̃(x0 + h), f̃(x0 −
h)−H f̃(x0) and the limits

lim
h→0

f̃(x0)−H f̃(x0 + h)

−h
= lim
h→0

f̃(x0 − h)−H f̃(x0)

−h
= f̃ ′(x0)

(h and −h at denominators mean 1
h · and − 1

h ·, respectively).

Definition 2 ([18]) Let δ(ξ) be a positive real function on a closed set [a, b].
A division P = {(ξi, [xi−1, xi])} is said to be δ-fine, if the following conditions
are satisfied:

(1) a = x1 < x2 < · · · < xn = b;
(2) ξi ∈ [xi−1, xi] ⊂ (ξi − δ(ξi), ξi + δ(ξi)).

Definition 3 ([25, 26]) A fuzzy-number-valued function f̃ is said to be Hen-
stock integrable on [a, b] if there exists a fuzzy number Ã such that for every ε > 0
there is a function δ(ξ) > 0 such that for any δ-fine division P = {[u, v], ξ} of
[a, b], we have

D

(∑
f̃(ξ)(v − u), Ã

)
< ε.

We write (FH)
∫ b
a
f̃(x)dx = Ã and f̃ ∈ FH[a, b].

Remark 1 If the fuzzy-number-valued function f̃ and fuzzy number Ã are re-
placed by a real valued function and real number, respectively, then the real valued
function f is said to be Henstock integrable on [a, b] and we write f ∈ H[a, b].

Remark 2 When the function δ : [a, b] → R+ is constant, then we obtain the
Riemann integrability for fuzzy-number-valued functions. In this case, Ã ∈ RF
is called the Riemann integral of f̃ on [a, b], beingdenoted by (FR)

∫ b
a
f̃(x)dx.

Consequently, the fuzzy Riemann integrability is a particular case of the fuzzy
Henstock integrability.

Definition 4 A fuzzy-number-valued function f̃ : [a, b]→ RF is said to satisfy
Strong Lusin Condition, that is, f̃ ∈ SL([a, b],RF ), if for every ε > 0 and
E ⊂ [a, b] with |E| = 0, there exists a δ−fine division of [a, b] with Ii = [ti−1, ti]
and ξi ∈ E such that ∑

i

D(f̃(ti), f̃(ti−1)) < ε.

Remark 3 If AC([a, b],RF ) denotes the space of all absolutely continuous func-
tions, the inclusions AC([a, b],RF ) ⊂ SL([a, b],RF ) ⊂ C([a, b],RF ) hold.

Theorem 1 ([9]) Let f̃ ∈ AC([a, b],RF ) be a fuzzy-number-valued function.
Then there exists a absolutely Henstock integrable (i.e. Kaleva integrable) fuzzy-
number-valued function f̃ such that

F̃ (x) = (K)

∫ x

a

f̃(t)dt+ F̃ (a)

for any x ∈ [a, b].

4
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Now, by Theorem 1 and Definition 4 (Strong Lusin Condition), we give the
fundamental theorem of calculus of fuzzy Henstock integrals.

Theorem 2 For any f̃ ∈ SL([a, b],RF ) (GH)−differentiable a.e., and F̃ ′ = f̃
a.e. Then f̃ ∈ FH([a, b],RF ) and

F̃ (x) = (FH)

∫ x

a

f̃(t)dt+ F̃ (a)

or

F̃ (x) = (FH)

∫ x

a

f̃(t)dt	H (−1) · F̃ (a)

for any x ∈ [a, b].
Conversely, if f̃ ∈ FH([a, b],RF ), then f̃ ∈ SL([a, b],RF ) and there exists

F̃ ′ = f̃ for almost every t ∈ [a, b].

Theorem 3 If f̃ ∈ FH([a, b],RF ), then there exists a sequence of closed sets
Xi ⊂ Xi+1 ⊂ [a, b], for every i ∈ N and ∪Xi = [a, b] such that f̃ ∈ K([a, b],RF ),
and

lim
i→∞

(K)

∫
Xi∩[a,x]

f̃(t)dt = (FH)

∫ x

a

f̃(t)dt

uniformly for x ∈ [a, b].

By the definition of improper fuzzy Riemann integral in [27], we can also
give the proposition of the improper fuzzy Henstock integral.

Proposition 1 If f̃ ∈ FH([a, c),RF ) for every c ∈ [a, b), then f̃ ∈ FH([a, b],RF )
and ∫ b

a

f̃(t)dt = lim
c→b

∫ c

a

f̃(t)dt.

3 MAIN RESULTS

We start this section by defining some basic concept. Given a fuzzy-number-
valued function x : [t0, t0 + a] → RF , let M x(tk) denote the jump of x(t) at
t = tk for k = 1, 2, · · · · · · ,m, where t0 < t1 < · · · · · · < tk · · · · · · < tm ≤ t0 + a,
that is M x(tk) = x(tk+) 	H x(tk−) = Ik(x(tk)) is the (H)−difference, and
Ik(x(tk)) : RF → RF .

Definition 5 Denote Ct0 is the set of all functions x : [t0, t0 + a] → RF such
that

(C1) x is continuous at t 6= tk, k = 1, 2, · · · · · · ,m;

(C2) x is left continuous at t = tk, k = 1, 2, · · · · · · ,m;

(C3) there exists the right limit x(tk+) for k = 1, 2, · · · · · · ,m.

5
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The same as above, let SLt0 (respectively ACt0) be the set of all functions
x : [t0 − r, t0 + a] → RF such that x ∈ SL([I,RF ]) (resp. x ∈ RF ) for every
close interval I ⊂ (tk, tk+1) and such (C1) and (C3) holds.

Let r > 0, x0 ∈ RF and φ ∈ FH([−r, 0],RF ). We consider the set:

Cφ,x0
= {x : [t0 − r, t0 + a]→ RF |x(t0) = x0;xt0 = φ;x|[t0,t0+a] ∈ Ct0}

SLφ,x0
= {x ∈ Cφ,x0

: x|[t0,t0+a] ∈ SLt0}
ACφ,x0

= {x ∈ Cφ,x0
: x|[t0,t0+a] ∈ ACt0}

Definition 6 Consider a function x(t) = x(t, t0, x0, φ) and the following con-
ditions:

(i) x ∈ Cφ,x0
;

(ii) (t, xt) ∈ [t0, t0 + a]× FH([−r, 0],RF ), a.e.;

(iii) x(t) = x(s) +
∫ t
s
f̃(σ, xσ)dσ for every tk−1 < s ≤ t ≤ tk and tm < s ≤ t ≤

t0 + a, k = 1, 2 · · · ,m;

(iv) x(t) = x(s) 	H (−
∫ t
s
f̃(σ, xσ)dσ) for every tk−1 < s ≤ t ≤ tk and tm <

s ≤ t ≤ t0 + a, k = 1, 2 · · · ,m;

(v) I(k)(x(tk)) = x(tk+)	H x(tk), k = 1, 2 · · · ,m.

If x satisfies conditions (i)-(iii) and (v), we say that it is called to be a generalized
(i)-solution of problem (5) through (t0, x0, φ). If x satisfies conditions (i),(ii)
(iv) and (v), we say that it is called to be a generalized (ii)-solution of problem
(5) through (t0, x0, φ).

Lemma 1 If x is a generalized (i)-solution of problem (5), then x satisfies the
following integral equation{

x(t) = x0 +
∫ t
t0
f̃(s, xs)ds+

∑
t0<tk<t

[x(tk+)	H x(tk)],

xt0 = φ, x(t0) = x0,
(2)

where t ∈ [t0, t0 + a].

Proof. Let k ∈ {0, 1, 2, · · · ,m} and tk < s ≤ u ≤ tk+1. By Theorem 53, x(u) =
x(s)+

∫ u
s
f̃(t, xt)dt. By Definition 57, we have x′(t) = f̃(t, xt) for tk < t ≤ tk+1.

Hence x(u) = x(s) +
∫ u
s
x′(t)dt. By Proposition 55, for tk < t ≤ tk+1, there

exists
∫ t
tk
x′(σ)dσ = lim

s→tk

∫ t
s
x′(σ)dσ = x(t)	H x(tk+). Thus, for t ∈ (t0, t0 +a],

6

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1082 Qiang Ma et al 1077-1088



there exists k ∈ {0, 1, 2, · · · ,m} such that tk < t ≤ tk+1 and we have∫ t

t0

x′(σ)dσ =

∫ t1

t0

x′(σ)dσ +
k−1∑
i=1

∫ ti+1

ti

x′(σ)dσ

+

∫ t

tk

x′(σ)dσ

= x(t1)	H [x0 +
k−1∑
i=1

(x(ti+1)	H x(ti+))] + [x(t)	H x(tk+)]

= x(t)	H [x0 +
k−1∑
i=1

(x(ti+)	H x(ti))].

Therefore, we have

x(t) = x0 +

∫ t

t0

x′(σ)dσ +
∑

t0<tk<t

(x(tk+)	H x(tk))

= x0 +

∫ t

t0

f̃(σ, xσ)dσ +
∑

t0<tk<t

(x(tk+)	H x(tk)).

Since x′(t) = f̃(t, xt), for tk < t ≤ tk+1 and k ∈ {0, 1, 2, · · · ,m}, and due to
Theorem 2.8 in [26]. The proof is complete.

Lemma 2 If x is a generalized (ii)-solution of problem (5), then x satisfies the
following integral equation{

x(t) = x0 	H (−
∫ t
t0
f̃(s, xs)ds) +

∑
t0<tk<t

[x(tk+)	H x(tk)],

xt0 = φ, x(t0) = x0,
(3)

where t ∈ [t0, t0 + a].

Proof. The proof of this result is analogous to that of Lemma 1.

Lemma 3 If x is a generalized (i)-solution of the problem (6), the x is a gen-
eralized (i)-solution of the problem (5) and x ∈ SLφ,x0

.

Proof. Given ε > 0 then

x(tk + ε) = x(tk) +

∫ tk+ε

tk

f̃(s, xs)ds+ Ik(x(tk))

which tend to Ik(x(tk)) as ε→ 0. By hypothesis, given x ∈ Cφ,x0
, and the fuzzy

Henstock integral
∫
t0,t

f̃(σ, xσ)dσ exists, for every t ∈ [t0, t0 + a]. By Theorem

53, we have
∫ t0+a
t0

f̃(t, xt)dt ∈ SL([[t0, a],RF ) and x′(t) = d/dt
∫ t
t0
f̃(σ, xσ)dσ =

f̃(t, xt) a.e. on [t0, a]. That is, x(t) = x(s) +
∫ t
s
f̃(σ, xσ)dσ.

7
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Now, we shall prove that x(tk+1) = x(s)+
∫ tk+1

s
f̃(σ, xσ)dσ for s ∈ (tk, tk+1].

By Proposition 55, we have∫ tk+1

s

f̃(σ, xσ)dσ = lim
t→tk+1

∫ t

s

f̃(σ, xσ)dσ = lim
t→tk+1

D(x(s), x(t))

= x(tk+1−)	H x(s) = x(tk+1)	H x(s)

This completed the proof.

Lemma 4 If x is a generalized (ii)-solution of the problem (7), the x is a
generalized (ii)-solution of the problem (5) and x ∈ SLφ,x0

.

Theorem 4 Let T be the operator given by

Tx(t) = x0 +

∫ t

t0

f̃(s, xs)ds+
∑

t0<tk<t

[x(tk+)	H x(tk)]

for t ∈ [t0.t0 + a]. Then T maps Cφ,x0
into Cφ,x0

.

Proof. Let x : [t0− r, t0 + a]→ RF be such that x ∈ Cφ,x0
. Then Tx(t0) = x0.

Given ε > 0, we have Tx(t) is continuous for t ∈ [t0−r, t0+a]\{t1, t2, · · · · · · , tm}.
On the other hand, we have

lim
ε→0

Tx(tk − ε)

= lim
ε→0

[
x0 +

∫ tk−ε

t0

f̃(s, xs)ds+
∑

t0<ti<tk−ε
[x(ti+)	H x(ti)]

]

= x0 +

∫ tk

t0

f̃(s, xs)ds+
∑

t0<ti<tk

[x(ti+)	H x(ti)]

= Tx(tk).

Hence, Tx(tk) is left continuous for k = 1, 2, · · · ,m. Finally, we consider

lim
ε→0

Tx(tk + ε)

= lim
ε→0

[
x0 +

∫ tk+ε

t0

f̃(s, xs)ds+
∑

t0<ti≤tk+ε

[x(ti+)	H x(ti)]

]

= x0 +

∫ tk

t0

f̃(s, xs)ds+
∑

t0<ti≤tk

[x(ti+)	H x(ti)]

= Tx(tk) + [x(tk+)	H x(tk)].

and hence there exists Tx(tk+) for k = 1, 2, · · · ,m.

Theorem 5 Suppose that f̃(t, xt) is fuzzy Henstock integrable for any x ∈
Cφ,x0 . If there exist positive number M and a1, a2, · · · , am such that

8
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(i) D(f̃(t, ϕ1), f̃(t, ϕ2)) ≤ M · D(ϕ1, ϕ2) for every t ∈ [t0, t0 + a] and every
ϕ1, ϕ2 ∈ FH([−r, 0],RF );

(ii) D(Ik(u), Ik(v)) ≤ ak ·D(u, v) for every u, v ∈ RF and k ∈ {1, 2, · · · ,m};

(iii) a2 ·M +
∑m
k=1 ak < 1;

then there exist two generalized solutions x(t) = x(t, x0, φ) of problem (1),x(·, x0, φ) ∈
SLφ,x0

depending continously on each variable.

Proof. Let r, a > 0 and F = {y ∈ C0 : y(0) = 0̃}. For y1, y2 ∈ F , we define
the distence

H(y1φ,x0
, y2φ,x0

) = sup
t∈[0,a]

D(y1φ,x0
, y2φ,x0

).

For any y ∈ F, x0 ∈ RF and φ ∈ FH([−r, 0],RF ) we define an auxiliary
fuzzy-number-valued function yφ,x0

: [−r, a]→ RF by

yφ,x0
(t) =

{
y(t), t ∈ [0, a]
φ(t)	H x0, x ∈ [−r, 0].

Then, (yφ,x0)t ∈ FH([−r, 0],RF ) for all t ∈ [0, a] and (yφ,x0)t(θ) = yφ,x0(t +
θ), θ ∈ [−r, 0].

We consider the family

UF = {Uφ,x0
: φ ∈ FH([−r, 0],RF ), x0 ∈ RF}

of operators from F to C0 given by

Uφ,x0
y(t) =

∫ t+t0

t0

f̃(s, (yφ,x0
)s−t0 + x0)ds+

∑
t0<tk<t+t0

Ik(y(tk − t0))

for all t ∈ [0, a].
Firstly, we prove that UF is a contraction operators. In fact, by using hy-

pothesis (i) and (ii)

H(Uφ,x0
y1(t), Uφ,x0

y2(t)) = sup
t∈[0,a]

D(Uφ,x0
y1(t), Uφ,x0

y2(t))

= sup
t∈[0,a]

D(

∫ t+t0

t0

f̃(s, (y1φ,x0
)s−t0 + x0)ds,

∫ t+t0

t0

f̃(s, (y2φ,x0
)s−t0 + x0)ds)

+
∑

t0<tk<t+t0

Ik(y1(tk − t0)	H Ik(y2(tk − t0))

≤ sup
t∈[0,a]

D(

∫ t+t0

t0

f̃(s, (y1φ,x0
)s−t0)ds,

∫ t+t0

t0

f̃(s, (y2φ,x0
)s−t0)ds)

≤ M · ((L)

∫ a+t0

t0

D((y1φ,x0
)s−t0 , (y

2
φ,x0

)s−t0)ds) +
∑

t0<tk<t+t0

akD(y1, y2).

9
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In addition, since (y1φ,x0
)s−t0 , (y

2
φ,x0

)s−t0 ∈ FH([−r, 0],RF ), we have

D(y1φ,x0
)s−t0 , (y

2
φ,x0

)s−t0)

= sup
−v∈[−r,0]

D(

∫ −v
−r

(y1φ,x0
)s−t0(θ)dθ,

∫ −v
−r

(y2φ,x0
)s−t0(θ)dθ).

Thus, we have

D(

∫ −v
−r

(y1φ,x0
)s−t0(θ)dθ,

∫ −v
−r

(y2φ,x0
)s−t0(θ)dθ)

= D(

∫ −v
t0−s

y1(s− t0 + θ)dθ,

∫ −v
t0−s

y2(s− t0 + θ)dθ)

≤ (L)

∫ −v+s−t0
0

D(y1(u), y2(u))du

≤ (−v + s− t0)D(y1, y2) ≤ aD(y1, y2).

This implies that UF is a contraction operators.
Next, we shall prove UF is a continuous at x0 and φ. Given ε > 0, let

φ1, φ2 ∈ FH([−r, 0],RF ) and 0 < δ ≤ ε/2 be such that D(φ1, φ2) < δ. Then,
by hypothesis (i), we have

H(Tφ1,x0y(t), Tφ2,x0y(t)) = sup
t∈[0,a]

D(Tφ1,x0y(t), Tφ2,x0y(t))

= D(

∫ t

t0

+t0f̃(s, (yφ1,x0
)s−t0 + x0)ds,

∫ t

t0

+t0f̃(s, (yφ2,x0
)s−t0 + x0)ds)

≤ M · (L)

∫ a

t0

+t0D((yφ1,x0
)s−t0 , (yφ2,x0

)s−t0)ds.

Therefore, we get

D(

∫ −v
−r

(yφ1,x0
)s−t0(θ)dθ,

∫ −v
−r

(yφ2,x0
)s−t0(θ)dθ)

= D(

∫ t0−s

−r
φ1(s− t0 + θ)dθ,

∫ t0−s

−r
φ2(s− t0 + θ)dθ)

= D(

∫ 0

−r−t0+s
φ1(u)du,

∫ 0

−r−t0+s
φ2(u)du)

≤ D(

∫ 0

−r
φ1(u)du,

∫ 0

−r
φ2(u)du) +D(

∫ −r−t0+s
−r

φ1(u)du,

∫ −r−t0+s
−r

φ2(u)du)

≤ 2 · sup
−v∈[−r,0]

D(

∫ −v
−r

φ1(u)du,

∫ −r
−r

φ2(u)du) < ε.

At last, since FH([−r, 0],RF )×RF is a complete space and by using Lemma
3, we conclude that x(·, x0, φ) ∈ SLφ,x0

and it is a generalized solutions x(t) =
x(t, x0, φ) of problem (1).

10
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4 CONCLUSIONS

In this paper, we study the Cauchy problem of discontinuous fuzzy impulsive
retarded differential equations involving the fuzzy Henstock integral in fuzzy
number space. The function governing the equations is supposed to be discon-
tinuous with respect to some variables and satisfy nonabsolute fuzzy integrablil-
ity. Our result improves the result given in Ref. [14] and [17] (where uniform
continuity was required), as well as those referred therein.
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PRODUCT-TYPE SYSTEM OF DIFFERENCE
EQUATIONS WITH MULTIPLICATIVE COEFFICIENTS

SOLVABLE IN CLOSED FORM

STEVO STEVIĆ∗, BRATISLAV IRIČANIN, AND ZDENĚK ŠMARDA

Abstract. Solvability of the following system of difference equa-
tions

zn+1 = αzanw
b
n−1, wn+1 = βwc

nz
d
n−1, n ∈ N0,

where a, b, c, d ∈ Z, α, β ∈ C, z−1, z0, w−1, w0 ∈ C \ {0}, is studied.

1. Introduction

Numerous concrete nonlinear difference equations and systems have
attracted some recent attention (see, e.g., [1]-[6], [8], [9], [13]-[49]).
There has been also a renewed interest in the problem of their solvabil-
ity (see, e.g., [1]-[4], [6], [17], [20], [21], [25]-[41], [43]-[49]), especially
after the publication of [20] where S. Stević used a nice change of vari-
ables for explaining and extending the formula for solutions to the
second-order difference equation in [6]. This motivated several authors
to develop the idea and apply it for the case of some extensions of the
equation, as well as some other equations and systems (see, e.g., [1], [3],
[4], [17], [21], [25]-[30], [32]-[36], [39], [41], [43]-[47], [49]). Some classi-
cal methods for solving difference equations and systems can be found,
e.g., in [7], [10]-[12]. On the other hand, there has been some recent
interest in close to symmetric systems of difference equations (see, e.g.,
[4], [13]-[15], [18], [19], [25], [27]-[29], [31]-[44], [46], [48], [49]). Many
of the above mentioned classes of difference equations and systems are
obtained from the product-type ones by the translation or max-type
operators (see, e.g., [16], [22]-[24], [42]). Some max-type systems are
even solvable ([31]).

Product-type equations are solvable if the initial values and coef-
ficients are positive, which is not the case in general. This suggests
investigation of product-type equations and systems for the case when

2000 Mathematics Subject Classification. Primary 39A10; 39A20.
Key words and phrases. System of difference equations, product-type system,

solvable system.
∗Corresponding author.
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2 STEVO STEVIĆ, BRATISLAV IRIČANIN, AND ZDENĚK ŠMARDA

the coefficients and initial values are not positive. The problem was
studied for the first time in [40] (an extension of the system in [40] was
later studied in [38]), but with methods not so close to those in [20] (or
in [26], [30] etc.). They are, in fact, more related to the ones in [22],
[23] and [42]. In [48] was investigated the problem of solvability of the
system

zn+1 =
zân

wb̂n−1

, wn+1 =
wĉn

zd̂n−1

, n ∈ N0, (1)

where â, b̂, ĉ, d̂ ∈ Z (the condition is posed to avoid multi-valued solu-
tions) and z−1, z0, w−1, w0 ∈ C\{0}. Soon after that, in [37], was shown
that for the case of another product-type system some coefficients can
be included to get again a solvable system.

Here we show that the same holds for the next natural extension of
system (1)

zn+1 = αzanw
b
n−1, wn+1 = βwcnz

d
n−1, n ∈ N0, (2)

where a, b, c, d ∈ Z, α, β ∈ C and z−1, z0, w−1, w0 ∈ C. Since the cases
α = 0 and β = 0 are trivial, we will assume that α, β ∈ C \ {0}.

Note that the domain of undefinable solutions ([32]) to system (2) is
a subset of

U = {(z−1, z0, w−1, w0) ∈ C4 : z−1 = 0 or z0 = 0 or w−1 = 0 or w0 = 0}.
This is why we will also assume that z−1, z0, w−1, w0 ∈ C \ {0}.

2. Main result

The problem of solvability of system (2) is studied in this section.

Theorem 1. Assume that a, b, c, d ∈ Z, α, β ∈ C\{0} and z−1, z0, w−1, w0 ∈
C \ {0}. Then system (2) is solvable in closed form.

Proof. Case b = 0. Since b = 0 system (2) is

zn+1 = αzan, wn+1 = βwcnz
d
n−1, n ∈ N0. (3)

The first equation in (3) yields

zn = α
∑n−1
j=0 a

j

za
n

0 , n ∈ N. (4)

Hence, if a ̸= 1 we have

zn = α
1−an
1−a za

n

0 , n ∈ N, (5)

while if a = 1 we have

zn = αnz0, n ∈ N. (6)
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PRODUCT-TYPE SYSTEM OF DIFFERENCE EQUATIONS 3

Using (4) in the second equation in (3) we have

wn = βαd
∑n−3
j=0 a

j

zda
n−2

0 wcn−1, (7)

for n ≥ 3.
From (7) we get

wn = βαd
∑n−3
j=0 a

j

zda
n−2

0 (βαd
∑n−4
j=0 a

j

zda
n−3

0 wcn−2)
c

= β1+cαd
∑n−3
j=0 a

j+dc
∑n−4
j=0 a

j

zda
n−2+dcan−3

0 wc
2

n−2, (8)

for n ≥ 4.
Equalities (7) and (8) suggest that for a k ∈ N

wn = β
∑k−1
i=0 c

i

αd
∑k−1
i=0 c

i
∑n−i−3
j=0 ajz

d
∑k−1
i=0 c

ian−i−2

0 wc
k

n−k, (9)

for n ≥ k + 2. Assume that (9) holds for some k ∈ N and every
n ≥ k + 2.

Applying (7) with n→ n− k in (9), it follows that

wn=β
∑k−1
i=0 c

i

αd
∑k−1
i=0 c

i
∑n−i−3
j=0 ajz

d
∑k−1
i=0 c

ian−i−2

0 (βαd
∑n−k−3
j=0 ajzda

n−k−2

0 wcn−k−1)
ck

= β
∑k
i=0 c

i

αd
∑k
i=0 c

i
∑n−i−3
j=0 ajz

d
∑k
i=0 c

ian−i−2

0 wc
k+1

n−k−1, (10)

for n ≥ k + 3.
Equalities (7), (10) along with the induction show that (9) holds for

all natural numbers k and n such that 1 ≤ k ≤ n− 2.
For k = n− 2 equality (9) becomes

wn = β
∑n−3
i=0 ciαd

∑n−3
i=0 ci

∑n−i−3
j=0 ajz

d
∑n−3
i=0 c

ian−i−2

0 wc
n−2

2 , (11)

for n ≥ 3.
From (11) and since

w2 = βwc1z
d
0 = β(βwc0z

d
−1)

czd0 = β1+czcd−1z
d
0w

c2

0 ,

we have

wn = β
∑n−3
i=0 c

i

αd
∑n−3
i=0 c

i
∑n−i−3
j=0 ajz

d
∑n−3
i=0 cian−i−2

0 (β1+czcd−1z
d
0w

c2

0 )c
n−2

= β
∑n−1
i=0 c

i

αd
∑n−3
i=0 c

i
∑n−i−3
j=0 ajz

d
∑n−2
i=0 cian−i−2

0 zdc
n−1

−1 wc
n

0 , (12)

for n ≥ 3. A direct verification shows that (12) also holds for n = 2.
Case a ̸= c. In this case from (12) we get

wn = β
∑n−1
i=0 ciαd

∑n−3
i=0 c

i
∑n−i−3
j=0 ajz

da
n−1−cn−1

a−c
0 zdc

n−1

−1 wc
n

0 , n ≥ 2. (13)

Subcase a ̸= 1 ̸= c. In this case we have
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4 STEVO STEVIĆ, BRATISLAV IRIČANIN, AND ZDENĚK ŠMARDA

wn =β
1−cn
1−c αd

∑n−3
i=0 c

i 1−an−i−2

1−a z
da
n−1−cn−1

a−c
0 zdc

n−1

−1 wc
n

0

=β
1−cn
1−c α

d
1−a

(
1−cn−2

1−c −aa
n−2−cn−2

a−c

)
z
da
n−1−cn−1

a−c
0 zdc

n−1

−1 wc
n

0

=β
1−cn
1−c α

d(a−c+(1−a)cn−1+(c−1)an−1)
(1−a)(1−c)(a−c) z

da
n−1−cn−1

a−c
0 zdc

n−1

−1 wc
n

0 , n ≥ 2. (14)

Subcase a ̸= 1 = c. In this case we have

wn =βnαd
∑n−3
i=0

1−an−i−2

1−a z
da
n−1−1
a−1

0 zd−1w0

=βnα
d

1−a

(
n−2−aa

n−2−1
a−1

)
z
da
n−1−1
a−1

0 zd−1w0

=βnα
d(an−1−(n−1)a+n−2)

(a−1)2 z
da
n−1−1
a−1

0 zd−1w0, n ≥ 2. (15)

Subcase a = 1 ̸= c. In this case we have

wn =β
1−cn
1−c αd

∑n−3
i=0 ci(n−i−2)z

d 1−cn−1

1−c
0 zdc

n−1

−1 wc
n

0

=β
1−cn
1−c α

d
(
(n−2) 1−c

n−2

1−c −c 1−(n−2)cn−3+(n−3)cn−2

(1−c)2

)
z
d 1−cn−1

1−c
0 zdc

n−1

−1 wc
n

0

=β
1−cn
1−c α

d
n−2−(n−1)c+cn−1

(1−c)2 z
d 1−cn−1

1−c
0 zdc

n−1

−1 wc
n

0 , n ≥ 2. (16)

Case a = c. In this case from (12) we get

wn = β
∑n−1
i=0 ciαd

∑n−3
i=0 c

i
∑n−i−3
j=0 cjz

(n−1)dcn−2

0 zdc
n−1

−1 wc
n

0 , (17)

for n ≥ 2.
Subcase a = c ̸= 1. In this case we have

wn =β
1−cn
1−c αd

∑n−3
i=0 c

i 1−cn−i−2

1−c z
(n−1)dcn−2

0 zdc
n−1

−1 wc
n

0

=β
1−cn
1−c α

d
1−c

(
1−cn−2

1−c −(n−2)cn−2
)
z
(n−1)dcn−2

0 zdc
n−1

−1 wc
n

0

=β
1−cn
1−c α

d(1−(n−1)cn−2+(n−2)cn−1)

(1−c)2 z
(n−1)dcn−2

0 zdc
n−1

−1 wc
n

0 , n ≥ 2. (18)

Subcase a = c = 1. In this case we have

wn =βnαd
∑n−3
i=0 (n−i−2)z

(n−1)d
0 zd−1w0

=βnαd
(n−2)(n−1)

2 z
(n−1)d
0 zd−1w0, n ≥ 2. (19)

Case d = 0. Since d = 0 system (2) is

zn+1 = αzanw
b
n−1, wn+1 = βwcn, n ∈ N0. (20)

Second equation in (20) yields

wn = β
∑n−1
j=0 c

j

wc
n

0 , n ∈ N, (21)
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PRODUCT-TYPE SYSTEM OF DIFFERENCE EQUATIONS 5

from which it follows that

wn = β
1−cn
1−c wc

n

0 , n ∈ N, (22)

if c ̸= 1, while if c = 1, then

wn = βnw0, n ∈ N. (23)

Using (21) in the first equation in (20) we have

zn = αβb
∑n−3
j=0 c

j

wbc
n−2

0 zan−1, (24)

for n ≥ 3.
From (24) we get

zn = αβb
∑n−3
j=0 c

j

wbc
n−2

0 (αβb
∑n−4
j=0 c

j

wbc
n−3

0 zan−2)
a

= α1+aβb
∑n−3
j=0 c

j+ba
∑n−4
j=0 c

j

wbc
n−2+bacn−3

0 za
2

n−2,

for n ≥ 4.
Assume that for a k ∈ N we have proved

zn = α
∑k−1
i=0 a

i

βb
∑k−1
i=0 a

i
∑n−i−3
j=0 cjw

b
∑k−1
i=0 a

icn−i−2

0 za
k

n−k, (25)

for n ≥ k + 2.
Applying (24) with n→ n− k in (25), it follows that

zn=α
∑k−1
i=0 a

i

βb
∑k−1
i=0 a

i
∑n−i−3
j=0 cjw

b
∑k−1
i=0 a

icn−i−2

0 (αβb
∑n−k−3
j=0 cjwbc

n−k−2

0 zan−k−1)
ak

= α
∑k
i=0 a

i

βb
∑k
i=0 a

i
∑n−i−3
j=0 cjw

b
∑k
i=0 a

icn−i−2

0 za
k+1

n−k−1, (26)

for n ≥ k + 3.
Equalities (24), (26) along with the induction show that (25) holds

for all natural numbers k and n such that 1 ≤ k ≤ n− 2.
For k = n− 2 equality (25) becomes

zn = α
∑n−3
i=0 aiβb

∑n−3
i=0 a

i
∑n−i−3
j=0 cjw

b
∑n−3
i=0 a

icn−i−2

0 za
n−2

2 , (27)

for n ≥ 3.
From (27) and since

z2 = αza1w
b
0 = α(αza0w

b
−1)

awb0 = α1+awab−1w
b
0z
a2

0 ,

we have

zn = α
∑n−3
i=0 aiβb

∑n−3
i=0 ai

∑n−i−3
j=0 cjw

b
∑n−3
i=0 aicn−i−2

0 (α1+awab−1w
b
0z
a2

0 )a
n−2

= α
∑n−1
i=0 aiβb

∑n−3
i=0 ai

∑n−i−3
j=0 cjw

b
∑n−2
i=0 aicn−i−2

0 wba
n−1

−1 za
n

0 , (28)

for n ≥ 3. A direct verification shows that (28) also holds for n = 2.
Case a ̸= c. In this case from (28) we get

zn = α
∑n−1
i=0 a

i

βb
∑n−3
i=0 a

i
∑n−i−3
j=0 cjw

ba
n−1−cn−1

a−c
0 wba

n−1

−1 za
n

0 , n ≥ 2. (29)
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Subcase a ̸= 1 ̸= c. In this case we have

zn =α
1−an
1−a βb

∑n−3
i=0 ai 1−c

n−i−2

1−c w
ba
n−1−cn−1

a−c
0 wba

n−1

−1 za
n

0

=α
1−an
1−a β

b
1−c

(
1−an−2

1−a −ca
n−2−cn−2

a−c

)
w
ba
n−1−cn−1

a−c
0 wba

n−1

−1 za
n

0

=α
1−an
1−a β

b(a−c+(1−a)cn−1+(c−1)an−1)
(1−b)(1−c)(a−c) w

ba
n−1−cn−1

a−c
0 wba

n−1

−1 za
n

0 , n ≥ 2. (30)

Subcase a ̸= 1 = c. In this case we have

zn =α
1−an
1−a βb

∑n−3
i=0 ai(n−i−2)w

ba
n−1−1
a−1

0 wba
n−1

−1 za
n

0

=α
1−an
1−a β

b
(
(n−2) 1−a

n−2

1−a −a 1−(n−2)an−3+(n−3)an−2

(1−a)2

)
w
ba
n−1−1
a−1

0 wba
n−1

−1 za
n

0

=α
1−an
1−a β

b
n−2−(n−1)a+an−1

(1−a)2 w
ba
n−1−1
a−1

0 wba
n−1

−1 za
n

0 , n ≥ 2. (31)

Subcase a = 1 ̸= c. In this case we have

zn =αnβb
∑n−3
i=0

1−cn−i−2

1−c w
b 1−c

n−1

1−c
0 wb−1z0

=αnβ
b

1−c

(
(n−2)−c 1−c

n−2

1−c

)
w
b 1−c

n−1

1−c
0 wb−1z0

=αnβ
b
n−2−(n−1)c+cn−1

(1−c)2 w
b 1−c

n−1

1−c
0 wb−1z0, n ≥ 2. (32)

Case a = c. In this case from (28) we get

zn = α
∑n−1
i=0 aiβb

∑n−3
i=0 ai

∑n−i−3
j=0 ajw

b(n−1)an−2

0 wba
n−1

−1 za
n

0 , (33)

for n ≥ 2.
Subcase a = c ̸= 1. In this case we have

zn =α
1−an
1−a βb

∑n−3
i=0 ai 1−a

n−i−2

1−a w
b(n−1)an−2

0 wba
n−1

−1 za
n

0

=α
1−an
1−a β

b
1−a

(
1−an−2

1−a −(n−2)an−2
)
w
b(n−1)an−2

0 wba
n−1

−1 za
n

0

=α
1−an
1−a β

b
(1−(n−1)an−2+(n−2)an−1)

(1−a)2 w
b(n−1)an−2

0 wba
n−1

−1 za
n

0 , (34)

for n ≥ 2.
Subcase a = c = 1. In this case we have

zn =αnβb
∑n−3
i=0 (n−i−2)w

b(n−1)
0 wb−1z0

=αnβb
(n−2)(n−1)

2 w
b(n−1)
0 wb−1z0, (35)

for n ≥ 2.
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Case bd ̸= 0. Since z−1, z0, w−1, w0 ∈ C \ {0}, it easily follows that
zn ̸= 0 ̸= wn for every n ≥ −1. Hence, from the first equation in (2),
we have

wbn−1 =
zn+1

αzan
, n ∈ N0. (36)

Taking both sides of the second equation in (2) to the b-th power we
get

wbn+1 = βbwbcn z
bd
n−1, n ∈ N0. (37)

From (36) and (37) it follows that

zn+3

αzan+2

= βb
zcn+2

αczacn+1

zbdn−1, n ∈ N0,

that is,

zn+3 = α1−cβbza+cn+2z
−ac
n+1z

bd
n−1, n ∈ N0, (38)

which is a fourth order product-type difference equation.
We also have

z1 = αza0w
b
−1 and z2 = α1+aza

2

0 w
ab
−1w

b
0. (39)

Let γ := α1−cβb,

a1 = a+ c, b1 = −ac, c1 = 0, d1 = bd, x1 = 1. (40)

Using (40), equation (38) can be written as

zn+3 = γx1za1n+2z
b1
n+1z

c1
n z

d1
n−1, n ∈ N0. (41)

Using (41) with n→ n− 1 into (41) it follows that

zn+3 = γx1(γza1n+1z
b1
n z

c1
n−1z

d1
n−2)

a1zb1n+1z
c1
n z

d1
n−1,

= γx1+a1za1a1+b1n+1 zb1a1+c1n zc1a1+d1n−1 zd1a1n−2

= γx2za2n+1z
b2
n z

c2
n−1z

d2
n−2, (42)

for n ∈ N, where

a2 := a1a1 + b1, b2 := b1a1 + c1, c2 := c1a1 + d1, d2 := d1a1, (43)

x2 := x1 + a1. (44)

Assume that for some 2 ≤ k ≤ n, we have proved that

zn+3 = γxkzakn+3−kz
bk
n+2−kz

ck
n+1−kz

dk
n−k, (45)

for n ≥ k − 1, and that

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1095 STEVO STEVIC et al 1089-1102
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ak = a1ak−1 + bk−1, bk = b1ak−1 + ck−1,

ck = c1ak−1 + dk−1, dk = d1ak−1, (46)

xk := xk−1 + ak−1. (47)

Then by using (41) with n→ n− k into (45) we have

zn+3 = γxk(γza1n+2−kz
b1
n+1−kz

c1
n−kz

d1
n−1−k)

akzbkn+2−kz
ck
n+1−kz

dk
n−k

= γxk+akza1ak+bkn+2−k zb1ak+ckn+1−k z
c1ak+dk
n−k zd1akn−1−k

= γxk+1z
ak+1

n+2−kz
bk+1

n+1−kz
ck+1

n−k z
dk+1

n−1−k, (48)

for n ≥ k, where

ak+1 : = a1ak + bk, bk+1 := b1ak + ck,

ck+1 : = c1ak + dk, dk+1 := d1ak, (49)

xk+1 := xk + ak. (50)

Equalities (48)-(50) along with (42)-(44) and the method of induction
show that (45)-(47) hold for 2 ≤ k ≤ n+ 1 ((45) also holds for k = 1).

Hence, for k = n+ 1, (45) becomes

zn+3 =γ
xn+1z

an+1

2 z
bn+1

1 z
cn+1

0 z
dn+1

−1

=(α1−cβb)xn+1(α1+aza
2

0 w
ab
−1w

b
0)
an+1(αza0w

b
−1)

bn+1z
cn+1

0 z
dn+1

−1

=α(1−c)xn+1+(1+a)an+1+bn+1βbxn+1z
a2an+1+abn+1+cn+1

0

× z
dn+1

−1 w
ban+1

0 w
aban+1+bbn+1

−1 , n ∈ N0. (51)

From (46) we easily see that (ak)k≥4 is a solution to the linear dif-
ference equation

ak = a1ak−1 + b1ak−2 + c1ak−3 + d1ak−4. (52)

This and the relations bk−1 = ak − a1ak−1, ck−1 = bk − b1ak−1 and
dk = d1ak−1 show that (bk)k∈N, (ck)k∈N and (dk)k∈N are also solutions
to equation (52).

On the other hand, from (47) and since x1 = 1, we have that

xk = 1 +
k−1∑
j=1

aj. (53)

From (46) and (47) with k = 1 we get

a1 = a1a0 + b0, b1 = b1a0 + c0, c1 = c1a0 + d0,

d1 = d1a0, x1 = x0 + a0. (54)
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Since bd = d1 ̸= 0, from the fourth equation in (54) we get a0 = 1.
Using this fact in the other equalities in (54) we get b0 = c0 = d0 = 0
and x0 = 0 (since x1 = 1).

From this and by (46) and (47) with k = 0 we get

1 = a0 = a1a−1 + b−1, 0 = b0 = b1a−1 + c−1,

0 = c0 = c1a−1 + d−1, 0 = d0 = d1a−1, 0 = x0 = x−1 + a−1. (55)

Since d1 ̸= 0, from the fourth equation in (55) we get a−1 = 0. Using
this fact in the other equalities in (55) we get b−1 = 1, c−1 = d−1 = 0
and x−1 = 0.

From this and by (46) and (47) with k = −1 we get

0 = a−1 = a1a−2 + b−2, 1 = b−1 = b1a−2 + c−2,

0 = c−1 = c1a−2 + d−2, 0 = d−1 = d1a−2, 0 = x−1 = x−2 + a−2. (56)

Since d1 ̸= 0, from the fourth equation in (56) we get a−2 = 0. Using
this fact in the other equalities in (56) we get b−2 = 0, c−2 = 1 and
d−2 = 0 and x−2 = 0.

From this and by (46) and (47) with k = −2 we get

0 = a−2 = a1a−3 + b−3, 0 = b−2 = b1a−3 + c−3,

1 = c−2 = c1a−3 + d−3, 0 = d−2 = d1a−3, 0 = x−2 = x−3 + a−3. (57)

Since d1 ̸= 0, from the fourth equation in (57) we get a−3 = 0. Using
this fact in the other equalities in (57) we get b−3 = 0, c−3 = 0 and
d−3 = 1 and x−3 = 0.

Hence, sequences (ak)k≥−3, (bk)k≥−3, (ck)k≥−3 and (dk)k≥−3 are so-
lutions to linear difference equation (52) satisfying the next (shifted)
initial conditions

a−3 = 0, a−2 = 0, a−1 = 0, a0 = 1;

b−3 = 0, b−2 = 0, b−1 = 1, b0 = 0;

c−3 = 0, c−2 = 1, c−1 = 0, c0 = 0; (58)

d−3 = 1, d−2 = 0, d−1 = 0, d0 = 0,

respectively, while (xk)k≥−3 is given by (53) and satisfies the conditions

x−3 = x−2 = x−1 = x0 = 0 and x1 = 1. (59)

Since difference equation (52) is solvable, it follows that closed form
formulas for (ak)k≥−3, (bk)k≥−3, (ck)k≥−3 and (dk)k≥−3, can be found.
From this, (53), (59) and by using some known sums, (xk)k≥−3 can
also be calculated. From this fact and (51) we see that equation (38)
is solvable too.
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The second equation in (2) yields

zdn−1 =
wn+1

βwcn
, n ∈ N0. (60)

Since d ̸= 0, from the first equation in (2) we have

zdn+1 = αdzadn w
bd
n−1, n ∈ N0. (61)

From (60) and (61) we obtain

wn+3

βwcn+2

= αd
wan+2

βawacn+1

wbdn−1, n ∈ N0,

which can be written as

wn+3 = αdβ1−awa+cn+2w
−ac
n+1w

bd
n−1, n ∈ N0, (62)

which differs from equation (38) only by the coefficient αdβ1−a. Beside
this, sequence (wn)n≥−1 satisfies the following initial conditions

w1 = βwc0z
d
−1 and w2 = β1+cwc

2

0 z
cd
−1z

d
0 . (63)

Let δ := αdβ1−a. Then the above procedure can be repeated and
obtained that for 1 ≤ k ≤ n+ 1

wn+3 = δxkwakn+3−kw
bk
n+2−kw

ck
n+1−kw

dk
n−k, (64)

where (ak)k∈N, (bk)k∈N, (ck)k∈N and (dk)k∈N satisfy recurrent relations
(46) with initial conditions (40), while (xk)k∈N is given by (53) and
(59).

From (64) with k = n+ 1 and by using (63) we get

wn+3 =δ
xn+1w

an+1

2 w
bn+1

1 w
cn+1

0 w
dn+1

−1

=(αdβ1−a)xn+1(β1+cwc
2

0 z
cd
−1z

d
0)
an+1(βwc0z

d
−1)

bn+1w
cn+1

0 w
dn+1

−1

=αdxn+1β(1−a)xn+1+(1+c)an+1+bn+1w
c2an+1+cbn+1+cn+1

0

× w
dn+1

−1 z
dan+1

0 z
cdan+1+dbn+1

−1 , (65)

for n ∈ N0.
As above the solvability of equation (52) shows that closed form

formulas for (ak)k≥−3, (bk)k≥−3, (ck)k≥−3 and (dk)k≥−3, can be found.
From this, (53), (59) and by using some known sums, (xk)k≥−3 can also
be calculated. This facts along with (65) imply that equation (62) is
solvable too. Direct calculation shows that formulas (51) and (65) are
really solutions to system (2), finishing the proof. �

Remark 1. Since linear difference equation (52) is of the fourth order
it is not only theoretically solvable, but also practically.

The following corollary is a consequence of Theorem 1.
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Corollary 1. Consider system (2) with a, b, c, d ∈ Z, α, β ∈ Z \ {0}.
Assume that z−1, z0, w−1, w0 ∈ C \ {0}. Then the following statements
are true.

(a) If b = 0 and a ̸= 1 ̸= c, then the general solution to system (2) is
given by (5) and (14).

(b) If b = 0 and a ̸= 1 = c, then the general solution to system (2) is
given by (5) and (15).

(c) If b = 0 and a = 1 ̸= c, then the general solution to system (2) is
given by (6) and (16).

(d) If b = 0 and a = c ̸= 1, then the general solution to system (2) is
given by (5) and (18).

(e) If b = 0 and a = c = 1, then the general solution to system (2) is
given by (6) and (19).

(f) If d = 0 and a ̸= 1 ̸= c, then the general solution to system (2) is
given by (22) and (30).

(g) If d = 0 and a ̸= 1 = c, then the general solution to system (2) is
given by (23) and (31).

(h) If d = 0 and a = 1 ̸= c, then the general solution to system (2) is
given by (22) and (32).

(i) If d = 0 and a = c ̸= 1, then the general solution to system (2) is
given by (22) and (34).

(j) If d = 0 and a = c = 1, then the general solution to system (2) is
given by (23) and (35).

(k) If bd ̸= 0, then the general solution to system (2) is given by (51)
and (65), where (ak)k≥−3, (bk)k≥−3, (ck)k≥−3 and (dk)k≥−3 are solu-
tions to equation (52) satisfying the conditions (58), while (xk)k≥−3

is given by (53) and (59).

Remark 2. The formulas appearing in the proof of Theorem 1 can be
used in studying of the behavior of solutions to system (2). We leave
it to the reader as some exercises.
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[41] S. Stević, M. A. Alghamdi, A. Alotaibi and N. Shahzad, On a higher-order
system of difference equations, Electron. J. Qual. Theory Differ. Equ. Vol.
2013, Article No. 47, (2013), 18 pages.
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ON SOME RESULTS IN METRIC SPACES USING
AUXILIARY SIMULATION FUNCTIONS VIA NEW

FUNCTIONS

XIAO-LAN LIU∗, ARSLAN HOJAT ANSARI, SUMIT CHANDOK, STOJAN

RADENOVIĆ

Abstract. In this paper, we investigate the existence and uniqueness of
coincidence points for two nonlinear operators by generalizing the notion
of simulation function introduced by F. Khojasteh et al. [F. Khojasteh,
S. Shukla and S. Radenović, Filomat 29 (6), 1189-1194 (2015)]. Our
results improve, extend, complement and generalize several existing re-
sults in the literature. Also, some examples are provided to illustrate
the usability of our results.

1. Introduction and Preliminaries

There are many disciplines in which various authors are working, but due
to the possible applications, two of them, fixed point theory and equilib-
rium theory have received major attention from the last few decades. Both
of them have many ways to face, from a theoretical point of view, to various
problems which arise from real-world contexts. Fixed point theory has been
applied in various topics, convex minimization and split feasibility, construc-
tion and structure of fixed points, as well as for finding zeros of contractive
operators (see [1, 2, 3] and [4]). It also has lots of applications; in partic-
ular, in image recovery and signal processing, and in transition operators
for initial valued problems of differential inclusions. The mixed equilibrium
problems include fixed point problems, optimization problems, variational
inequality problems and Nash equilibrium problems as special cases. For
other important questions in the fixed point theory with various approach
see [7]-[25].

Recently, Khojasteh et al. [5] introduced the notion of simulation function
in order to express different contractivity conditions in a unified way, and
they obtained some fixed point results. In this paper, we generalized the
simulation function using a class of C-function and investigate the existence
and uniqueness of coincidence points for two operators in the setting of

Date: Received: xxxxxx; Revised: yyyyyy; Accepted: zzzzzz.
∗ Corresponding author.
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metric spaces. Some examples are also provided to illustrate the importance
of the results obtained.

To begin with, we give some basic notions and definitions.
In the sequel, let X be a nonempty set and T, g : X → X be two mappings.

For simplicity, we denote T (x) by Tx. A mapping g is injective on A ⊆ X if
we can deduce that a = b for all a, b ∈ A such that ga = gb. We denote the
nth iterate of T by Tn , that is, T 1 = T and Tn+1 = T ◦ Tn for all n ∈ N.

Definition 1. A point x ∈ X is called a
(1) fixed point of the operator T if Tx = x.
(2) coincidence point of T and g if Tx = gx.
(3) common fixed point of T and g if Tx = gx = x.

Definition 2. Let T, g : X → X be mappings on a metric space(X, d).
We say that T and g are compatible if limn→∞ d(Tgxn, gTxn) = 0 for all
sequence {xn} ⊆ X such that the sequences {gxn} and {Txn} are convergent
and have the same limit.

Remark 3. If T and g are commuting (that is, Tgx = gTx for all x ∈ X),
then T and g are compatible.

Definition 4. Given two self-mappings T, g : X → X and a sequence
{xn}n≥0 ⊆ X, we say that {xn} is a Picard-Jungck sequence of the pair
(T, g) (based on x0) if gxn+1 = Txn for all n ≥ 0.

We say that X verifies the CLR (T, g)-property at a point x0 ∈ X if there
exists on X a Picard-Jungck sequence of (T, g) based on x0.

Remark 5. 1. It is well known that if T and g are two self-mappings such
that T (X) ⊆ g(X), then there exists a Picard-Jungck sequence of (T, g) based
on any point x0 ∈ X. In other words, if T (X) ⊆ g(X), then X verifies the
CLR (T, g)-property at each point x ∈ X.

2. If g = IX is the identity mapping on X, then there exists a unique
Picard sequence of (T, IX) based at each x0 ∈ X, which is given by xn+1 =
Txn for all n ≥ 0. Therefore, X satisfies the CLR (T, IX) -property at every
point, whatever the mapping T .

Definition 6. (see [6]) A mapping F : [0,∞)2 → R is called C-class func-
tion if it is continuous and satisfies following conditions:

(1) F (s, t) ≤ s;
(2) F (s, t) = s implies that either s = 0 or t = 0; for all s, t ∈ [0,∞).

Note that for some F we have that F (0, 0) = 0. We denote C-class
functions as C.

Also special case of C-class functions can be found in [7]. For examples
of C-class function see [6], [8].

Definition 7. [9] An altering distance function is a continuous, non-decreasing
mapping ϕ : [0,∞) → [0,∞) such that ϕ−1({0}) = {0}.
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2. C-class Simulation Function

In this section, we generalized the simulation function introduced by Kho-
jasteh et al. [5] using the function of C-class as follows:

Definition 8. A mapping F : [0,∞)2 → R has property CF , if there exists
an CF ≥ 0 such that

(1) F (s, t) > CF ⇒ s > t;
(2) F (t, t) ≤ CF , for all t ∈ [0,∞).

Example 9. The following functions F : [0,∞)2 → R are elements of C
that have property CF , for all s, t ∈ [0,∞):

(1) F (s, t) = s− t, CF = r, r ∈ [0,∞)
(2) F (s, t) = s

(1+t)r , r ∈ (0,∞);CF = 1
(3) F (s, t) = s

1+kt ; k ≥ 1, CF = r
1+k , r ∈ [2,∞)

(4) F (s, t) = (s + l)
1

1+T − l, l > 1, CF = 0, 1
(5) F (s, t) = s− (2+t

1+t)t;CF = 0,

(6) F (s, t) = ks
1+t ; 0 < k < 1, CF = k, 1

(7) F (s, t) = ks
1+kt ; 0 < k,CF = k+1

k , 1
(8) F (s, t) = s

1+t ; 0 < k,CF = 1, 2

Definition 10. A simulation function is a mapping ζ : [0,∞)× [0,∞) → R
satisfying the following axioms:

(ζ1) ζ(0, 0) = 0;
(ζ2) ζ(t, s) < F (s, t) for all t, s > 0, here function F : [0,∞)2 → R is

element of C;
(ζ3) if {tn}, {sn} are sequences in (0,∞) such that limn→∞ tn = limn→∞ sn >

0, then lim sup
n→∞

ζ(tn, sn) < 0.

The third condition is symmetric in both arguments of ζ but, in proofs,
this property is not necessary. In fact, in practice, the arguments of ζ have
different meanings and they play different roles. Then, we slightly modify
the previous definition in order to highlight this difference and to enlarge
the family of all simulation functions.

Definition 11. A CF−simulation function is a mapping ζ : [0,∞)×[0,∞) →
R satisfying the following conditions:

(ζa) ζ(0, 0) = 0;
(ζb) ζ(t, s) < F (s, t) for all t, s > 0; here function F : [0,∞)2 → R is

element of C which has property CF

(ζc) if {tn}, {sn} are sequences in (0,∞) such that limn→∞ tn = limn→∞ sn >
0, and tn < sn, then lim sup

n→∞
ζ(tn, sn) < CF .

Let ZF be the family of all CF−simulation functions ζ : [0,∞)× [0,∞) →
R. Every simulation function as in Definition 10 is also a CF−simulation
function as in Definition 11, but the converse is not true, for this see Example
3.3 in [10] using C-class function F (s, t) = s− t.
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Example 12. Let k ∈ R be such that k < 1 and let ζ : [0,∞)× [0,∞) → R
be the function defined by ζ(t, s) = kF (s, t) − t, here CF = 0. Note that
ζ(t, s) = kF (s, t) − t ≤ kF (s, t) < F (s, t) ≤ s and ζ(t, t) = kF (t, t) − t ≤
kt− t < 0.

It is easy to verify that ζ verifies (ζa), and (ζb).
If {tn}, {sn} are sequences in (0,∞) such that limn→∞ tn = limn→∞ sn =

δ > 0 and tn < sn for all n ∈ N, then lim sup
n→∞

ζ(tn, sn) = lim sup
n→∞

(kF (sn, tn)−
tn) ≤ (k − 1)δ < 0.

Also, if F (s, t) = ms, m < 1, then of ζ(t, s) = kF (s, t) − t, we have
ζ(t, s) = kms− t, or ζ(t, s) = λs− t, λ ∈ (0, 1).

Therefore ζ is an CF−simulation function as in Definition 11.

Example 13. Let k ∈ R be such that k < 1 and ζ : [0,∞)× [0,∞) → R be
the function defined by ζ(t, s) = kF (s, t), here take CF = 1. Here, ζ(t, s) =
kF (s, t) ≤ ks < s and ζ(t, t) = kF (t, t) < 1.

it is easy to verify, ζ verifies (ζa), and (ζb).
If {tn}, {sn} are sequences in (0,∞) such that limn→∞ tn = limn→∞ sn =

δ > 0 and tn < sn for all n ∈ N, then lim sup
n→∞

ζ(tn, sn) = lim sup
n→∞

(kF (sn, tn)) ≤
kF (δ, δ) < 1.

Therefore ζ is an CF−simulation function as in Definition 11.
Also, if take F (s, t) = s

1+t , ζ is an CF−simulation function.

Example 14. Let F : [0,∞)2 → R be C-class, F (ψ(s), ϕ(t))−t < F (s, t), ψ(t) <
t,and let ζ : [0,∞) × [0,∞) → R be the function defined by ζ(t, s) =
F (ψ(s), ϕ(t)) − t, here CF = 0, note that ζ(0, 0) = F (ψ(0), ϕ(0)) − 0 = 0,
and ζ(t, t) = F (ψ(t), ϕ(t))− t < F (t, t)− t ≤ t− t = 0

Clearly, ζ verifies (ζ1), and (ζ2) follows from the following:
If {tn}, {sn} are sequences in (0,∞) such that limn→∞ tn = limn→∞ sn =

δ > 0 and tn < sn for all n ∈ N, then lim sup
n→∞

ζ(tn, sn) = lim sup
n→∞

(F (ψ (sn) , ϕ (tn))−
tn) ≤ ψ(δ)− δ < 0.

3. A coincidence point theorem for (Z, g)-contractions

In this section we establish some results on the existence and uniqueness
of coincidence point by using simulation functions on metric spaces.

Definition 15. Let (X, d) be a metric space and T, g : X → X be self-
mappings. A mapping T is called a (ZF , g)-contraction if there exists ζ ∈ ZF

such that
ζ(d(Tx, Ty), d(gx, gy)) ≥ CF (1)

for all x, y ∈ X such that gx 6= gy.

For clarity, we use the term (ZF,d, g)-contraction when we want to high-
light that T is a (ZF , g)-contraction on a metric space involving the metric
d. In such a case, we say that T is a (ZF,d, g)-contraction with respect to ζ.
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If g is the identity mapping on X, T is a ZF,d-contraction with respect to
ζ .

Remark 16. 1. By axiom (ζb), it is clear that a simulation function must
verify ζ(r, r) < CF for all r > 0.

2. Furthermore, if T is a (ZF,d, g)−contraction with respect to ζ ∈ ZF ,
then

d(Tx, Ty) < d(gx, gy), (2)
for all x, y ∈ X such that gx 6= gy.

To prove it, assume that gx 6= gy. Then d(gx, gy) > 0. If Tx = Ty,
then d(Tx, Ty) = 0 < d(gx, gy). On the contrary case, if Tx 6= Ty, then
d(Tx, Ty) > 0, and applying (ζb) and (1), we have that

CF ≤ ζ(d(Tx, Ty), d(gx, gy)) < F (d(gx, gy), d(Tx, Ty)), so (2) holds.

Next, we observe some useful properties of (ZF,d, g)-contractions in the
context of metric spaces.

Lemma 17. If T is a (ZF,d, g)-contraction in a metric space (X, d) and
x, y ∈ X are coincidence points of Tand g, then Tx = gx = gy = Ty. In
particular, the following properties hold.

1. If g (or T ) is injective on the set of all coincidence points of T and
g (or, simply, injective), then Tand g have, at most, a unique coincidence
point.

2. If T and g have a common fixed point, then it is unique.

Proof. We will show that gx = gy reasoning by contradiction. Suppose, on
the contrary, that gx 6= gy. Then d(gx, gy) > 0. By (1), we have CF ≤
ζ(d(Tx, Ty), d(gx, gy)) = ζ(d(gx, gy), d(gx, gy)), which is a contradiction
due to item 1 of Remark 16. Therefore, if x and y are coincidence points of
T and g, then Tx = gx = gy = Ty. Hence the result. ¤
Theorem 18. Let T be a (ZF,d,g)-contraction in a metric space (X, d) and
suppose that there exists a Picard-Jungck sequence {xn}n≥0 of (T, g). Also
assume that, at least, one of the following conditions hold.

(a) (g(X), d) (or (T (X), d)) is complete.
(b) (X, d) is complete and T and g are continuous and compatible.
(c) (X, d) is complete and T and g are continuous and commuting.
Then T and g have, at least, a coincidence point. Furthermore, either the

sequence {gxn} contains a coincidence point of T and g or, at least, one of
the following properties holds.

In case (a), the sequence {gxn} converges to u ∈ g(X) and any point
v ∈ Xsuch that gv = u is a coincidence point of T and g.

In cases (b) and (c), the sequence {gxn} converges to a coincidence point
of T and g.

In addition to this, if x, y ∈ X are coincidence points of T and g, then
Tx = gx = gy = Ty. And if g (or T ) is injective on the set of all coincidence
points of T and g (or, simply, it is injective), then T and g have a unique
coincidence point.
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Proof. If {xn} contains a coincidence point of T and g, the proof is finished.
Assume that {xn}does not contain any coincidence point of T and g, that
is,

gxn 6= Txn = gxn+1, (3)
for all n ≥ 0. In such a case,

d(gxn, gxn+1) > 0, (4)

for all n ≥ 0. We divide the proof in three steps.
Step 1. We claim that

lim
n→∞ d(gxn, gxn+1) = 0. (5)

Using (ζb) and (1), for all n ≥ 0,

CF ≤ ζ(d(Txn, Txn+1), d(gxn, gxn+1))
= ζ(d(gxn+1, gxn+2), d(gxn, gxn+1))
< F (d(gxn, gxn+1), d(gxn+1, gxn+2)), (6)

which means that 0 < d(gxn+1 , gxn+2) < d(gxn, gxn+1) for all n ≥ 0. Then
{d(gxn, gxn+1)} is a non-increasing sequence of nonnegative real numbers,
so it is convergent.

Let r = limn→∞ d(gxn, gxn+1). We prove that r = 0 reasoning by con-
tradiction. Assume that r > 0. Applying the axiom (ζc) to the sequences
{tn = d(gxn+1, gxn+2)} and {sn = d(gxn, gxn+1)} (which have the same
limit r > 0 and verify tn < sn for all n), it follows that

lim sup
n→∞

ζ(d(gxn+1, gxn+2), d(gxn, gxn+1)) = lim
n→∞ sup ζ(tn, sn) < CF ,

which contradicts with (6) because ζ(d(gxn+1, gxn+2), d(gxn, gxn+1)) ≥
CF for all n ≥ 0. This contradiction prove that limn→∞d(gxn, gxn+1) =
r = 0, that is, (5) holds.

Step 2. Now, we claim that the sequence {gxn} is a Cauchy in (X, d). On
the contrary, we assume that {gxn} is not a Cauchy sequence in (X, d). In
this case, there exists ε0 > 0 such that, for all N ∈ N, there exist m,n ∈ N
verifying m > n > N and d(gxm, gxn) > ε0. Using (5), there exists n0 ∈ N
such that

d(gxn+1, gxn) < ε0, (7)
for all n ≥ n0.

Taking successive values for n, we can find two partial subsequences
{gxm(k)} and {gxn(k)} of {gxn} such that

n0 ≤ n(k) < m(k) < n(k + 1) and d(gxm(k), gxn(k)) > ε0 (8)

for all k ∈ N .
If we choose m(k) as the least natural number m ∈ {n(k), n(k)+1, n(k)+

2, ...} such that (8) holds, then we also have that

d(gxm(k)−1, gxn(k)) ≤ ε0, (9)
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for all k ∈ N .
Notice that m(k) ≥ n(k) + 1 for all k ∈ N . Indeed, joining (7) and

(8), we deduce that the case m(k) = n(k) + 1 is impossible. Therefore,
m(k) ≥ n(k) + 2 for all k ∈ N . It follows that

n(k) + 1 < m(k) < m(k) + 1 for all k ∈ N .
Taking into account (8) and (9), we deduce that
ε0 < d(gxm(k), gxn(k)) ≤ d(gxm(k), gxm(k)−1)+d(gxm(k)−1, gxn(k)) ≤ d(gxm(k), gxm(k)−1)+

ε0

for all k. Using (5), we have that

lim
k→∞

d(gxm(k), gxn(k)) = ε0. (10)

Moreover, by
d(gxm(k), gxn(k)) ≤ d(gxm(k), gxm(k)+1)+d(gxm(k)+1, gxn(k)+1)+d(gxn(k)+1, gxn(k))
and
d(gxm(k)+1, gxn(k)+1) ≤ d(gxm(k)+1, gxm(k))+d(gxm(k), gxn(k))+d(gxn(k), gxn(k)+1)
for all k, and also using (5), it follows that

lim
k→∞

d(gxm(k)+1, gxn(k)+1) = ε0. (11)

In particular, there exists n1 ∈ N such that
d(gxm(k), gxn(k)) > ε0

2 > 0
and
d(gxm(k)+1, gxn(k)+1) > ε0

2 > 0 for all k ≥ n1.
Using the fact that T is a (ZF,d, g)-contraction with respect to ζ and the

axiom (ζb), we deduce that
CF ≤ ζ(d(Txm(k), Txn(k)), d(gxm(k), gxn(k))) = ζ(d(gxm(k)+1, gxn(k)+1), d(gxm(k), gxn(k))
< F (d(gxm(k), gxn(k)), d(gxm(k)+1, gxn(k)+1)), for all k ≥ n1. In particu-

lar,
0 < d(gxm(k)+1, gxn(k)+1) < d(gxm(k), gxn(k)) for all k ≥ n1

Employing the sequences {tk = d(gxm(k)+1, gxn(k)+1)} and {sk = d(gxm(k), gxn(k))}
(which have the same positive limit by (10) and (11) and verify tk < sk for
all k) in axiom (ζc), we conclude that which is a contradiction. Therefore,
we must admit that the sequence {gxn} is Cauchy in (X, d). Hence, Step 2
holds.

Step 3. Now, we prove that T and g have a coincidence point by taking
the assumptions (a), or (b), or (c).

Case (a): Assume that (g(X), d) (or (T (X), d)) is complete. In this case,
notice that gxn+1 = Txn ∈ T (X) ⊆ g(X) for all n ≥ 0,which means that
the sequence {gxn+1} is included in T (X) ⊆ g(X). Taking into account
that g(X) (or T (X)) is d-complete,then there exists u ∈ g(X) such that
{gxn} → u, that is,

lim
n→∞ d(gxn, u) = 0. (12)

Since Txn = gxn+1 for all n, we also have that
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lim
n→∞ d(Txn, u) = 0. (13)

Let v ∈ X be any point such that gv = u. We will show that v is a
coincidence point of T and g. On the contrary, we assume that v is not
a coincidence point of T and g, that is, u = gv 6= Tv. In such a case,
δ = d(Tv, gv) > 0. Using(13), let n0 ∈ N be such that d(gxn, gv) < δ for all
n ≥ n0. This means that

d(gxn, gv) < δ = d(Tv, gv) for all n ≥ n0.
In particular, gxn 6= Tv for all n ≥ n0, that is,

d(Txn, T v) = d(gxn+1, T v) > 0, (14)

for all n ≥ n0.
On the other hand, by (4), it is impossible the condition
∃n1 ∈ N such that gxn = gv for all n ≥ n1.
Therefore, there exists a partial subsequence {gxδ(n)} of {gxn} such that

gxδ(n) 6= gv ∀n (15)

Now, let n2 ∈ N be such that δ(n2) ≥ n0. Therefore, by (14) and (15),
d(gxδ(n), gv) > 0 and d(Txδ(n), T v) > 0 for all n ≥ n2.
Using (ζb),
CF ≤ ζ(d(Txδ(n), T v), d(gxδ(n), gv)) < F (d(gxδ(n), gv), d(Txδ(n), T v))
for all n ≥ n2, which means that
0 ≤ d(Txδ(n), T v) < d(gxδ(n), gv) = d(gxδ(n), u),
for all n ≥ n2. In particular, by (12), {Txδ(n)} → Tv. However,

{Txδ(n)} = {gxδ(n)+1} is a partial subsequence of {gxn}, which converges
to gv. By the unicity of the limit, we conclude that gv = Tv, which is
a contradiction with the fact that we have supposed that gv 6= Tv. This
contradiction yields v is a coincidence point of T and g.

Case (b): Assume that (X, d) is complete and T and g are continu-
ous and compatible. In this case, the sequence {gxn} is a Cauchy se-
quence in the complete metric space (X, d) , so there exists u ∈ Xsuch
that {gxn} → u. Since T and g are continuous,it follows that {ggxn} →
gu and {Tgxn} → Tu. Moreover, as T and g are compatible and the
sequences{Txn = gxn+1}and {gxn} have the same limit, we deduce that

limn→∞d(Tgxn, gTxn) = 0. It follows that
d(Tu, gu) = limn→∞d(Tgxn, ggxn+1) = limn→∞d(Tgxn, gTxn) = 0.
Therefore, Tu = gu and we conclude that u is a coincidence point of T

and g.
Case (c): Assume that (X, d) is complete and T and g are continuous and

commuting. It follows from case (b) taking into account Remark 16. Last
statement follows from Lemma 17. ¤

Now if let F (s, t) = s− t, we have the following result of [10].
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Corollary 19. Let T be a (Zd,g)-contraction in a metric space (X, d) and
suppose that there exists a Picard-Jungck sequence {xn}n≥0 of (T, g). Also
assume that, at least, one of the following conditions holds.

(a) (g(X), d) (or (T (X), d)) is complete.
(b) (X, d) is complete and T and g are continuous and compatible.
(c) (X, d) is complete and T and g are continuous and commuting.
Then T and g have, at least, a coincidence point. Furthermore, either the

sequence {gxn} contains a coincidence point of T and g or, at least, one of
the following properties holds.

In case (a), the sequence {gxn} converges to u ∈ g(X) and any point
v ∈ X such that gv = u is a coincidence point of T and g.

In cases (b) and (c), the sequence {gxn} converges to a coincidence point
of T and g.

In addition to this, if x, y ∈ X are coincidence points of T and g, then
Tx = gx = gy = Ty. And if g (or T ) is injective on the set of all coincidence
points of T and g (or, simply, it is injective), then T and g have a unique
coincidence point.

In the following example, we describe how to use our main result in order
to guarantee existence and uniqueness of a solution for nonlinear equations.

Example 20. Let X = [0,∞) provided with the Euclidean metric d(x, y) =
|x− y| for all x, y ∈ X, and consider the operators T, g : X → X given, for
all x ∈ X, by

Tx = x + 2, gx = 4x + e2x

It is clear that T is not a contraction in the classical Banach sense (in
fact, it is an isometry). In order to solve the nonlinear equation

x + 2 = 4x + e2x, (16)

Theorem 18 can be applied using the simulation function ζ(t, s) = 9
10 [ψ(s)−

(2+ϕ(t)
1+ϕ(t))ϕ(t)],

where ψ and ϕ are the altering distance functions given by ψ(t) = t and
ϕ(t) = t for all t ≥ 0 and CF = 0, F (s, t) = s− (2+t

1+t)t, now we have that

ζ(d(Tx, Ty), d(gx, gy))

=
9
10

[ψ(d(gx, gy))− (
2 + ϕ(d(Tx, Ty))
1 + ϕ(d(Tx, Ty))

)ϕ(d(Tx, Ty))]

=
9
10

[d(gx, gy)− (
2 + d(Tx, Ty)
1 + d(Tx, Ty)

)d(Tx, Ty)]

=
9
10

[
∣∣4(x− y) + (e2x − e2y)

∣∣− (
2 + |x− y|
1 + |x− y|) |x− y|]

≥ 0.
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Therefore T is a (Zd, g)-contraction with respect to ζ1. As all conditions
of Theorem 4.8 are satisfied (for instance, T (X) = [2,∞) ⊂ [1,∞) = g(X)
and g(X) is complete), it is ensured that T and g have a unique coincidence
point, which is the only solution of equation (16). ¤
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Abstract

The purpose of this paper is to study some uniqueness problem of meromorphic functions
sharing two sets and three sets with finite weight. Our results are improvement and comple-
ment of some results given by Zhang-Xu, Fang-Xu, Lahiri-Banerjee.
Key words: Meromorphic function; Weighted sharing; Uniqueness.
Mathematical Subject Classification (2000): 30D 30, 30D 35.

1 Introduction and main results

This purpose of this paper is to study some uniqueness problem of meromorphic functions sharing
two sets and three sets with finite weight. The fundamental theorems and the standard notations
of the Nevanlinna value distribution theory of meromorphic functions will be used (see Hayman
[6] and Yi and Yang [12]). Let f be a nonconstant meromorphic function and a ∈ C ∪ {∞} and S
be a subset of C = C ∪ {∞}. Define

E(S, f) =
⋃
a∈S
{z : f(z)− a = 0, counting multiplicity},

E(S, f) =
⋃
a∈S
{z : f(z)− a = 0, ignoring multiplicity}.

If E(S, f) = E(S, g) we say that f and g share the set S CM . On the other hand, if E(S, f) =
E(S, g), we say that f and g share the set S IM . Especially, let S = {a}, we say f and g
share the value a CM . If E(S, f) = E(S, g), and we say that f and g share the value a IM if
E(S, f) = E(S, g) (see [5]).

Let m be a nonnegative integer, we denote by Em)(a; f) the set of all a-points of f with
multiplicities not exceeding m, where an a-point is counted according to its multiplicity. Also we
denote by Em)(a; f) the set of distinct a-points of f with multiplicities not greater than m. If for

∗The authors were supported by the NSF of China( 11561031, 11561033) and the Natural Science Foundation of
Jiangxi Province in China (20151BAB201008,20161BAB201020).
†Corresponding author.
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some a ∈ C∪{∞}, E∞)(a; f) = E∞)(a; g) we say that f, g share the value a CM . For any positive
integer m, we define

Em)(S, f) =
⋃
a∈S

Em)(a; f), and Em)(S, f) =
⋃
a∈S

Em)(a; f).

In 1977, Gross [4] proved that there exist three finite sets Sj(j = 1, 2, 3), such that any two
entire functions f and g satisfying E(Sj , f) = E(Sj , g) for j = 1, 2, 3 must be identical, and posed
the following question:

Question A Does there exist a finite set S such that, for any pair of nonconstant entire
functions f and g, E(S, f) = E(S, g) implies f ≡ g?

If the answer of this question is affirmative, a natural question is the following:

Question B What is the smallest cardinal of S?

In 1995, Yi [11] first proved that such that a set exist. In fact, Yi proved the following theorem

Theorem A [11]. There exists a set S with 7 elements such that E(S, f) = E(S, g) implies
f ≡ g, for any pair of nonconstant entire functions f and g.

For meromorphic functions, the present best answer to Question B was obtained by Frank and
Reinders [3].

Theorem B [3]. There exists a set S with 11 elements such that E(S, f) = E(S, g) implies
f ≡ g for any pair of nonconstant meromorphic functions f and g.

A natural problem arises: What can we say if nonconstant meromorphic functions f and g
have ”few” poles?

Lahiri and Banerjee [8] investigated the situation for Θ(∞; f) ≤ 1
2 and Θ(∞; g) ≤ 1

2 in Theorem
C and proved the following result.

Theorem C [8]. Let S1 = {z : zn + azn−1 + b = 0}, S2 = {0} and S3 = {∞}, where a, b are
nonzero constants such that zn + azn−1 + b = 0 has no repeated root and n(≥ 4) is an integer.
Suppose that f, g are two nonconstant meromorphic functions satisfying Θ(∞; f) + Θ(∞; g) > 0.
If E(Sj , f) = E(Sj , g) for j = 1, 2, 3, then f ≡ g.

Recently, Zhang and Xu [13] proved the following result:

Theorem D [13]. Let S = {z : z7 − z6 = 1}. Suppose that f, g are two nonconstant meromor-
phic functions satisfying Θ(∞; f) + Θ(∞; g) > 1. If E(S, f) = E(S, g) and E(∞, f) = E(∞, g),
then f ≡ g.

Now considering all the above theorems it is natural to ask the following question:

Question 1.1 Is it possible in any way to further relax the nature of sharing the set S1, S2, S3 in
Theorem C?

In the present paper we shall investigate this problem and obtain two results which will improve
all the previous theorems mentioned earlier. Also we shall provide an answer to the question of
Gross in a more compact and convenient way than the previous authors have given.

Now we state the following theorems which are the main results of this paper.

Theorem 1.1 Let S1, S3 be as in Theorem C. Suppose that f, g are nonconstant meromorphic
functions satisfying E1)(S1, f) = E1)(S1, g) , Em)(S1, f) = Em)(S1, g), m ≥ 3, E(S3, f) = E(S3, g)
and satisfy one of the following conditions

(i) n = 8 and Θ(∞; g) + Θ(∞; g) > 3
2 ;

(ii) n = 9 and Θ(∞; f) + Θ(∞; g) > 3
4 ;
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(iii) n ≥ 10 and Θ(∞; f) + Θ(∞; g) > 4
n−1 , n is a positive integer.

Then f ≡ g.

Theorem 1.2 Let S1, S3 be as in Theorem C. Suppose that f, g are nonconstant meromorphic
functions satisfying E2)(S1, f) = E2)(S1, g) , Em)(S1, f) = Em)(S1, g), m ≥ 4, E(S3, f) = E(S3, g)
and satisfy one of two conditions:

(i) n = 7 and Θ(∞; f) + Θ(∞; g) > 1;
(ii) n ≥ 8 and Θ(∞; f) + Θ(∞; g) > 4

n−1 , n is a positive integer.
Then f ≡ g.

Remark 1.1 When n = 7, it obviously that Theorem 1.2 is an improvement of Theorem D.

Theorem 1.3 Let S1, S3 be as in Theorem C. Suppose that f, g are nonconstant meromorphic
functions satisfying E1)(S1, f) = E1)(S1, g) , Em)(S1, f) = Em)(S1, g), m ≥ 3, E(S2, f) =
E(S2, g), E(S3, f) = E(S3, g) and satisfy one of the conditions:

(i) n = 6 and Θ(∞; g) + Θ(∞; g) > 3
2 ;

(ii) n = 7 and Θ(∞; f) + Θ(∞; g) > 3
4 ;

(iii) n ≥ 8 and Θ(∞; f) + Θ(∞; g) > 4
n−1 , n is a positive integer.

Then f ≡ g.

Theorem 1.4 Let S1, S2, S3 be as in Theorem C. Suppose that f, g are nonconstant meromor-
phic functions satisfying E2)(S1, f) = E2)(S1, g) , Em)(S1, f) = Em)(S1, g), m ≥ 4, E(S2, f) =
E(S2, g), E(S3, f) = E(S3, g) and satisfy one of the conditions:

(i) n = 5 and Θ(∞; f) + Θ(∞; g) > 1;
(ii) n ≥ 6 and Θ(∞; f) + Θ(∞; g) > 0.

Then f ≡ g.

Though the standard definitions and notations of the value distribution theory are available in
[6], we explain some definitions and notations which are used in the paper.

Definition 1.1 (see [1]). Let k and r be two positive integers such that 1 ≤ r < k − 1 and for
a ∈ C, Ek)(a, f) = Ek)(a, g), Er)(a, f) = Er)(a, g). Let z0 be a zero of f −a of multiplicity p and a

zero of g−a of multiplicity q. We denote by NL(r, a; f)(NL(r, a; g)) the reduced counting function

of those a-points of f and g for which p > q ≥ r + 1(q > p ≥ r + 1), by N
(r+1

E (r, a; f) the reduced
counting function of those a-points of f and g for which p = q ≥ r + 1, by Nf≥k+1(r, a; f |g 6=
a)(Ng≥k+1(r, a; g|f 6= a)) the reduced counting functions of those a-points of f and g for which
p ≥ k + 1 and q = 0(q ≥ k + 1 and p = 0).

Definition 1.2 (see [1]). If r = 0 in definition 1.1 then we use the same notations as in definition

1.1 except by N
1)

E (r, a; f) we mean the common simple a-points of f and g and by N
(2

E (r, a; f) we
mean the reduced counting functions of those a-points of f and g for which p = q ≥ 2.

Definition 1.3 (see [9]). Let a, b ∈ C∪{∞}, We denote by N(r, a; f |g = b) the counting function
of those a−points of f , counted according to multiplicity, which are b-points of g; by N(r, a; f |g 6= b)
the counting function of those a-points of f , counted according to multiplicity, which are not the
b-points of g.

2 Some Lemmas

In this section we shall denote by H and V the following two functions

H = (
F ′′

F ′
− 2F ′

F − 1
)− (

G′′

G′
− 2G′

G− 1
),

where F,G are two nonconstant meromorphic functions.
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Lemma 2.1 (see [12]). Let f be a nonconstant meromorphic function and let

R(f) =
n∑

k=0

akf
k/

m∑
j=0

bjf
j

be an irreducible rational function in f with coefficients {ak} and {bj}, where an 6= 0 and bm 6= 0.
Then

T (r,R(f)) = dT (r, f) + S(r, f),

where d = max{n,m}.

Lemma 2.2 (see [14]). Let F,G be two nonconstant meromorphic functions such that E1)(1;F ) =
E1)(1;F ) and H 6≡ 0. Then

N
1)
E (r, 1;F ) ≤ N(r,∞;H) + S(r, F ) + S(r,G).

Lemma 2.3 (see [8, Lemma 9]). Let f, g be two nonconstant meromorphic functions. Let

F =
fn−1(f + a)

−b
, and G =

gn−1(g + a)

−b
. (1)

If F ≡ G and Θ(∞; f) + Θ(∞; g) > 4
n−1 , where n ≥ 4, then f ≡ g.

Lemma 2.4 (see [8, Lemma 3]). Let f, g be two nonconstant meromorphic functions sharing
(0,∞) and Θ(∞; f) + Θ(∞; g) > 0. Then fn−1(f + a) ≡ gn−1(g + a) implies f ≡ g, where n(≥ 2)
is an integer and a is a nonzero finite constant.

Lemma 2.5 (see [7, Lemma 5]). If two nonconstant meromorphic functions f, g share (∞, 0) then
for n ≥ 2,

fn−1(f + a)gn−1(g + a) 6≡ b2,

where a, b are finite nonzero constants.

Lemma 2.6 (see [1, Lemma 2.2]). Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G) and H 6≡ 0,
where m ≥ 3. Then

N(r,∞;H)
≤ N(r, 0;F | ≥ 2) + N(r, 0;G| ≥ 2) + NL(r,∞;F ) + NL(r,∞;G)

+NL(r, 1;F ) + NL(r, 1;G) + NF≥m+1(r, 1;F |G 6= 1)
+NG≥m+1(r, 1;G|F 6= 1) + N0(r, 0;F ′) + N0(r, 0;G′),

where N0(r, 0;F ′) is the reduced counting function of those zeros of F ′ which are not the zeros of
F (F − 1) and N0(r, 0;G′) is similarly defined.

From Lemma 2.6, we can get the following lemmas easily.

Lemma 2.7 Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G), E(∞, F ) = E(∞, G) and H 6≡ 0,
where m ≥ 3. Then

N(r,∞;H) ≤N(r, 0;F | ≥ 2) + N(r, 0;G| ≥ 2) + NL(r, 1;F ) + NL(r, 1;G)

+ NF≥m+1(r, 1;F |G 6= 1) + NG≥m+1(r, 1;G|F 6= 1)

+ N0(r, 0;F ′) + N0(r, 0;G′),

where N0(r, 0;F ′) and N0(r, 0;G′) is stated as in Lemma 2.6.
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Lemma 2.8 Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G), E(∞;F ) = E(∞;G), E(0, F ) =
E(0, G) and H 6≡ 0, where m ≥ 3. Then

N(r,∞;H) ≤NL(r, 1;F ) + NL(r, 1;G) + NF≥m+1(r, 1;F |G 6= 1)

+ NG≥m+1(r, 1;G|F 6= 1) + N0(r, 0;F ′) + N0(r, 0;G′),

where N0(r, 0;F ′) and N0(r, 0;G′) is stated as in Lemma 2.6.

Lemma 2.9 (see [1, Lemma 2.6]). Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G) and H 6≡ 0,
where m ≥ 3. Then

2NL(r, 1;F ) + 2NL(r, 1;G) + N
(2

E (r, 1;F )

+ mNG≥m+1(r, 1;G|F 6= 1)−NF>2(r, 1;G)

≤N(r, 1;G)−N(r, 1;G).

Lemma 2.10 (see [10]). If N(r, 0; f (k)|f 6= 0) denotes the counting function of those zeros of f (k)

which are not the zeros of f , where a zero of f (k) is counted according to its multiplicity then

N(r, 0; f (k)|f 6= 0) ≤ kN(r,∞; f) + N(r, 0; f | < k) + kN(r, 0; f | ≥ k) + S(r, f).

Lemma 2.11 (see [1, Lemma 2.9]). Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G), where
m ≥ 3. Then

2NF>2(r, 1;G) + 2NF≥m+1(r, 1;F |G 6= 1)

≤2

3
N(r, 0;F ) +

2

3
N(r,∞;F )− 2

3
N0(r, 0;F ′) + S(r, F ).

Lemma 2.12 Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G) and E(∞, f) = E(∞, g), where
m ≥ 3 and H 6≡ 0, then

T (r, F ) ≤N2(r, 0;F ) +
8

3
N(r,∞;F ) + N2(r, 0;G) +

2

3
N(r, 0;F ) + S(r, F ) + S(r,G). (2)

Proof: From the condition of Lemma 2.12, and by Lemma 2.7, we have

N(r, 1;F ) + N(r, 1;G)

≤ N(r, 1;F | = 1) + NL(r, 1;F ) + NL(r, 1;G) + N
(2

E (r, 1;F ) + NF≥m+1(r, 1;F |G 6= 1) + N(r, 1;G)
≤ N(r, 0;F | ≥ 2) + N(r, 0;G| ≥ 2) + NL(r, 1;F ) + NL(r, 1;G)

+NF≥m+1(r, 1;F |G 6= 1) + NG≥m+1(r, 1;G|F 6= 1) + NL(r, 1;F ) + NL(r, 1;G)

+N
(2

E (r, 1;F ) + NF≥m+1(r, 1;F |G 6= 1) + T (r,G)−m(r, 1;G)

+O(1)− 2NL(r, 1;F )− 2NL(r, 1;G)−N
(2

E (r, 1;F )
−mNG≥m+1(r, 1;G|F 6= 1) + NF>2(r, 1;G) + N0(r, 0;F ′)
+N0(r, 0;G′) + S(r, F ) + S(r,G)

≤ N(r, 0;F | ≥ 2) + N(r, 0;G| ≥ 2) + T (r,G)−m(r, 1;G) + 2NF≥m+1(r, 1;F |G 6= 1)
+NF>2(r, 1;G)− (m− 1)NG≥m+1(r, 1;G|F 6= 1) + N0(r, 0;F ′)
+N0(r, 0;G′) + S(r, F ) + S(r,G).

By Lemma 2.11, it follows that

N(r, 1;F ) + N(r, 1;G) ≤N(r, 0;F | ≥ 2) + N(r, 0;G| ≥ 2) + T (r,G)−m(r, 1;G) (3)

+
2

3
N(r, 0;F ) +

2

3
N(r,∞;F )− (m− 1)NG≥m+1(r, 1;G|F 6= 1)

+ N0(r, 0;F ′) + N0(r, 0;G′) + S(r, F ) + S(r,G).
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By the second fundamental theorem, we have

T (r, F ) ≤ N(r,∞;F ) + N(r, 0;F ) + N(r, 1;F )−N0(r, 0;F ′) + S(r, F ), (4)

T (r,G) ≤ N(r,∞;G) + N(r, 0;G) + N(r, 1;G)−N0(r, 0;G′) + S(r,G). (5)

Adding (4) and (5) and from (3), it follows

T (r, F ) + T (r,G) ≤N(r,∞;F ) + N(r, 0;F ) + N(r,∞;G) + N(r, 0;G) + N(r, 1;F ) (6)

+ N(r, 1;G)−N0(r, 0;F ′)−N0(r, 0;G′) + S(r, F ) + S(r,G)

≤N2(r, 0;F ) +
8

3
N(r,∞;F ) + N2(r, 0;G) + T (r,G)−m(r, 1;G)

+
2

3
N(r, 0;F )− (m− 1)NG≥m+1(r, 1;G|F 6= 1) + S(r, F ) + S(r,G).

Thus, we can get (2) from (6) easily. 2

Similar to the above argument and by Lemma 2.8, we can get the following lemma.

Lemma 2.13 Let Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G), E(∞, f) = E(∞, g) and E(0, F )
= E(0, G), where m ≥ 3 and H 6≡ 0, then

T (r, F ) ≤ 8

3
N(r, 0;F ) +

8

3
N(r,∞;F ) + S(r, F ) + S(r,G). (7)

Lemma 2.14 If Em)(1, F ) = Em)(1, G), E2)(1, F ) = E2)(1, G) and E(∞, F ) = E(∞, G), where
m ≥ 4 and H 6≡ 0, then

T (r, F ) + T (r,G) ≤2N2(r, 0;F ) + 2N2(r, 0;G) + 4N(r,∞;F ) + S(r, F ) + S(r,G). (8)

Proof: From (4), (5) and by Lemma 2.7, we have

T (r, F ) + T (r,G) ≤N(r,∞;F ) + N(r, 0;F ) + N(r,∞;G) + N(r, 0;G) + N(r, 1;F ) (9)

+ N(r, 1;G)−N0(r, 0;F ′)−N0(r, 0;G′) + S(r, F ) + S(r,G)

≤N(r,∞;F ) + N(r, 0;F ) + N(r,∞;G) + N(r, 0;G) + N(r, 1;F | = 1)

+ N(r, 1;F | ≥ 2) + N(r, 1;G)−N0(r, 0;F ′)−N0(r, 0;G′)

+ S(r, F ) + S(r,G)

≤N(r,∞;F ) + N(r,∞;G) + N2(r, 0;F ) + N2(r, 0;G) + N(r, 1;G)

+ N(r, 1;F | ≥ 2) + NL(r, 1;G) + NL(r, 1;F ) + NF≥m+1(r, 1;F |G 6= 1)

+ NG≥m+1(r, 1;G|F 6= 1) + S(r, F ) + S(r,G).

Since

N(r, 1;F | = m;G| = m− 1) + · · ·+ N(r, 1;F | = m;G| = 3) ≤ N(r, 1;F | = m);

and
N(r, 1;G| = m;F | = m− 1) + · · ·+ N(r, 1;G| = m;F | = 3) ≤ N(r, 1;G| = m),
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we see that

NL(r, 1;F ) + NL(r, 1;G) + NF≥m+1(r, 1;F |G 6= 1)
+NG≥m+1(r, 1;G|F 6= 1) + N(r, 1;F | ≥ 2) + N(r, 1;G)

≤ N(r, 1;F | = m;G| = m− 1) + · · ·+ N(r, 1;F | = m;G| = 3)
+N(r, 1;F | ≥ m + 2) + N(r, 1;G| = m;F | = m− 1) + · · ·
+N(r, 1;G| = m;F | = 3) + N(r, 1;G| ≥ m + 2)
+N(r, 1;G| ≥ m + 2) + N(r, 1;F | ≥ m + 1)
+N(r, 1;G| ≥ m + 1) + N(r, 1;F | = 2) + · · ·
+N(r, 1;F | = m) + N(r, 1;F | ≥ m + 1) + N(r, 1;G| = 1)
+ · · ·+ N(r, 1;G| = m) + N(r, 1;G| ≥ m + 1)

≤ 1
2N(r, 1;F | = 1) + N(r, 1;F | = 2) + · · ·+ 2N(r, 1;F | = m)
+2N(r, 1;F | ≥ m + 1) + N(r, 1;F | ≥ m + 2) + 1

2N(r, 1;G| = 1)
+N(r, 1;G| = 2) + · · ·+ 2N(r, 1;G| = m) + 2N(r, 1;G| ≥ m + 1)
+N(r, 1;G| ≥ m + 2)

≤ 1
2 [N(r, 1;F ) + N(r, 1;G)]

≤ 1
2 [T (r, F ) + T (r,G)].

(10)

From (9) and (10), we can get (8) easily.
Thus, this completes the proof of Lemma 2.14. 2

Similar to the argument as in Lemma 2.14, and by Lemma 2.8, we can get the following lemma

Lemma 2.15 If Em)(1, F ) = Em)(1, G), E2)(1, F ) = E2)(1, G), E(0, F ) = E(0, G) and E(∞, F )
= E(∞, G), where m ≥ 4 and H 6≡ 0, then

T (r, F ) + T (r,G) ≤2N(r,∞;F ) + 2N(r,∞;G) + 2N(r, 0;F ) + 2N(r, 0;G) + S(r, F ) + S(r,G).

3 Proofs of the Theorems

3.1 Proof of Theorem 1.1

Proof: Let F,G be stated as in (1). Suppose that H 6≡ 0. From the condition of Theorem 1.1, we
have Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G) and E(∞, f) = E(∞, g), where m ≥ 3.

From the definitions of F,G, it follows that

N2(r, 0;F ) ≤ 2N(r, 0; f) + N(r, 0; f + a) + S(r, f); (11)

N2(r, 0;G) ≤ 2N(r, 0; g) + N(r, 0; g + a) + S(r, g);

N(r, 0;F ) = N(r, 0; f) + N(r, 0; f + a);

N(r, 0;G) = N(r, 0; g) + N(r, 0; g + a);

N(r,∞;F ) = N(r,∞; f), N(r,∞;G) = N(r,∞; g);

T (r, F ) = nT (r, f) + S(r, f), T (r,G) = nT (r, g) + S(r, g).

It follows from (11) and Lemma 2.12 that

(n− 13

3
)T (r, f) ≤ 3T (r, g) +

8

3
N(r,∞; f) + S(r, f) + S(r, g). (12)

Similarly, we have

(n− 13

3
)T (r, g) ≤ 3T (r, f) +

8

3
N(r,∞; g) + S(r, f) + S(r, g). (13)
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Combining (12) and (13), we have{
n− 10 +

4

3
[Θ(∞, f) + Θ(∞, g)− 2ε]

}
T (r) ≤ S(r), (14)

where T (r) = max{T (r, f), T (r, g)} and S(r) = o(T (r)) as r →∞.
If n = 8 and Θ(∞, f) + Θ(∞, g) > 3

2 , we can take any real number ε(0 < 2ε < Θ(∞, f) +
Θ(∞, g)− 3

2 ). Thus, we can get a contradiction from (14).
If n = 9 and Θ(∞, f) + Θ(∞, g) > 3

4 , we can take any real number ε(0 < 2ε < Θ(∞, f) +
Θ(∞, g)− 3

4 ). Thus, we can get a contradiction from (14).
If n ≥ 10 and Θ(∞, f) + Θ(∞, g) > 4

n−1 , we can take any real number ε(> 0), we also get a
contradiction from (14).

Thus, it follows H ≡ 0, that is

F ′′

F ′
− 2F ′

F − 1
≡ G′′

G′
− 2G′

G− 1
.

By a simple calculate, we have either F ·G ≡ 1 or F ≡ G.
If F ·G ≡ 1, that is fn−1(f + a)gn−1(g + a) 6≡ b2. By Lemma 2.6, we can get a contradiction.
If F ≡ G, that is fn−1(f + a) ≡ gn−1(g + a). From the condition of Theorem 1.1 and Lemma

2.3, we can get f ≡ g.
Thus, we complete the proof of Theorem 1.1. 2

3.2 The proof of Theorem 1.2

Proof: From the condition of Theorem 1.2, we have Em)(1, F ) = Em)(1, G), E2)(1, F ) = E2)(1, G)
and E(∞, F ) = E(∞, G),where m ≥ 4. Let H ≡ 0. Then it follows from (11) and Lemma 2.14
that

(n− 6)[T (r, f) + T (r, g)] ≤ 2N(r,∞; f) + 2N(r,∞; g) + S(r, f) + S(r, g),

that is,
{n− 8 + Θ(∞; f) + Θ(∞; g)− 2ε}T (r) ≤ S(r), (15)

where T (r) = max{T (r, f), T (r, g)} and S(r) = o(T (r)) as r →∞.
If n = 7 and Θ(∞, f) + Θ(∞, g) > 1, we can take any real number ε(0 < 2ε < Θ(∞, f) +

Θ(∞, g)− 1). Thus, we can get a contradiction from (15).
If n ≥ 8 and Θ(∞, f) + Θ(∞, g) > 4

n−1 > 0, we can take any real number ε(0 < 2ε <
Θ(∞, f) + Θ(∞, g)). Thus, we can get a contradiction from (15).

Suppose that H ≡ 0, by using the same argument as in Theorem 1.1, we can get the conclusion
of Theorem 1.2 easily.

Thus, we complete the proof of Theorem 1.2. 2

3.3 The proof of Theorem 1.3

Proof: From the condition of Theorem 1.3, we have Em)(1, F ) = Em)(1, G), E1)(1, F ) = E1)(1, G),
E(∞, F ) = E(∞, G) and E(0, F ) = E(0, G), where m ≥ 3.

Suppose that H 6≡ 0. From (11) and Lemma 2.13, it follows

(n− 16

3
)T (r, f) ≤ 8

3
N(r,∞; f) + S(r, f) + S(r, g),

that is, (
n− 8 +

4

3
(Θ(∞; f) + Θ(∞; g)− 2ε)

)
T (r) ≤ S(r). (16)
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If n = 6 and Θ(∞, f) + Θ(∞, g) > 3
2 , we can take any real number ε(0 < 2ε < Θ(∞, f) +

Θ(∞, g)− 3
2 ). Thus, we can get a contradiction from (16).

If n = 7 and Θ(∞, f) + Θ(∞, g) > 3
4 , we can take any real number ε(0 < 2ε < Θ(∞, f) +

Θ(∞, g)− 3
4 ). Thus, we can get a contradiction from (16).

If n ≥ 8 and Θ(∞, f) + Θ(∞, g) > 0, we can take any real number ε(> 0), we also get a
contradiction from (16).

Let H ≡ 0,that is
F ′′

F ′
− 2F ′

F − 1
≡ G′′

G′
− 2G′

G− 1
.

By a simple calculate, we have either F ·G ≡ 1 or F ≡ G.
If F ·G ≡ 1, that is fn−1(f + a)gn−1(g + a) 6≡ b2. By Lemma 2.5, we can get a contradiction.
If F ≡ G, that is fn−1(f + a) ≡ gn−1(g + a). Since E(0; f) = E(0, g), from the condition of

Theorem 1.3 and Lemma 2.4, we can get f ≡ g.
Thus, we complete the proof of Theorem 1.3. 2

3.4 The proof of Theorem 1.4

Proof: From the condition of Theorem 1.4, we have Em)(1, F ) = Em)(1, G), E2)(1, F ) = E2)(1, G),
E(∞, F ) = E(∞, G) and E(0, F ) = E(0, G), where m ≥ 4.

Suppose that H 6≡ 0. From (11) and Lemma 2.15, it follows

(n− 4)[T (r, f) + T (r, g)] ≤ 2N(r,∞; f) + 2N(r,∞; g) + S(r, f) + S(r, g),

that is,
(n− 6 + Θ(∞; f) + Θ(∞; g)− 2ε)T (r) ≤ S(r). (17)

If n = 5 and Θ(∞, f) + Θ(∞, g) > 1, we can take any real number ε(0 < 2ε < Θ(∞, f) +
Θ(∞, g)− 1). Thus, we can get a contradiction from (17).

If n ≥ 6 and Θ(∞, f) + Θ(∞, g) > 0, we can take any real number ε(0 < 2ε < Θ(∞, f) +
Θ(∞, g)). Thus, we can get a contradiction from (17).

Suppose that H ≡ 0, by using the same argument as in Theorem 1.3, we can get the conclusion
of Theorem 1.4 easily.

Thus, we complete the proof of Theorem 1.4. 2
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Abstract

In this paper, global dynamics of a kind of nonlinear difference equation was investigat-

ed, which had only one positive equilibrium. Every positive solution of the equation either

converges to its positive equilibrium if it is locally asymptotically stable or nonhyperbolic

or oscillates about its positive equilibrium if it is a saddle point. For the latter case, the

length of positive or negative semicycles is no more than four.

Key words: Difference equations; Stable; Semicycles
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1 Introduction

In this paper, we focus on the nonlinear difference equation of third order

xn+1 = A+
xn

xn−1xn−2
, n = 0, 1, · · · , (1.1)

with the parameter A and initial conditions x−2, x−1, x0 being positive. We will investigate

its global dynamics and present the following results:

If A ≥ 1/
√
2, then every positive solution of (1.1) converges to x̄ = (A+

√
A2 + 4)/2.

If 0 < A < 1/
√
2, then every positive solution of (1.1) oscillates about x̄.

Equation (1.1) can be regarded as a variation of the following equation

xn+1 = A+
xp
n

xq
n−1 x

r
n−2

, n = 0, 1, 2, . . . (1.2)

1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1125 Keying Liu et al 1125-1132



In 2009, Iričanin and Stević [1] studied the boundedness character of positive solutions of (1.2)

when all parameters A, p, q and r are positive.

It can be also regarded as a variation of the following systems of difference equations.

In 2015, Zhang et al.[2] investigated the following system

xn+1 = A+
xn

yn−1 yn−2
, yn+1 = A+

yn
xn−1 xn−2

, n = 0, 1, 2, . . . , (1.3)

where A is a positive constant and initial conditions x−i, y−i ∈ (0,∞) for i = 0,−1,−2.

The equilibria of system (1.3) satisfy the following system of equations:

x̄ = A+
x̄

ȳ2
, ȳ = A+

ȳ

x̄2
, (1.4)

By eliminating y from (1.4), we obtain

(A2 − 1)x̄4 −A3x̄3 + 2x̄2 − 1 = 0. (1.5)

Denote c = (A+
√
A2 + 4)/2, a = 2/(A−

√
4− 3A2) and b = 2/(A+

√
4− 3A2).

If A > 0, then system (1.3) always has the positive equilibrium (c, c).

If 1 < A < 2/
√
3, then system (1.3) has two additional positive equilibrium (a, b), (b, a).

The main results[2] are listed in the following:

(A.1) If A > 1, every positive solution of system (1.3) is bounded.

(A.2) If A > 2/
√
3, (c, c) is locally asymptotically stable.

(A.3) If A >
√
3, every positive solution of system (1.3) approaches (c, c).

(A.4) If 1 < A < 2/
√
3, (a, b) and (b, a) are locally asymptotically stable.

In 2005, Yang[3] studied the global behavior of the following system

xn = A+
yn−1

xn−p yn−q
, yn = A+

xn−1

xn−r yn−s
, n = 1, 2, . . . , (1.6)

where p, q, r, s ≥ 2, A is a positive constant and initial conditions are positive real numbers.

System (1.6) has the unique positive equilibrium (c, c). He obtained the following results:

(B.1) If A > 1, every positive solution of system (1.6) is bounded.

(B.2) If A > 2/
√
3, (c, c) is locally asymptotically stable.

(B.3) If A >
√
2, every positive solution of system (1.6) approaches (c, c).

For these two systems, they gave the same condition A > 2/
√
3 to obtain the local asymp-

totical stability of (c, c) by the same method. Other related articles see[4]-[8]. Other methods

include Routh-Hurwitz criterion[9] and Rouche’s Theorem[10]. Other types of equation and

boundedness nature and so on see [11]-[18].

2
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2 Local Stability

First of all, we obtain the local stability of x̄ of (1.1).

As for the definition of stability and the method of linearized stability, see [17],[18] and

related papers[2–10].

As is known, x̄ of (1.1) satisfies x̄ = A+ 1/x̄ and x̄ = c is positive, which is unique.

The linearized equation of (1.1) about x̄ = c is

xn+1 = c−2xn − c−2xn−1 − c−2xn−2 (2.2)

and its characteristic polynomial is

f(λ) = λ3 − c−2λ2 + c−2λ+ c−2, (2.3)

from which we have

f(0) = c−2 > 0, (2.4)

f(1) = c−2 + 1 > 0, (2.5)

f(−0.5) =
1

8c2
(2− c2), (2.6)

f(−1) = −c−2 − 1 < 0, (2.7)

which lead to the existence of a solution λ0 of f(λ) = 0 in the interval (−1, 0).

On the other hand,

f ′(λ) = 3λ2 − 2c−2λ+ c−2 > 0 (2.8)

because ∆ = 4c−4 − 12c−2 = 4c−4(1 − 3c2) < 0 for A > 0 and c > 1. Hence, we claim that

f(λ) = 0 has a pair of conjugate complex roots λ1, 2.

Let f(λ) be factorize as the following

f(λ) = λ3 − c−2λ2 + c−2λ+ c−2

= (λ− λ0)(λ
2 + aλ+ b)

= λ3 + (a− λ0)λ
2 + (b− aλ0)λ− bλ0, (2.9)

from which we have

a− λ0 = −c−2, b− aλ0 = c−2, −bλ0 = c−2.

Thus, we have the modulus of the complex roots λ1, 2

|λ1, 2|2 = b = λ2
0 − c−2λ0 + c−2. (2.10)

We claim that |λ1, 2| < 1 if A > 1/
√
2.

In fact, we have that

|λ1, 2| < 1 ⇐⇒ b < 1 ⇐⇒ h(λ0) < 0 (2.11)

with h(x) = x2− c−2x+ c−2−1 for λ0 ∈ (−1, 0). As is known, h(x) = 0 has two distinct roots:

x1 = 1 and x2 = 2c−2 − 2. Further, h(−0.5) = 3(2− c2)/(4c2).

If A > 1/
√
2, then we have that c2 > 2 and λ0 ∈ (−0.5, 0), from which |λ1, 2| < 1.

If A = 1/
√
2, then c =

√
2 and λ0 = −0.5, thus |λ1, 2| = 1.

If A < 1/
√
2, then c <

√
2 and λ0 ∈ (−1, −0.5), thus |λ1, 2| > 1.

3
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A nonhyperbolic equilibrium point of difference equations or system of difference equations

is called non-hyperbolic point of stable type (resp. of unstable type) if the other characteristic

value of the Jacobian matrix about it is in interval (-1, 1) (resp. outside of interval [-1, 1]).

We generalize the above into the following theorem.

Theorem 2.1. Assume that x̄ = c is the positive equilibrium of (1.1).

1. If A > 1/
√
2, then x̄ = c is locally asymptotically stable.

2. If A = 1/
√
2, then x̄ = c is nonhyperbolic of stable type.

3. If 0 < A < 1/
√
2, then x̄ = c is a saddle point .

3 Global Dynamics

In this section, we present the main results by investigating the global dynamics of (1.1),

which has only one positive equilibrium – being locally asymptotically stable or nonhyperbolic

of stable type or a saddle point depending on the parameter A .

First, we show the boundedness of positive solutions of (1.1).

By Theorem 3[1], if p2 < 3q, then every positive solution of (1.2) is bounded. Thus, every

positive solution of (1.1) is bounded and xn+1 ≤ A+ 1/A+ 1/A3 for n > 4.

Second, we show the semicycles of solutions of (1.1).

From (1.1), we obtain

xn+1 − x̄ =
xn

xn−1 xn−2
− 1

x̄
=

x̄

xn−1 xn−2

( xn

x̄
− xn−1

x̄

xn−2

x̄

)
(3.1)

and

xn+2 = A+
xn+1

xn xn−1
= A+

A

xn xn−1
+

1

x2
n−1 xn−2

(3.2)

Then the following statements are true:

1. If for some N ≥ 0, xN−2, xN−1 ≤ x̄ and xN ≥ x̄, then xN+1 ≥ x̄.

2. If for some N ≥ 0, xN−2, xN−1 ≥ x̄ and xN ≤ x̄, then xN+1 ≤ x̄.

3. If for some N ≥ 0, xN−2, xN−1, xN ≥ x̄, then xN+2 ≤ x̄.

4. If for some N ≥ 0, xN−2, xN−1, xN ≤ x̄, then xN+2 ≥ x̄.

From the above, we obtain that every positive solution of (1.1) is bounded and converges to

x̄ or oscillates about x̄.

Now, we try to analyze the global dynamics of (1.1) for three cases.

3.1 Case A > 1/
√
2

In this case, the positive equilibrium x̄ = c of (1.1) is locally asymptotically stable. We will

show that it is an attractor and is globally asymptotically stable.

Theorem 3.1. Assume that x̄ = c is the positive equilibrium of (1.1).

If A > 1/
√
2, then x̄ = c is globally asymptotically stable.

4
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Proof.

Let (m, M) ∈ [A, A+ 1/A+ 1/A3 ]2 be a solution of the system

m = A+
m

M2
, M = A+

M

m2
, (3.3)

From (3.3), we could derive
m3

m2 − 1
=

M3

M2 − 1
. (3.4)

As is known, the function k(x) = x3/(x2 − 1) is strictly increasing for x >
√
3 and is strictly

decreasing for 0 < x < 1 and 1 < x <
√
3. Therefore, (3.4) holds only for A ≤ m = M .

By Theorem A.0.5 [17], every positive solution of (1.1) converges to x̄ = c for A > 1/
√
2,

that is, x̄ is a global attractor. Hence, we obtain the result.

It is worth pointing out that under the condition A > 1/
√
2, x̄ = c of (1.1) is locally

asymptotically stable which implies that it is globally asymptotically stable, that is, locally

asymptotically stable =⇒ globally asymptotically stable.

3.2 Case A = 1/
√
2

In this case, the positive equilibrium x̄ =
√
2 of (1.1) is nonhyperbolic of stable type.

Theorem 3.2. If A = 1/
√
2, then every positive solution of (1.1) converges to x̄.

Proof.

Let {xn} be a positive solution of (1.1). We assume that m = lim infn→∞ xn and M =

lim supn→∞ xn, then A ≤ m ≤ M < ∞. From (1.1), we obtain

m ≥ A+
m

M2
, M ≤ A+

M

m2
, (3.5)

from which we get

m ≥ AM2

M2 − 1
, m2 ≤ M

M −A
. (3.6)

It follows that

(A2 − 1)M4 −A3M3 + 2M2 − 1 ≤ 0. (3.7)

Similarly, we obtain

(A2 − 1)m4 −A3m3 + 2m2 − 1 ≥ 0, (3.8)

As is known, for A = 1/
√
2, the equation (A2 − 1)x4 − A3x3 + 2x2 − 1 = 0, which is (1.5),

has exactly one root c =
√
2 greater than A, which implies that lim

n→∞
xn = c =

√
2

3.3 Case 0 < A < 1/
√
2

In this case, the positive equilibrium x̄ = c of (1.1) is a saddle point.

Theorem 3.3. Suppose that 0 < A < 1/
√
2 and let {xn} be a nontrivial solution of (1.1).

Then the solution oscillates about x̄ with semicycles of length no more than four.

5
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4 Numerical Results

Some numerical simulations are given to support our theoretical analysis with Matlab7.0.

Exam1 For A = 0.8 > 1/
√
2 and (x−2, x−1, x0) = (2.2, 2.3, 2), the solution of (1.1)

converges to x̄ = 1.4770 by Theorem 3.1. See Figure 1.

Exam2 For A = 1/
√
2 and (x−2, x−1, x0) = (0.2, 1.8, 0.5), the solution of (1.1) converges

to x̄ = 1.4142 by Theorem 3.2. See Figure 2.

Exam3 For A = 0.5 < 1/
√
2 and (x−2, x−1, x0) = (1.5, 1.6, 2.5), the solution of (1.1)

oscillates about x̄ = 1.2808 by Theorem 3.3. See Figure 3. The length of positive or negative

semicycles is no more than four.

0 20 40 60 80 100 120
1

1.5

2

2.5

Figure 1: The solution of (1.1) converges to x̄ = 1.4770.

0 20 40 60 80 100 120
0

0.5

1

1.5

2

2.5

3

3.5

4

Figure 2: The solution of (1.1) converges to x̄ = 1.4142.

5 Conclusion

Difference equation appeals more and more attention in recent years. It is of great interest to

6
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10 20 30 40 50 60

Figure 3: The solution of (1.1) oscillates about x̄ = 1.2808.

investigate of the monotonicity, periodicity, boundedness nature and global dynamics of kinds

of difference equations and system of difference equations.

It is known that the techniques in the investigation of the behavior of difference equations can

be used in investigating equations arising in mathematical models describing real life situations

in biology, economics, physics, sociology, control theory and vice versa.

Here, we consider the local stability of the positive equilibrium of such a system by in-

vestigating the distribution of roots of the corresponding characteristic polynomial with order

three. For the global dynamics, we analyze three cases according to the positive equilibrium,

especially we consider the the distribution of roots of an auxiliary equation of order four which

arises naturally in the proof. In one word, we consider the distribution of roots of two particular

polynomial of higher order. The popular methods including the Schur-Cohn criterion, Rouché

Theorem, Routh-Hurwitz criterion and Jury criterion and so on.

The complex dynamics of such a equation we considered should play an important role on

the dynamics of systems such as (1.3) and (1.6) and so on. We believe that they should be paid

more attention on the global dynamics.
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Abstract. The notion of regular hesitant fuzzy filters, Boolean hesitant fuzzy filters and

MV -hesitant fuzzy filters are introduced, and related properties are investigated. Char-

acterizations of regular hesitant fuzzy filters, Boolean hesitant fuzzy filters and MV -

hesitant fuzzy filters are considered, relations between regular hesitant fuzzy filters and

MV -hesitant fuzzy filters are discussed. Extension property for Boolean hesitant fuzzy

filters (resp. MV -hesitant fuzzy filters) is established.

1. Introduction

Since the original definition of fuzzy sets by Zadeh in 1965, several extensions have been

proposed for fuzzy sets, for example, type 2 fuzzy sets, intuitionistic fuzzy sets, interval-

valued fuzzy sets and fuzzy multisets etc. Another extension of fuzzy sets, so called

hesitant fuzzy sets, has been proposed in [7]. The motivation for introducing hesitant

fuzzy sets is that it is sometimes difficult to determine the membership of an element into

a set and in some circumstances this difficulty is caused by a doubt between a few different

values. As a non-classical logic system, residuated lattices are a formal and useful tool

for computer science to deal with uncertain and fuzzy information. Using the notion of

hesitant fuzzy sets, Jun and Song [4] have studied filter theory in MTL-algebras. Also,

Muhiuddin [5] have discussed filter theory in residuated lattices.

In this paper, we introduce the notion of regular hesitant fuzzy filters, Boolean hesitant

fuzzy filters and MV -hesitant fuzzy filters, and investigate related properties. We consider
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2 G. Muhiuddin and Abdullah M. Al-roqi

characterizations of regular hesitant fuzzy filters, Boolean hesitant fuzzy filters and MV -

hesitant fuzzy filters. We discuss relations between regular hesitant fuzzy filters and

MV -hesitant fuzzy filters. We establish extension property for Boolean hesitant fuzzy

filters (resp. MV -hesitant fuzzy filters).

2. Preliminaries

Definition 2.1 ([1, 2, 3]). A residuated lattice is an algebra L := (L,∨,∧,�,→, 0, 1) of

type (2, 2, 2, 2, 0, 0) such that

(1) (L,∨,∧, 0, 1) is a bounded lattice.

(2) (L,�, 1) is a commutative monoid.

(3) � and → form an adjoint pair, that is,

(∀x, y, z ∈ L) (x ≤ y → z ⇔ x� y ≤ z) .

A regular residuated lattice is a residuated lattice L satisfying the following regularity

equation:

(∀x ∈ L) ((x→ 0)→ 0 = x) .(2.1)

A residuated lattice L is called an MTL-algebra if it satisfies:

(∀x, y ∈ L) ((x→ y) ∨ (y → x) = 1) .(2.2)

A residuated lattice L is called a BL-algebra if it satisfies the condition (2.2) and

(∀x, y ∈ L) (x ∧ y = x� (x→ y)) .(2.3)

In a residuated lattice L, the ordering ≤ is defined as follows:

(∀x, y ∈ L) (x ≤ y ⇔ x ∧ y = x ⇔ x ∨ y = y ⇔ x→ y = 1)

and x′ will be reserved for x→ 0, and x′′ = (x′)′, etc. for all x ∈ L.
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Regular hesitant fuzzy filters and MV -hesitant fuzzy filters of residuated lattices 3

Proposition 2.2 ([1, 2, 3, 8, 9]). In a residuated lattice L, the following properties are

valid.

1→ x = x, x→ 1 = 1, x→ x = 1, 0→ x = 1, x→ (y → x) = 1.(2.4)

x→ (y → z) = (x� y)→ z = y → (x→ z).(2.5)

x ≤ y ⇒ z → x ≤ z → y, y → z ≤ x→ z.(2.6)

z → y ≤ (x→ z)→ (x→ y), z → y ≤ (y → x)→ (z → x).(2.7)

x′ = x′′′, x ≤ x′′, 1′ = 0, 0′ = 1.(2.8)

x′ ∧ y′ = (x ∨ y)′.(2.9)

x ∨ x′ = 1 ⇒ x ∧ x′ = 0.(2.10)

Definition 2.3 ([6]). A nonempty subset F of a residuated lattice L is called a filter of

L if it satisfies the conditions:

(∀x, y ∈ L) (x, y ∈ F ⇒ x� y ∈ F ) .(2.11)

(∀x, y ∈ L) (x ∈ F, x ≤ y ⇒ y ∈ F ) .(2.12)

Proposition 2.4 ([6]). A nonempty subset F of a residuated lattice L is a filter of L if

and only if it satisfies:

1 ∈ F.(2.13)

(∀x ∈ F ) (∀y ∈ L) (x→ y ∈ F ⇒ y ∈ F ) .(2.14)

Definition 2.5 ([6]). A nonempty subset F of L is called a Boolean filter of a residuated

lattice L if it is a filter of L that satisfies the following condition:

(∀x ∈ L) (x ∨ x′ ∈ F ) .(2.15)

Zhu and Xu [10] introduced the notion of a regular filter in a residuated lattice.

Definition 2.6 ([10]). A filter F of L is said to be regular if it satisfies the following

condition:

(∀x ∈ L) (x′′ → x ∈ F ) .(2.16)

Lemma 2.7 ([10]). Let F be a filter of L. Then the following assertions are equivalent:

(1) F is regular.

(2) (∀x, y ∈ L) (x′ → y ∈ F ⇒ y′ → x ∈ F ) .
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4 G. Muhiuddin and Abdullah M. Al-roqi

Definition 2.8 ([10]). A subset F of L is called an MV -filter of L if it is a filter of L
that satisfies:

(∀x, y ∈ L) (y → x ∈ F ⇒ ((x→ y)→ y)→ x ∈ F ) .(2.17)

Lemma 2.9 ([10]). A filter F of L is an MV -filter of L if and only if it satisfies the

condition:

(2.18) (∀x, y ∈ L) (((x→ y)→ y)→ ((y → x)→ x) ∈ F ) .

3. Regular hesitant fuzzy filters

Let E be a reference set. A hesitant fuzzy set on E (see [7]) is defined in terms of a

function H that when applied to E returns a subset of [0, 1], that is, H : E →P([0, 1]).

In what follows, we take a residuated lattice L as a reference set. For a hesitant fuzzy

set H on L and τ ∈P([0, 1]), we consider a set

Hτ := {x ∈ L | τ ⊆ H(x)}

which is called the τ -hesitant level set on L.

Definition 3.1 ([5]). A hesitant fuzzy set H on L is called a hesitant fuzzy filter of L if

the τ -hesitant level set Hτ on L is a filter of L for all τ ∈P([0, 1]) with Hτ 6= ∅.

Lemma 3.2 ([5]). A hesitant fuzzy set H on L is a hesitant fuzzy filter of L if and only

if the following assertions are valid.

(∀x, y ∈ L) (x ≤ y ⇒ H(x) ⊆ H(y)) ,(3.1)

(∀x, y ∈ L) (H(x) ∩H(y) ⊆ H(x� y)) .(3.2)

Lemma 3.3 ([5]). A hesitant fuzzy set H on L is a hesitant fuzzy filter of L if and only

if it satisfies

(∀x ∈ L) (H(x) ⊆ H(1)) .(3.3)

(∀x, y ∈ L) (H(x) ∩H(x→ y) ⊆ H(y)) .(3.4)

Definition 3.4. A hesitant fuzzy filter H of L is said to be regular if it satisfies:

(∀x ∈ L) (H(x′′ → x) = H(1)) .(3.5)

Note that the notion of regular hesitant fuzzy filters coincides with the notion of hesitant

fuzzy filters in a regular residuated lattice.

Theorem 3.5. For a hesitant fuzzy filter H of L, the following assertions are equivalent:

(1) H is regular.
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Regular hesitant fuzzy filters and MV -hesitant fuzzy filters of residuated lattices 5

(2) (∀x, y ∈ L) (H(x′ → y′) ⊆ H(y → x)) .

(3) (∀x, y ∈ L) (H(x′ → y) ⊆ H(y′ → x)) .

Proof. Assume that H is a regular hesitant fuzzy filter of L and let x, y ∈ L. Using (2.6)

and (2.8), we have

x′ → y′ ≤ y′′ → x′′ ≤ y → x′′.

It follows from (2.7) and (2.6) that

x′′ → x ≤ (y → x′′)→ (y → x)

≤ (x′ → y′)→ (y → x).

Hence, by (3.3), (3.5) and (3.4), we have

H(x′ → y′) = H(x′ → y′) ∩H(1)

= H(x′ → y′) ∩H(x′′ → x)

⊆ H(x′ → y′) ∩H((x′ → y′)→ (y → x))

⊆ H(y → x),

and so the second assertion holds. Since x′ → y ≤ y′ → x′′, we have

x′′ → x ≤ (y′ → x′′)→ (y′ → x) ≤ (x′ → y)→ (y′ → x)

by (2.7) and (2.6). It follows from (3.3), (3.5) and (3.4) that

H(x′ → y) = H(x′ → y) ∩H(1)

= H(x′ → y) ∩H(x′′ → x)

⊆ H(x′ → y) ∩H((x′ → y)→ (y′ → x))

⊆ H(y′ → x).

Hence the third condition is valid. Next, suppose that the second condition holds. The

second condition together with the condition (2.8) induces

H(1) = H(x′ → x′′′) ⊆ H(x′′ → x)

for all x ∈ L, and so H(x′′ → x) = H(1). Hence H is regular. Finally, assume that the

third condition is valid. Since x′ → x′ = 1 for all x ∈ L, it follows from the third condition

that H(1) = H(x′ → x′) ⊆ H(x′′ → x), and that H(x′′ → x) = H(1) by (3.3). Therefore

H is regular. �
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Theorem 3.6. A hesitant fuzzy set H on L is a regular hesitant fuzzy filter of L if and

only if it satisfies the condition (3.3) and

(∀x, y, z ∈ L) (H(z) ∩H(z → (x′ → y)) ⊆ H(y′ → x)) .(3.6)

Proof. Assume that H is a regular hesitant fuzzy filter of L. Clearly the condition (3.3)

is true. If we use the condition (3.4) and Theorem 3.5(3), then get

H(z) ∩H(z → (x′ → y)) ⊆ H(x′ → y) ⊆ H(y′ → x)

for all x, y, z ∈ L.

Conversely, suppose that H satisfies two conditions (3.3) and (3.6). Let x, y ∈ L. Since

x→ y = x→ (1→ y) = x→ (0′ → y)

and

y′′ = 1→ y′′ = 1→ (y′ → 0),

it follows from (2.4), (3.3) and (3.6) that

H(x) ∩H(x→ y) = H(x) ∩H(x→ (0′ → y))

⊆ H(y′ → 0)

= H(y′′)

= H(1) ∩H(1→ (y′ → 0))

⊆ H(0′ → y)

= H(1→ y) = H(y).

Therefore H is a hesitant fuzzy filter of L by Lemma 3.3. If we take z := 1 in (3.6) and

use (2.4) and (3.3), then

H(y′ → x) ⊇ H(1) ∩H(1→ (x′ → y))

= H(1→ (x′ → y)) = H(x′ → y).

Hence H is regular by Theorem 3.5. �

Theorem 3.7. A hesitant fuzzy set H on L is a regular hesitant fuzzy filter of L if and

only if it satisfies the condition (3.3) and

(∀x, y, z ∈ L) (H(z) ∩H(z → (x′ → y′)) ⊆ H(y → x)) .(3.7)

Proof. The proof is similar to the proof of Theorem 3.6. �
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Theorem 3.8. A hesitant fuzzy set H on L is a regular hesitant fuzzy filter of L if and

only if the τ -hesitant level set Hτ on L is a regular filter of L for all τ ∈ P([0, 1]) with

Hτ 6= ∅.

Proof. Assume that H is a regular hesitant fuzzy filter of L. Let τ ∈ P([0, 1]) be such

that Hτ 6= ∅. Then Hτ is a filter of L. Let x, y ∈ L be such that x′ → y ∈ Hτ . Then

τ ⊆ H(x′ → y) ⊆ H(y′ → x) by Theorem 3.5, and so y′ → x ∈ Hτ . Hence Hτ is regular

by Lemma 2.7.

Conversely, suppose that Hτ is a regular filter of L for all τ ∈ P([0, 1]) with Hτ 6= ∅.
Then Hτ is a filter of L, and thus H is a hesitant fuzzy filter of L. For any x, y ∈ L, let

H(x′ → y) = δ. Then x′ → y ∈ Hδ which implies from Lemma 2.7 that y′ → x ∈ Hδ.

Hence H(x′ → y) = δ ⊆ H(y′ → x), and so H is regular by Theorem 3.5. �

Theorem 3.9. Every regular filter of L can be represented as a τ -hesitant level set Hτ

on L for some τ ∈P([0, 1]) \ {∅} and a regular hesitant fuzzy filter H of L.

Proof. Let F be a regular filter of L and let H be a hesitant fuzzy set on L defined by

H : L→P([0, 1]), x 7→

 τ if x ∈ F,

∅ otherwise,

where τ ∈ P([0, 1]) \ {∅}. Since 1 ∈ F , we have H(x) ⊆ τ = H(1) for all x ∈ L.

Let x, y, z ∈ L. If z ∈ F and z → (x′ → y) ∈ F , then y′ → x ∈ F by Proposition

2.4 and Lemma 2.7. Hence H(z) ∩ H(z → (x′ → y)) = τ = H(y′ → x). Suppose

that z /∈ F or z → (x′ → y) /∈ F . Then H(z) = ∅ or H(x′ → y) = ∅, and so

H(z) ∩ H(z → (x′ → y)) = ∅ ⊆ H(y′ → x). It follows from by Theorem 3.6 that H
is a regular hesitant fuzzy filter of L, and it is obvious that F = Hτ . This completes the

proof. �

4. MV -hesitant fuzzy filters

Definition 4.1. A hesitant fuzzy set H on L is called an MV -hesitant fuzzy filter of L
if the τ -hesitant level set Hτ on L is an MV -filter of L for all τ ∈P([0, 1]) with Hτ 6= ∅.

Theorem 4.2. A hesitant fuzzy set H on L is an MV -hesitant fuzzy filter of L if it is a

hesitant fuzzy filter of L with the following additional condition:

(∀x, y ∈ L) (H(y → x) ⊆ H(((x→ y)→ y)→ x)) .(4.1)

Proof. If H is an MV -hesitant fuzzy filter of L, then Hτ is an MV -filter of L for all

τ ∈P([0, 1]) with Hτ 6= ∅. Hence it is filter of L, and so H is a hesitant fuzzy filter of L.

For any x, y ∈ L, let H(y → x) = δ. Then y → x ∈ Hδ, and so ((x→ y)→ y)→ x ∈ Hδ

since Hδ is an MV -filter of L. Thus H(y → x) = δ ⊆ H(((x→ y)→ y)→ x).
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Conversely, suppose that H is a hesitant fuzzy filter of L which satisfies the condition

(4.1). Let τ ∈ P([0, 1]) be such that Hτ 6= ∅. Then Hτ is a filter of L. Let x, y ∈ L be

such that y → x ∈ Hτ . Using the condition (4.1), we have

τ ⊆ H(y → x) ⊆ H(((x→ y)→ y)→ x)

which implies that ((x → y) → y) → x ∈ Hτ . Therefore Hτ is an MV -filter of L, and

thus H is an MV -hesitant fuzzy filter of L. �

Theorem 4.3. A hesitant fuzzy set H on L is an MV -hesitant fuzzy filter of L if and

only if it satisfies the condition (3.3) and

(∀x, y, z ∈ L) (H(z) ∩H(z → (y → x)) ⊆ H(((x→ y)→ y)→ x)) .(4.2)

Proof. Assume that H is an MV -hesitant fuzzy filter of L. Using (3.4) and (4.1), we have

H(z) ∩H(z → (y → x)) ⊆ H(y → x) ⊆ H(((x→ y)→ y)→ x)

for all x, y ∈ L.

Conversely, let H be a hesitant fuzzy set on L which satisfies two conditions (3.3) and

(4.2). Taking y := 1 in (4.2) and using (2.4) induces the condition (3.4). Hence H is a

hesitant fuzzy filter of L by Lemma 3.3. If we take z := 1 in (4.2) and use (2.4) and (3.3),

then we know that H satisfies the condition (4.1). Therefore H is an MV -hesitant fuzzy

filter of L. �

Theorem 4.4. Let H be a hesitant fuzzy filter of L. Then H is an MV -hesitant fuzzy

filter of L if and only if the following assertion is valid:

(∀x, y ∈ L) (H(((x→ y)→ y)→ ((y → x)→ x)) = H(1)) .(4.3)

Proof. Assume that H is an MV -hesitant fuzzy filter of L. Then H is a hesitant fuzzy

filter of L, and so Hτ is a filter of L for all τ ∈ P([0, 1]) with Hτ 6= ∅. In particular,

HH(1) is a filter of L. Let x, y ∈ L be such that y → x ∈ HH(1). Then

H(1) ⊆ H(y → x) ⊆ H(((x→ y)→ y)→ x),

and so ((x→ y)→ y)→ x ∈ HH(1). Therefore HH(1) is an MV -filter of L, and thus

((x→ y)→ y)→ ((y → x)→ x) ∈ HH(1)

by Lemma 2.9. Hence H(1) ⊆ H(((x → y) → y) → ((y → x) → x)), which implies from

(3.3) that H(((x→ y)→ y)→ ((y → x)→ x)) = H(1).
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Conversely, let H be a hesitant fuzzy filter of L that satisfies the condition (4.3). Using

(3.3), (4.3), (2.5) and (3.4), we obtain

H(y → x) = H(y → x) ∩H(1)

= H(y → x) ∩H(((x→ y)→ y)→ ((y → x)→ x))

= H(y → x) ∩H((y → x)→ (((x→ y)→ y)→ x))

⊆ H(((x→ y)→ y)→ x).

Therefore H is an MV -hesitant fuzzy filter of L. �

Theorem 4.5. Every MV -hesitant fuzzy filter is a regular hesitant fuzzy filter.

Proof. Let H be an MV -hesitant fuzzy filter of L. If we take y := 0 in (4.1) and use (2.4),

then

H(1) = H(0→ x) ⊆ H(((x→ 0)→ 0)→ x) = H(x′′ → x)

and so H(x′′ → x) = H(1) by (3.1). Therefore H is a regular hesitant fuzzy filter of

L. �

The converse of Theorem 4.5 is not true in general as seen in the following example.

Example 4.6. Let L := [0, 1] (unit interval). For any a, b ∈ L, define

a ∨ b = max{a, b}, a ∧ b = min{a, b},

a→ b =

 1 if a ≤ b,

(1− a) ∨ b otherwise,
and a� b =

 0 if a+ b ≤ 1,

a ∧ b otherwise.

Then L := (L,∨,∧,�,→, 0, 1) is a residuated lattice (see [10]). Let H be a hesitant fuzzy

set on L defined by

H : L→P([0, 1]), x 7→

 (x, 1] if x ∈ [0.5, 1],

∅ otherwise,

Then H is a regular hesitant fuzzy filter of L. Let F := (c, 1] for any c ∈ L. Note that if

c ∈ [0.5, 1] then F is a regular filter of L. But, if c ∈ (0.7, 1] then F is not an MV -filter of

L since 0.4→ 0.7 = 1 ∈ F , but ((0.7→ 0.4)→ 0.4)→ 0.7 = 0.7 /∈ F . Hence the hesitant

fuzzy set H on L which is given as follows:

H : L→P([0, 1]), x 7→

 U if x ∈ F,

∅ otherwise,
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is a hesitant fuzzy filter of L which is regular. But, since H(0.4→ 0.7) = H(1) = U and

H(((0.7 → 0.4) → 0.4) → 0.7) = H(0.7) = ∅. Therefore H is not an MV -hesitant fuzzy

filter of L.

The following theorem shows that the converse of Theorem 4.5 is true in BL-algebras.

Theorem 4.7. In a BL-algebra L, the notion of an MV -hesitant fuzzy filter coincides

with the notion of a regular hesitant fuzzy filter.

Proof. Based on Theorem 4.5, it is sufficient to show that every regular hesitant fuzzy

filter is an MV -hesitant fuzzy filter. Let H be a regular hesitant fuzzy filter of a BL-

algebra L and let x, y ∈ L. Then H(x′ → y′) ⊆ H(y → x) by Theorem 3.5. Since

y → x ≤ x′ → y′, we have H(y → x) ⊆ H(x′ → y′) by (3.1). Hence

H(y → x) = H(x′ → y′) = H(x′ → (x′ → y′))

= H(x′ → (y′ � (y′ → x′)))

= H(x′ → (y′ � (x→ y′′)))

= H((y′ � (x→ y′′))′ → x)

= H(((x→ y′′)→ (y′ → 0))→ x)

= H(((x→ y′′)→ y′′)→ x)

and

H(1) = H(y′ → y′) = H(y′′ → y)

⊆ H((x→ y′′)→ (x→ y))

⊆ H(((x→ y)→ y′′)→ ((x→ y′′)→ y′′))

⊆ H((((x→ y′′)→ y′′)→ x)→ (((x→ y)→ y′′)→ x)).

It follows that

H(y → x) = H(y → x) ∩H(1)

⊆ H(((x→ y′′)→ y′′)→ x)

∩H((((x→ y′′)→ y′′)→ x)→ (((x→ y)→ y′′)→ x))

⊆ H((((x→ y)→ y′′)→ x))

⊆ H(((x→ y)→ y)→ x).
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Therefore H is an MV -hesitant fuzzy filter of L. �

Definition 4.8. A hesitant fuzzy set H on L is called a Boolean hesitant fuzzy filter of

L if it is a hesitant fuzzy filter of L that satisfies the following condition:

(∀x ∈ L) (H(x ∨ x′) = H(1)) .(4.4)

Theorem 4.9. A hesitant fuzzy set H on L is a Boolean hesitant fuzzy filter of L if and

only if the τ -hesitant level set Hτ on L is a Boolean filter of L for all τ ∈P([0, 1]) with

Hτ 6= ∅.

Proof. Suppose that H is a Boolean hesitant fuzzy filter of L and let τ ∈ P([0, 1]) with

Hτ 6= ∅. Then Hτ is a filter of L, and so 1 ∈ Hτ , that is, τ ⊆ H(1). It follows from (4.4)

that τ ⊆ H(1) = H(x ∨ x′) for all x ∈ L. Hence x ∨ x′ ∈ Hτ for all x ∈ L, and therefore

Hτ is a Boolean filter of L.

Conversely assume that Hτ is a Boolean filter of L for all τ ∈ P([0, 1]) with Hτ 6= ∅.
ThenHτ is a filter of L, and soH is a hesitant fuzzy filter of L. Note that 1 ∈ HH(1). Since

HH(1) is a Boolean filter of L, we have x∨x′ ∈ HH(1) for all x ∈ L. HenceH(x∨x′) = H(1),

and therefore H is a Boolean hesitant fuzzy filter of L. �

Theorem 4.10. (Extension property) Let H and G be hesitant fuzzy filters of L satisfying

two conditions:

(1) H(1) = G(1),

(2) (∀x ∈ L) (H(x) ⊆ G(x)).

If H is an MV -hesitant fuzzy filter (resp., a Boolean hesitant fuzzy filter) of L, then so

is G.

Proof. Assume that H is a Boolean hesitant fuzzy filter of L. Then H(x∨ x′) = H(1) for

all x ∈ L. Using two conditions, we have

G(x ∨ x′) ⊇ H(x ∨ x′) = H(1) = G(1)(4.5)

for all x ∈ L. Combining (3.3) and (4.5) implies that G(x ∨ x′) = G(1). Therefore G is a

Boolean hesitant fuzzy filter of L.

Now suppose that H is an MV -hesitant fuzzy filter of L. Using Theorem 4.4, we have

G(1) = H(1)

= H(((x→ y)→ y)→ ((y → x)→ x))

⊆ G(((x→ y)→ y)→ ((y → x)→ x)),

and so G(((x → y) → y) → ((y → x) → x)) = G(1) for all x, y ∈ L. It follows from

Theorem 4.4 that G is an MV -hesitant fuzzy filter of L. �
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Abstract

In the paper, we introduce a notion of a non-Archimedean metric space endowed with the

non-Archimedean Pompeiu-Hausdorff metric. Using the direct and fixed point methods, we

study the Hyers-Ulam stability of set-valued AQ-functional equations in the framework of com-

plete non-Archimedean metric spaces. We indeed present an interdisciplinary relations between

the theory of set-valued mappings, the theory of non-Archimedean spaces and the stability

theory of functional equations.

Keywords: Hyers-Ulam stability, non-Archimedean Pompeiu-Hausdorff metric, AQ-functional

equation, non-Archimedean metric space, fixed point theorem

1 Introduction

The stability of functional equations was originally raised by Ulam in 1940 in a talk given at

Wisconsin University [1]. The first answer to Ulam’s question was given by Hyers in 1941 in the

case of Banach spaces in [2]. Thereafter, this type of stability is called the Hyers–Ulam stability. In

1978, Rassias [3] provided a remarkable generalization of the Hyers–Ulam stability of mappings by

considering variables. The concept of stability for a functional equation arises when we replace the

functional equation by an inequality which acts as a perturbation of the equation. Considerable

attention has been given to the study of the Ulam-Hyers and Ulam-Hyers-Rassias stability of

all kinds of functional equations [4, 5, 6]. Bota-Boriceanu and Petrusel [7], Shen [8], Popa [9],

Xu [10, 11], and Rus [12, 13] discussed the Hyers–Ulam stability for operatorial equations and

inclusions. Castro and Ramos [14], and Jung [15] considered the Hyers-Ulam-Rassias stability for

a class of Volterra integral equations.

In 1897, Hensel discovered the p-adic numbers as a number theoretical analogue of power

series in complex analysis. The most important examples of non-Archimedean spaces are p-adic

numbers. A key property of p-adic numbers is that they do not satisfy the Archimedean axiom:

∗Corresponding author. Email: yzhp1980@163.com(Z. Yang), wiecas@sina.com(H. Wang), sunx-

ian@mail.ie.ac.cn(X. Sun), wjren2011@mail.ie.ac.cn(W. Ren), gluanxu@mail.ie.ac.cn(G. Xu), fukun@mail.ie.ac.cn(K.

Fu).
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for all x, y > 0, there exists an integer n such that x < ny. It turned out that non-Archimedean

spaces have many nice applications [16]. During the last three decades, theory of non-Archimedean

spaces has gained the interest of physicists for their research in particular in problems coming from

quantum physics, p-adic strings and superstrings [17]. In [18], Huy obtained some Hyers-Ulam

stability results concerning fixed point equations in non-Archimedean cone metric spaces. Using a

fixed point approach, Brzdȩk proved the Hyers-Ulam stability of a quite wide class of functional

equations in a single variable [19]. Mirmostafaee gave some stability results of the Cauchy equation

in the context of non-Archimedean fuzzy spaces [20].

Set-valued functions in Banach spaces have been developed in the last decades. The pioneering

papers by Aumann [21] and Debreu [22] were inspired by problems arising in control theory and

mathematical economics. We can refer to the papers by Arrow [23] and McKenzie [24]. In partic-

ular, the stability of set-valued functional equations has been considered by many scholars. Chu

proved the Hyers-Ulam stability of the generalized cubic set-valued functional equations in Banach

spaces [25]. Stability of two types of cubic fuzzy set-valued functional equations was considered

in [26]. Lee studied additive set-valued and quadratic set-valued functional equations in Banach

spaces [27]. Notice that, the spaces discussed above are all Banach spaces. So far as we know, the

work related with the stability of set-valued functions equation in non-Archimedean spaces needs

to study.

We introduce a notion of a complete non-Archimedean metric space endowed with the non-

Archimedean Pompeiu-Hausdorff distance, which is following [19] and modifying the definition of

a complete metric space endowed with the Hausdorff distance [27]. Although many results in

the classic normed space theory have corresponding non-Archimedean counterparts, our proofs of

the results on the complete non-Archimedean metric space are different and require a new kind

of intuition. In Section 3 and Section 4, we prove the stability of the set-valued AQ-functional

equations in the framework of complete non-Archimedean metric spaces.

2 Preliminaries

We will give some definitions which will be used in this paper. Let N denote the set of positive

integers and we put N0 := N ∪ {0} and R+ := [0,∞). In a non-Archimedean metric space (X , d)

the triangle inequality holds in the stronger form as follows

d(µ, ν) ≤ max{d(µ,w), d(w, ν)}, µ, ν, w ∈ X . (2.1)

The non-Archimedean space theory has many applications in the filed of superstrings, p-adic strings

and quantum physics. A typical example of non-Archimedean metric spaces is the non-Archimedean

normed space that can be described below.

Definition 1. A mapping | · | : K→ R+ in the field K is called a non-Archimedean valuation if it

satisfies the following conditions

(i) |µ| = 0 if and only if µ = 0;

(ii) |µν| = |µ||ν|, µ, ν ∈ K;
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(iii) |µ+ ν| ≤ max{|µ|, |ν|}, µ, ν ∈ K.

The condition (iii) is called the strong triangle inequality. By (ii), it is easy to verify that | · |
is a homomorphism of groups. In addition, we will always suppose that | · | is nontrivial, i.e., there

exists an µ0 ∈ K such that |µ0| 6= 0, 1.

It is easy to show that |n · 1| ≤ 1 for n ∈ N. If |µ| 6= |ν| for some µ, ν ∈ K, then (iii) can be

sharpened into the equality |µ+ ν| = max{|µ|, |ν|}. Set d(µ, ν) := |µ− ν|. And the space (K, d) is

a metric space. Denote the closed ball in K by Nε(µ) := {ν ∈ K : |ν − µ| ≤ ε} for µ ∈ K and ε > 0.

Then they form a fundamental system of neighbourhoods of µ.

Definition 2. A space (X , | · |) is non-Archimedean if it is equipped with a non-Archimedean

valuation | · | such that the corresponding metric space X is complete (i.e., every Cauchy sequence

in X converges).

Let X be a non-Archimedean space. We need the following definitions:

2X : the set of subsets of X ;

Cb(X ): the set of closed bounded subsets of X ;

Cc(X ): the set of closed convex subsets of X ;

Ccb(X ): the set of closed convex bounded subsets of X .

Definition 3. For any two nonempty subsets A,B ∈ X , the (Minkowski) addition is defined as

A+B = {w ∈ X | w = µ+ ν, µ ∈ A, ν ∈ B} and the scalar multiplication as λA = {w ∈ X | w =

λµ, µ ∈ A} for λ ∈ R. Moreover, for A,B ∈ Cc(X ), A⊕B := A+B.

By Definition 3, we can obtain the following two properties:

(1)λA+ λB = λ(A+B), (2)(λ+ µ)A ⊆ λA+ µA;

if A is convex, then (λ+ µ)A = λA+ µA for all λµ ≥ 0.

Definition 4. Let (X , d) (d(µ, ν) := |µ− ν|) be a non-Archimedean metric space. A gap function

in 2X is defined as

Dd : 2X × 2X → R+, Dd(A,B) = inf{d(µ, ν) | µ ∈ A, ν ∈ B}.

In particular, Dd(µ,B) := Dd({µ}, B) for µ ∈ X .

Definition 5. The non-Archimedean Pompeiu-Hausdorff distance Hd on 2X is defined as

Hd : 2X × 2X → R+ ∪ {+∞}, Hd(A,B) = max{sup
µ∈A

Dd(µ,B), sup
ν∈B

Dd(ν,A)}.

By using Definition 5, we have the following properties of the non-Archimedean Pompeiu-

Hausdorff distance.

Proposition 1. For A,A1, B,B1 ∈ Ccb(X ) and λ > 0, the following properties hold

(i) Hd(A⊕A1, B ⊕B1) ≤ max{Hd(A,B), Hd(A1, B1)};
(ii) Hd(λA, λB) = λHd(A,B);

(iii) Hd(A,A1) = Hd(A⊕B,A1 ⊕B).
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Then, (Ccb(X ), Hd) is a complete non-Archimedean metric semigroup. Using the method

given by Debreu [22], one can prove that (Ccb(X ), Hd) can be isometrically embedded in a non-

Archimedean normed space.

Now we consider that a set-valued function f : X → Ccb(Y ) satisfies the following additive-

quadratic (AQ) set-valued functional equation,

f(kx+ y)⊕ f(kx− y) = f(x+ y)⊕ f(x− y)⊕ (k − 1)[(k + 2)f(x)⊕ kf(−x)], (2.2)

for a fixed integer with k ≥ 2. Eskandani et al. [32] and Xu et al. [31] have established the general

solution and investigated the generalized Hyers-Ulam stability of (2.2) in quasi-β-normed spaces

and non-Archimedean normed spaces.

The main purpose in our paper is to prove the generalized Hyers-Ulam stability of the set-

valued AQ-functional equation (2.2) in complete non-Archimedean normed spaces using the direct

and fixed point methods.

3 Stability of the Set-Valued Functional Equation: a Direct Method

Throughout this paper, we always suppose that X is a linear space over Q or a non-Archimedean

field of characteristic different from 2 and k (i.e. |2| 6= 0, |k| 6= 0), and that Y is a complete non-

Archimedean normed space over a non-Archimedean field of characteristic different from 2, 3 and

k ( a fixed integer k ≥ 2).

For convenience, we use the following abbreviation for a given function f : X → Ccb(Y) :

Lf(x, y) := Hd(f(kx+ y)⊕ f(kx− y), f(x+ y)⊕ f(x− y)⊕ (k− 1)[(k+ 2)f(x)⊕kf(−x)]). (3.1)

Theorem 1. Assume that ϕ : X × X → [0,∞) is a mapping satisfying

lim
n→∞

ϕ(knx, kny)

|k|n
= 0, x, y ∈ X . (3.2)

And suppose that for each x ∈ X the limit

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: 0 ≤ j < n

}
, (3.3)

denoted by ϕ̃a(x), exists. If f : X → Ccb(Y) is an odd mapping such that

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X , (3.4)

then there exists an additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ 1

|2k|
ϕ̃a(x), x ∈ X . (3.5)

Moreover, if

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: i ≤ j < n+ i

}
= 0, (3.6)

then A is the unique additive mapping satisfying (3.5).
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Proof. Setting y = 0 in (3.4), we get

Hd(f(kx), kf(x)) ≤ 1

|2|
ϕ(x, 0), x ∈ X . (3.7)

Replacing x by kn−1x in (3.7), we get

Hd

(
f(knx)

kn
,
f(kn−1x)

kn−1

)
≤ 1

|2 · kn|
ϕ(kn−1x, 0), x ∈ X . (3.8)

(3.8) and (3.2) imply that
{
f(knx)
kn

}
is a Cauchy sequence. Since Y is complete, we conclude that

the sequence
{
f(knx)
kn

}
is convergent. Let A(x) = lim

n→∞
1
kn f(knx). Using induction one can show

that

Hd

(
f(knx)

kn
, f(x)

)
≤ 1

|2k|
max

{
ϕ(kjx, 0)

|k|j
: 0 ≤ j < n

}
, x ∈ X , n ∈ N. (3.9)

Letting n→∞ and using (3.3) we can get (3.5). (3.2) and (3.4) imply that

LA(x, y) = lim
n→∞

1

|k|n
Lf(knx, kny) ≤ lim

n→∞

1

|k|n
ϕ(knx, kny) = 0, x, y ∈ X .

Therefore, the mapping A : X → Ccb(Y) satisfies (2.2). By Lemma 2.2 in [32], we get that the

mapping A is additive. To prove the uniqueness property of A, let A
′

be another additive mapping

satisfying (3.5). Then

Hd(A(x), A
′
(x)) ≤ lim

i→∞

1

|k|i
Hd(A(kix), A

′
(kix))

≤ lim
i→∞

1

|k|i
max{Hd(A(kix), f(kix)), Hd(A

′
(kix), f(kix))}

≤ 1

|2k|
lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: i ≤ j < n+ i

} (3.10)

for all x ∈ X . If

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: i ≤ j < n+ i

}
= 0, (3.11)

then A = A
′
.

Corollary 1. Assume that the function β : [0,∞)→ [0,∞) satisfies

(i) β(|k|t) ≤ β(|k|)β(t) for all t > 0;

(ii) β(|k|) < |k|.
Let δ > 0. Assume that X is a normed space and that f : X → Ccb(Y) is an odd mapping such

that

Lf(x, y) ≤ δ[β(|x|) + β(|y|)]

for all x, y ∈ X . Then there exists a unique additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ 1

|2k|
δβ(|x|), x ∈ X .

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1149 Xian Sun et al 1145-1161



Proof. If we set ψ(x, y) = δ[β(|x|) + β(|y|)] for all x, y ∈ X , then we have

lim
n→∞

ψ(knx, kny)

|k|n
≤ lim

n→∞

(
β(|k|)
|k|

)n
ψ(x, y) = 0 (x, y ∈ X ),

ψ̃a(x) = lim
n→∞

max

{
ψ(kjx, 0)

|k|j
: 0 ≤ j < n

}
= ψ(x, 0),

lim
i→∞

lim
n→∞

max

{
ψ(kjx, 0)

|k|j
: i ≤ j < n+ i

}
= lim

i→∞

ψ(kix, kiy)

|k|i
= 0.

By Theorem 1, we can get the corollary.

Remark 1. The classical example of the function β is the mapping β(t) = tr for all t ≥ 0, where

r > 1 with the further assumption that |k| < 1. The assumption |k| < 1 cannot be omitted.

Remark 2. A similar result can be formulated as Theorem 1 if we define the sequence A(x) :=

lim
n→∞

knf( x
kn ) under suitable conditions on the function ψ(x).

Theorem 2. Assume that a mapping ϕ : X ×X → [0,∞) satisfies

lim
n→∞

ϕ(knx, kny)

|k|2n
= 0, x, y ∈ X . (3.12)

And suppose that for x ∈ X the limit

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: 0 ≤ j < n

}
, (3.13)

denoted by ϕ̃q(x), exists. If an even mapping f : X → Ccb(Y) satisfies the following condition

Lf(x, y) ≤ ϕ(x, y) (3.14)

for all x, y ∈ X , then there exists a quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)) ≤ 1

|2k2|
ϕ̃q(x), x ∈ X . (3.15)

Moreover, if

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: i ≤ j < n+ i

}
= 0, (3.16)

then the quadratic mapping Q is unique.

Proof. Setting y = 0 in (3.14), we have

Hd(f(kx), k2f(x)) ≤ 1

|2|
ϕ(x, 0) (3.17)

for all x ∈ X . Replacing x by kn−1x in (3.17), we get

Hd

(
f(knx)

k2n
,
f(kn−1x)

k2(n−1)

)
≤ 1

|2 · k2n|
ϕ(kn−1x, 0) (3.18)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 24, NO.6, 2018, COPYRIGHT 2018 EUDOXUS PRESS, LLC

1150 Xian Sun et al 1145-1161



for all x ∈ X . (3.18) and (3.12) imply that
{
f(knx)
k2n

}
is a Cauchy sequence. Since Y is complete,

we can obtain that
{
f(knx)
k2n

}
is convergent. Let Q(x) = limn→∞

1
k2n

f(knx). Using induction one

can show that

Hd

(
f(knx)

k2n
, f(x)

)
≤ 1

|2k2|
max

{
ϕ(kjx, 0)

|k|2j
: 0 ≤ j < n

}
(3.19)

for x ∈ X and n ∈ N. By taking n to approach infinity in (3.19) and using (3.13) one can obtain

(3.15). By (3.12) and (3.14), we get

LQ(x, y) = lim
n→∞

1

|k|2n
Lf(knx, kny) ≤ lim

n→∞

1

|k|2n
ϕ(knx, kny) = 0

for all x, y ∈ X . Therefore, the mapping Q satisfies (2.2). By [[32], Lemma 2.1] we get that the

mapping Q is quadratic. Let now

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: i ≤ j < n+ i

}
= 0.

Assume that Q
′

is another quadratic mapping satisfying (3.15). Then

Hd(Q(x), Q
′
(x)) ≤ lim

i→∞

1

|k|2i
Hd(Q(kix), Q

′
(kix))

≤ lim
i→∞

1

|k|2i
max{Hd(Q(kix), f(kix)), Hd(Q

′
(kix), f(kix))}

≤ 1

|2k2|
lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: i ≤ j < n+ i

}
= 0

(3.20)

for all x ∈ X . Hence Q = Q
′
.

Corollary 2. Suppose that the function β : [0,∞)→ [0,∞) satisfies the following conditions

(i) β(|k|t) ≤ β(|k|)β(t) for any t > 0;

(ii) β(|k|) < |k|2.
Let X be a normed space and δ > 0. If the even mapping f : X → Ccb(Y) satisfies

|Lf(x, y)| ≤ δ[β(|x|) + β(|y|)]

for x, y ∈ X , then there exists a unique quadratic mapping Q : X → Ccb(Y ) such that

Hd(f(x), Q(x)) ≤ 1

|2k2|
δβ(|x|)

for x ∈ X .

Proof. Setting ϕ(x, y) = δ[β(|x|) + β(|y|)] for all x, y ∈ X , we can obtain

lim
n→∞

ϕ(knx, kny)

|k|2n
≤ lim

n→∞

(
β(|k|)
|k|2

)n
ϕ(x, y) = 0 (x, y ∈ X ),

ϕ̃q(x) = lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: 0 ≤ j < n

}
= ϕ(x, 0),

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: i ≤ j < n+ i

}
= lim

i→∞

ϕ(kix, kiy)

|k|2i
= 0.

The corollary can be deduced by Theorem 2.
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Theorem 3. Assume that the function ϕ : X × X → [0,∞) satisfies

lim
n→∞

ϕ(knx, kny)

|k|2n
= 0, x, y ∈ X .

Suppose that for each x ∈ X the limit

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: 0 ≤ j < n

}
,

denoted by ϕ̃a(x), and

lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: 0 ≤ j < n

}
,

denoted by ϕ̃q(x), both exist. Let f : X → Ccb(Y ) be a mapping satisfying Lf(x, y) ≤ ϕ(x, y) for all

x, y ∈ X . If f can be decomposed into an even and odd part, then there exist an additive mapping

A : X → Ccb(Y) and a quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), A(x)⊕Q(x)) ≤ 1

|4k|
max

{
max{ϕ̃a(x), ϕ̃a(−x)}, 1

|k|
max{ϕ̃q(x), ϕ̃q(−x)}

}
(3.21)

for all x ∈ X .

Moreover, if

lim
i→∞

lim
n→∞

max

{
ϕ(kjx, 0)

|k|j
: i ≤ j < n+ i

}
= lim

i→∞
lim
n→∞

max

{
ϕ(kjx, 0)

|k|2j
: i ≤ j < n+ i

}
= 0,

(3.22)

then A and Q are both unique.

Proof. Assume that f(x) = fe(x)⊕ fo(x). We have for all x, y ∈ X

Lfo(x, y) ≤ 1

|2|
max{ϕ(x, y), ϕ(−x,−y)},

Lfe(x, y) ≤ 1

|2|
max{ϕ(x, y), ϕ(−x,−y)}.

By Theorems 1 and 2, there exist an additive mapping A : X → Ccb(Y) and a quadratic mapping

Q : X → Ccb(Y) satisfying

Hd(fo(x), A(x)) ≤ 1

|4k|
max{ϕ̃a(x), ϕ̃a(−x)},

Hd(fe(x), Q(x)) ≤ 1

|4k2|
max{ϕ̃q(x), ϕ̃q(−x)}

for all x ∈ X . Therefore

Hd(f(x), A(x)⊕Q(x)) ≤ max{Hd(fo(x), A(x)), Hd(fe(x), Q(x))}

≤ 1

|4k|
max

{
max{ϕ̃a(x), ϕ̃a(−x)}, 1

|k|
max{ϕ̃q(x), ϕ̃q(−x)}

} (3.23)

for all x ∈ X .
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4 Stability of the Set-Valued Functional Equation: a Fixed Point

Method

In this section, we establish the generalized Hyers-Ulam stability results for the mixed set-valued

AQ-functional equation (2.2) in non-Archimedean Banach spaces by using the fixed point method

introduced by Radu in [28].

Let Ω be a set. A mapping D : Ω×Ω→ [0,∞] is called a generalized metric on Ω if D satisfies

the following three conditions:

(i) D(µ, ν) = 0 if only if µ = ν;

(ii) D(µ, ν) = D(ν, µ), ν, µ ∈ Ω;

(iii) D(ν, µ) ≤ D(ν, w) +D(w, µ), ν, µ, w ∈ Ω.

For explicitly later use, we recall the following lemma proposed by Diaz and Margolis in [30].

Lemma 1 ([30]). Assume that (Ω,D) is a complete generalized metric space, and that T : Ω→ Ω

is a strictly contractive mapping with Lipschitz constant L < 1, that is

D(T x, T y) ≤ LD(x, y), x, y ∈ Ω.

Then, for each given x ∈ Ω, either

D(T nx, T n+1x) =∞, n ≥ 0,

or there exists a non-negative integer n0 such that

(1) D(T nx, T n+1x) <∞ for all n ≥ n0;
(2) the sequence {T n(x)} is converges to a fixed point y∗;

(3) y∗ is the unique fixed point of T in the set Ω∗ = {y ∈ Ω | D(T n0x, y) <∞};
(4) D(y, y∗) ≤ 1

1−LD(y, T y) for all y ∈ Ω∗.

Theorem 4. Let ϕ : X × X → [0,∞) be a mapping such that there exists an 0 < L < 1 with

ϕ(kx, ky) ≤ |k|Lϕ(x, y) (4.1)

for all x, y ∈ X . If the odd mapping f : X → Ccb(Y) satisfies

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X , (4.2)

then there exists a unique additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ 1

|2k|(1− L)
ϕ(x, 0) (4.3)

for all x ∈ X .

Proof. In (4.2) setting y = 0, we have

Hd(f(kx), kf(x)) ≤ 1

|2|
ϕ(x, 0) (4.4)
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for all x ∈ X . Set Ω := {g | g : X → Ccb(Y), g(0) = {0}}, and we then introduce the generalized

metric on Ω:

D(g, h) = inf{C ∈ (0,∞) | Hd(g(x), h(x)) ≤ Cϕ(x, 0), ∀x ∈ X}. (4.5)

It is easy to show that (Ω,D) is a complete generalized metric space. We now define a mapping

T : Ω→ Ω as

(T g)(x) =
1

k
g(kx), g ∈ Ω, x ∈ X . (4.6)

Let g, h ∈ Ω and C ∈ [0,∞] be an arbitrary constant with D(g, h) < C. The definition of D implies

Hd(g(x), h(x)) ≤ Cϕ(x, 0), x ∈ X . (4.7)

By the last inequality, we can obtain

Hd

(
1

k
g(kx),

1

k
h(kx)

)
≤ CLϕ(x, 0), ∀x ∈ X . (4.8)

Hence, D(T g, T h) ≤ LD(g, h). It follows from (4.4) that D(T f, f) ≤ 1
|2k| < ∞. Therefore, by

Lemma 1, the operator T has a unique fixed point A : X → Ccb(Y) in the set Ω∗ = {g ∈
Ω | D(f, g) <∞} such that

A(x) := lim
n→∞

(T nf)(x) = lim
n→∞

1

kn
f(knx) (4.9)

and A(kx) = kA(x) for all x ∈ X. Also,

D(A, f) ≤ 1

1− L
D(T f, f) ≤ 1

|2k|(1− L)
. (4.10)

Then (4.3) holds for all x ∈ X .

Now we will prove that A is additive. By (4.1), (4.2) and (4.9), we have

LA(x, y) = lim
n→∞

1

|k|n
Lf(knx, kny) ≤ lim

n→∞

1

|k|n
ϕ(knx, kny) ≤ lim

n→∞
Lnϕ(x, y) = 0

for all x, y ∈ X . Therefore, it follows form [[32], Lemma 2.2] that A is an additive mapping.

Corollary 3. Let δ > 0, r > 1, |k| < 1. If f : X → Ccb(Y) is an odd mapping and satisfies the

following condition

Lf(x, y) ≤ δ(|x|r + |y|r), x, y ∈ X ,

then there exists a unique additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ 1

|2|(|k| − |k|r)
δ|x|r, x ∈ X .

Proof. Set ψ(x, y) = δ(|x|r + |y|r) for all x, y ∈ X . Then we can get the corollary by Theorem 4 by

L = |k|r−1 < 1.

The following example is a modification of the example of [31] and it shows that the assumption

|k| < 1 cannot be omitted in Corollary 3.
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Example 1. For a prime number p > 2 if the set-valued mapping f : Qp → Ccb(Qp) satisfies

f(x) = [0, x3], then for δ = 1 and r = 3

Lf(x, y) ≤ max{|x|3p, |y|3p} ≤ |x|3p + |y|3p, x, y ∈ Qp.

However, for k = 2 we have |k|p = |2|p = 1 and

Hd

(
1

2n
f(2nx),

1

2n+1
f(2n+1x)

)
= |22n|p|3|p|x|3p = |3|p|x|3p

for all x ∈ Qp and n ∈ N. Hence
{

1
2n f(2nx)

}
is not a Cauchy sequence for each nonzero x ∈ Qp.

Similar to Theorem 4, we have the following theorem.

Theorem 5. Assume that ϕ : X × X → [0,∞) is a function such that there exists an 0 < L < 1

with

ϕ(x, y) ≤ L

|k|
ϕ(kx, ky) (4.11)

for x, y ∈ X . If the odd mapping f : X → Ccb(Y) satisfies

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X , (4.12)

then there exists a unique additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ L

|2k|(1− L)
ϕ(x, 0), x ∈ X . (4.13)

Corollary 4. Let δ > 0, 0 ≤ r < 1, and |k| < 1. If the odd set-valued mapping f : X → Ccb(Y)

satisfies

Lf(x, y) ≤ δ(|x|r + |y|r),

for all x, y ∈ X , then there exists a unique additive mapping A : X → Ccb(Y) such that

Hd(f(x), A(x)) ≤ 1

|2|(|k|r − |k|)
δ|x|r, x ∈ X

Proof. Set ϕ(x, y) = δ(|x|r + |y|r) for x, y ∈ X . The corollary can be obtained by using Theorem 5

with L = |k|1−r < 1.

We then give an example to show that the assumption |k| < 1 cannot be omitted in Corollary

4.

Example 2. For a prime number p > 2 if the set-valued function f : Qp → Ccb(Qp) satisfies

f(x) = [0, x
1
3 ], then for δ = 1 and r = 1

3 ,

Lf(x, y) ≤ max{|x|rp, |y|rp} ≤ |x|rp + |y|rp, x, y ∈ Qp.

However, for k = 2 we have |k|p = |2|p = 1 and

Hd

(
2nf(

1

2n
x), 2n+1f(

1

2n+1
x)

)
= |2

2n
3 |p|1− 2

2
3 |p|x|

1
3
p = |1− 2

2
3 |p|x|

1
3
p .

for all x ∈ Qp and n ∈ N. Hence {2nf( 1
2nx)} is not a Cauchy sequence for each nonzero x ∈ Qp.
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Theorem 6. Assume that ϕ : X × X → [0,∞) is a function such that there exists an 0 < L < 1

with

ϕ(kx, ky) ≤ |k|2Lϕ(x, y). (4.14)

for all x, y ∈ X . If the even set-valued function f : X → Ccb(Y) satisfies

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X , (4.15)

then there exists a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)) ≤ 1

|2k2|(1− L)
ϕ(x, 0), x ∈ X . (4.16)

Proof. Setting y = 0 in (4.15), we get

Hd(f(kx), k2f(x)) ≤ 1

|2|
ϕ(x, 0), x ∈ X . (4.17)

Let Ω := {g | g : X → Ccb(Y)}, and we then introduce a generalized metric on Ω:

D(g, h) = inf{C ∈ (0,∞) | Hd(g(x), h(x)) ≤ Cϕ(x, 0), ∀x ∈ X}. (4.18)

It is easy to show that Ω := {g | g : X → Ccb(Y)} is a complete generalized metric space. Define

an operator T : Ω→ Ω as

(T g)(x) =
1

k2
g(kx), ∀g ∈ Ω, x ∈ X . (4.19)

Let g, h ∈ Ω and C ∈ [0,∞] be an arbitrary constant with D(g, h) < C. By the definition of

the metric D, we can get

Hd(g(x), h(x)) ≤ Cϕ(x, 0), x ∈ X . (4.20)

By the given hypothesis and the last inequality, we get

Hd

(
1

k2
g(kx),

1

k2
h(kx)

)
≤ CLϕ(x, 0), ∀x ∈ X . (4.21)

Hence, D(T g, T h) ≤ LD(g, h). (4.17) implies that D(T f, f) ≤ 1
|2k2| <∞. Therefore, by Lemma 1,

T has a unique fixed point Q : X → Ccb(Y) in the set Ω∗ = {g ∈ Ω | D(f, g) <∞} such that

Q(x) := lim
n→∞

(T nf)(x) = lim
n→∞

1

k2n
f(knx), (4.22)

and Q(kx) = k2Q(x) for all x ∈ X . Also,

D(Q, f) ≤ 1

1− L
D(T f, f) ≤ 1

|2k2|(1− L)
. (4.23)

Then, (4.16) holds. By (4.14), (4.15) and (4.22) we obtain

LQ(x, y) = lim
n→∞

1

|k|2n
Lf(knx, kny) ≤ lim

n→∞

1

|k|2n
ϕ(knx, kny) ≤ lim

n→∞
|k|nϕ(x, y) = 0

for all x, y ∈ X . So by Lemma 2.1 in [32], we get that the mapping Q is quadratic.
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Corollary 5. Let δ > 0, r > 2, |k| < 1. If f : X → Ccb(Y) is an even set-valued mapping

satisfying

Lf(x, y) ≤ δ(|x|r + |y|r), x, y ∈ X ,

then there exists a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)) ≤ 1

|2|(|k|2 − |k|r)
δ|x|r, x ∈ X .

Proof. Set ϕ(x, y) = δ(|x|r + |y|r) for all x, y ∈ X . By Theorem 6 with L = |k|r−2 < 1, we can get

the corollary.

Example 3. For a prime number p > 2 if a set-valued mapping f : Qp → Ccb(Qp) satisfies

f(x) = [0, x4], then for δ = 1 and r = 4,

Lf(x, y) ≤ max{|x|4p, |y|4p} ≤ |x|4p + |y|4p, x, y ∈ Qp.

However, for k = 2 we have |k|p = |2|p = 1 and

Hd

(
1

22n
f(2nx),

1

22(n+1)
f(2n+1x)

)
= |22n|p|3|p|x|4p = |3|p|x|4p.

for all x ∈ Qp and n ∈ N. Hence { 1
22n
f(2nx)} is not a Cauchy sequence for each nonzero x ∈ Qp.

Similarly, we can obtain the following theorem.

Theorem 7. Let ϕ : X × X → [0,∞) be a mapping such that there exists an 0 < L < 1 with

ϕ(x, y) ≤ L

|k|2
ϕ
(x
k
,
y

k

)
, x, y ∈ X . (4.24)

If the even set-valued mapping f : X → Ccb(Y) satisfies

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X , (4.25)

then there exists a unique quadratic set-valued mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)) ≤ 1

|2k2|(1− L)
ϕ(x, 0), x ∈ X . (4.26)

Corollary 6. Let δ > 0, 0 ≤ r < 2 and |k| < 1. If the even mapping f : X → Ccb(Y ) satisfies

Lf(x, y) ≤ δ(|x|r + |y|r), x, y ∈ X ,

then there exists a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)) ≤ 1

|2|(|k|2 − |k|r)
δ|x|r, x ∈ X .

In Corollary 6 the assumption |k| < 1 cannot be omitted .
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Example 4. For a prime number p > 2 if f : Qp → Ccb(Qp) is defined as f(x) = [0, |2|p], then for

δ = 1, k = 2 and r = 0,

Lf(x, y) = |12|p ≤ 1 = δ (x, y ∈ Qp).

Note that if p > 2, then |2n|p = 1 for each integer n, we have

Hd

(
2nf(2−nx), 2n+1f(2−(n+1)x)

)
= |2n+1|p = 1.

for all x ∈ Qp and n ∈ N. Hence {2nf(2−nx)} is not a Cauchy sequence for x ∈ Qp.

Theorem 8. Assume that ϕ : X × X → [0,∞) is a function such that there exists an 0 < L < 1

with

ϕ(kx, ky) ≤ |k|2Lϕ(x, y), x, y ∈ X . (4.27)

Suppose that f : X → Ccb(Y) is a set-valued mapping such that

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X . (4.28)

If f can be decomposed into an even and odd part, then there exist a unique additive mapping

A : X → Ccb(Y) and a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), A(x)⊕Q(x)) ≤ 1

|4k2|(1− L)
max{ϕ(x, 0), ϕ(−x, 0)}, x ∈ X . (4.29)

Proof. Assume that f(x) = fe(x) ⊕ fo(x). Let ψ(x, y) = 1
|2| max{ϕ(x, y), ϕ(−x,−y)}, then by

(4.27) and (4.28), we have

ψ(kx, ky) ≤ |k|2Lψ(x, y) ≤ |k|Lψ(x, y),

Lfo(x, y) ≤ ψ(x, y),Lfe(x, y) ≤ ψ(x, y).

Hence by Theorems 4 and 6, there exist a unique additive mapping A : X → Ccb(Y) and a unique

quadratic mapping Q : X → Ccb(Y) such that

Hd(fo(x), A(x)) ≤ 1

|2k|(1− L)
ψ(x, 0),

Hd(fe(x), Q(x)) ≤ 1

|2k2|(1− L)
ψ(x, 0)

for all x ∈ X . Therefore

Hd(f(x), A(x)⊕Q(x)) ≤ max{Hd(fo(x), A(x)), Hd(fe(x), Q(x))}

≤ max

{
1

|2k|(1− L)
ψ(x, 0),

1

|2k2|(1− L)
ψ(x, 0)

}
≤ 1

|4k2|(1− L)
max{ϕ(x, 0), ϕ(−x, 0)}

(4.30)

for all x ∈ X .
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Corollary 7. Let δ > 0, 2 < r, |k| < 1 and f : X → Ccb(Y) be a set-valued mapping for which

Lf(x, y) ≤ δ(|x|r + |y|r), x, y ∈ X .

If f can be decomposed into an even and odd part, then there exist a unique additive mapping

A : X → Ccb(Y) and a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)⊕A(x)) ≤ 1

|4|(|k|2 − |k|r)
δ|x|r, x ∈ X .

Similar to Theorem 8, one can obtain the following theorem.

Theorem 9. Let ϕ : X × X → [0,∞) be a function such that there exists an 0 < L < 1 with

ϕ(x, y) ≤ L

|k|
ϕ(kx, ky) (4.31)

for all x, y ∈ X . Let f : X → Ccb(Y) be a mapping such that

Lf(x, y) ≤ ϕ(x, y), x, y ∈ X . (4.32)

If f can be decomposed into an even and odd part, then there exist a unique additive mapping

A : X → Ccb(Y) and a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), A(x)⊕Q(x)) ≤ 1

|4k2|(1− L)
max{ϕ(x, 0), ϕ(−x, 0)}, x ∈ X . (4.33)

Corollary 8. Let δ > 0, 0 ≤ r < 1, |k| < 1 and f : X → Ccb(Y)

Lf(x, y) ≤ δ(|x|r + |y|r), x, y ∈ X .

If f can be decomposed into an even and odd part, then there exist a unique additive mapping

A : X → Ccb(Y) and a unique quadratic mapping Q : X → Ccb(Y) such that

Hd(f(x), Q(x)⊕A(x)) ≤ 1

|4|(|k|r − |k|)
δ|x|r, x ∈ X .
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Abstract: In this paper, we establish the general solution and stability of the following nonic
functional equation:

f(x + 5y)− 9f(x + 4y) + 36f(x + 3y)− 84f(x + 2y) + 126f(x + y)− 126f(x)

+ 84f(x− y)− 36f(x− 2y) + 9f(x− 3y)− f(x− 4y) = 9!f(y),

where 9! = 362880 in non-Archimedean normed spaces.

1. Introduction and Preliminaries

The stability problem of functional equations originated from a question of Ulam [26] concerning
the stability of group homomorphisms. The first affirmative partial answer to Ulam’s question was
given by Hyers [11]. The result of Hyers by obtaining a unique linear mapping near an approximate
additive mapping was generalized by Rassias [22]. The paper of Rassias has provided a lot of
influence in the development of what we called the generalized Hyers-Ulam-Rassias stability of
functional equations. In 1994, Gǎvruta then generalized the Rassias’ result in [8] for unbounded
Cauchy difference by a general control function. In 2003, Radu [20] proposed a new method for
obtaining the existence of exact solutions and error estimations, based on the fixed point alternative.
Cădariu and Radu [5] proposed a novel method for studying the stability of the Cauchy functional
equation based on a fixed point result in generalized metric spaces. A great number of papers
(see [2, 6, 9, 12, 13, 21, 24, 25, 28] and references therein for more detailed information) on the
subject has been published, generalizing Ulam’s problem and Hyer’s theorem in various functional
equations.

In 1897, Hensel [10] discovered the p-adic numbers as a number theoretical analogue of power
series in complex analysis and introduced a normed space which does not have the Archimedean
property. Let p be a prime number. For any nonzero rational number x ∈ Q, there exists a unique
integer nx ∈ Z such that x = a

b pnx , where a, b are integers divisible by p. Then the p-adic absolute
value |x|p = p−nx is a non-Archimedean norm on Q. The completion of Q with respect to the

02010 Mathematics Subject Classification: 39B52, 39B82, 46S50, 47B48
0Keywords: Generalized Hyers-Ulam stability; Nonic mappings; Non-Archimedean normed

spaces
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2 Solution and stability of nonic functional equations

metric d(x, y) = |x − y|p is denoted by Qp which is called the p-adic number field. Note that if
p > 2, then |2n|p = 1 for each integer n ∈ Z; however, |2|2 < 1.

Let us recall some basic definitions and facts concerning non-Archimedean normed spaces [14].
By a non-Archimedean field we mean a field K equipped with a function (valuation) | · | from K
into [0,∞) such that |r| = 0 if and only if r = 0, |rs| = |r||s|, and |r + s| ≤ max{|r|, |s|} for all
r, s ∈ K. Clearly, |1| = | − 1| = 1 and |n| ≤ 1 for all n ∈ N. In the rest of the paper, let |2| 6= 1.

In any field K the function | · | : K→ [0,∞) defined by

|x| =
{

0, x ∈ X;
1, otherwise

is a valuation which is called trivial, but the most important examples of non-Archimedean fields
are p-adic numbers which have gained the interest of physicists for their research in some problems
coming from quantum physics, p-adic strings and superstrings [27].

Let X be a vector space over a scalar field K with a non-Archimedean nontrivial valuation | · |. A
function ‖·‖ : X → R is a non-Archimedean norm (valuation) if it satisfies the following conditions:

(NA1) ‖x‖ = 0 if and only if x = 0;
(NA2) ‖rx‖ = |r|‖x‖ for all r ∈ K, x ∈ X;
(NA3) ‖x + y‖ ≤ max{‖x‖, ‖y‖} for all x, y ∈ X (: the strong triangle inequality).

Then (X, ‖ · ‖) is called a non-Archimedean normed space. It follows from (NA3) that

‖xn − xm‖ ≤ max{‖xj+1 − xj‖ : m ≤ j ≤ n− 1} for n > m

and so a sequence {xn} is Cauchy in X if and only if {xn+1 − xn} converges to zero in a non-
Archimedean normed space. If every Cauchy sequence is convergent, the non-Archimedean normed
space is said to be complete and called a non-Archimedean Banach space.

In 2005, Arriola and Beyer [1] investigated stability of approximate additive mappings f : Qp →
R. They showed that if f : Qp → R is a continuous mapping for which there exists a fixed ε such
that |f(x + y) − f(x) − f(y)| ≤ ε for all x, y ∈ Qp, then there exists a unique additive mapping
T : Qp → R such that |f(x) − T (x)| ≤ ε for all x ∈ Qp. In 2007, Moslehian and Rassias [18]
proved the Hyers-Ulam stability of functional equations in complete non-Archimedean normed
spaces. Then a lot of papers on the stability of other many equations have been published in
non-Archimedean normed spaces ([3, 4, 16, 17, 19, 23]).

Now, we consider the following nonic functional equation

f(x + 5y)− 9f(x + 4y) + 36f(x + 3y)− 84f(x + 2y) + 126f(x + y)− 126f(x)

+ 84f(x− y)− 36f(x− 2y) + 9f(x− 3y)− f(x− 4y) = 9!f(y).
(1.1)

Then the function f(x) = x9 is a solution of the functional equation (1.1). Thus, the functional
equation (1.1) is called the nonic functional equation and every solution of the nonic functional
equation is said to be a nonic mapping.

In this paper, using the direct and fixed point methods, we prove the generalized Hyers-Ulam
stability of (1.1) in non-Archimedean normed spaces.
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2. Properties of the nonic functional equation (1.1)

In this section, we investigate the properties and the general solution of the nonic functional
equation (1.1).

Theorem 2.1. Let X and Y be linear spaces. The nonic functional equation (1.1) has the following
properties:

(i) f(0) = 0.
(ii) f(−x) = −f(x).
(iii) f(2x) = 29f(x).

Proof. (i) Replacing x = 0, y = 0 in (1.1), we get f(0) = 0.
(ii) Replacing x = 0, y = x and x = x, y = −x in (1.1) and adding the two resulting equations,

we get f(−x) = −f(x).
(iii) Replacing (x, y) with (0, 2x) and (5x, x) in (1.1), respectively, we get

f(10x)− 8f(8x) + 27f(6x)− 48f(4x)− 362838f(2x) = 0. (2.1)

f(10x)− 9f(9x) + 36f(8x)− 84f(7x) + 126f(6x)− 126f(5x)

+ 84f(4x)− 36f(3x) + 9f(2x)− 362881f(x) = 0.
(2.2)

Subtracting the equations (2.1) and (2.2), we find

9f(9x)− 44f(8x) + 84f(7x)− 99f(6x) + 126f(5x)− 132f(4x)

+ 36f(3x)− 362847f(2x) + 362881f(x) = 0.
(2.3)

Replacing (x, y) with (4x, x) in (1.1) and multiplying the resulting equation by 9, we get

9f(9x)− 81f(8x) + 324f(7x)− 756f(6x) + 1134f(5x)− 1134f(4x)

+ 756f(3x)− 324f(2x)− 3265839f(x) = 0.
(2.4)

Subtracting the equations (2.3) and (2.4), we get

37f(8x)− 240f(7x) + 657f(6x)− 1008f(5x) + 1002f(4x)

− 720f(3x)− 362523f(2x) + 3628720f(x) = 0.
(2.5)

Replacing (x, y) with (3x, x) in (1.1) and multiplying the resulting equation by 37, we find

37f(8x)− 333f(7x) + 1332f(6x)− 3108f(5x) + 4662f(4x)

− 4662f(3x) + 3108f(2x)− 13427855f(x) = 0.
(2.6)

Subtracting the equations (2.5) and (2.6), we arrive at

93f(7x)− 675f(6x) + 2100f(5x)− 3660f(4x)

+ 3942f(3x)− 365631f(2x) + 17056575f(x) = 0.
(2.7)

Replacing (x, y) with (2x, x) in (1.1) and multiplying the resulting equation by 93, we get

93f(7x)− 837f(6x) + 3348f(5x)− 7812f(4x) + 11718f(3x)

− 11625f(2x)− 33740865f(x) = 0.
(2.8)

Subtracting the equations (2.7) and (2.8) and then dividing by 2, we obtain

81f(6x)− 624f(5x) + 2076f(4x)− 3888f(3x)

− 177003f(2x) + 25398720f(x) = 0.
(2.9)
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4 Solution and stability of nonic functional equations

Replacing (x, y) with (x, x) in (1.1) and multiplying the resulting equation by 81, we get

81f(6x)− 729f(5x) + 2916f(4x)− 6723f(3x)

+ 9477f(2x)− 29400570f(x) = 0.
(2.10)

Subtracting the equations (2.9) and (2.10), we arrive at

105f(5x)− 840f(4x) + 2835f(3x)− 186480f(2x) + 54799290f(x) = 0. (2.11)

Replacing (x, y) with (0, x) in (1.1) and multiplying the resulting equation by 105, we get

105f(5x)− 840f(4x) + 2835f(3x)− 5040f(2x)− 38097990f(x) = 0. (2.12)

Subtracting the equations (2.11) and (2.12), we can obtain

−181440f(2x) + 92897280f(x) = 0,

which gives
f(2x) = 29f(x). (2.13)

This completes the proof. ¤

A function A : X → X is said to be additive if A(x + y) = A(x) + A(y) for all x, y ∈ X. Let
n ∈ Z+. A function An : Xn → Y is called n-additive if it is additive in each of its variables.
A function An is called symmetric if An(x1, ..., xn) = An(xπ(1), ..., xπ(n)) for every permutation
{π(1), ..., π(n)} of 1, ..., n. If An(x1, ..., xn) is an n-additive symmetric map, then An(x1, ...xn), its
diagonal is the function An(x, ..., x) for x ∈ X and denoted by An(x). Evidently, An(rx) = rnAn(x)
whenever x ∈ X and r ∈ Q. Further the resulting function after substitution x1 = · · · = xl = x

and xl+1 = · · · = xn = y in An(x1, ..., xn) will be denoted by Al,n−l(x, y).
A function p : X → Y is called a generalized polynomial function of degree n provided that there

exist An(x) = A0 ∈ Y and i-additive symmetric function Ai : X → Y (1 ≤ i ≤ n) such that

p(x) =
∑

i=0

Ai(x)

for all x ∈ X and An 6= 0. Let f : X → Y . The difference operator ∆h defined as follows:

∆hf(x) = f(x + h)− f(x)

for ∈ X. In fact, a difference operator can be extended to an n-order difference operator in the
usual composition way by induction. For each h ∈ X and n ∈ Z+ ∪ {0}, define

∆n+1
h f(x) = ∆h ◦∆n

hf(x)

with the convention ∆0
hf(x) = f(x) and ∆1

hf(x) = ∆hf(x). Furthermore, a more general difference
operator which was used in the Fréchet functional equation, can be defined as

∆h1,...,hn+1f(x) = ∆n+1 ◦ · · · ◦∆h1f(x),

where x, h1, ..., hn+1 ∈ X.

Lemma 2.2 (see [29]). Let G be a commutative semigroup with identity, S be a symmetric group
and n be a non-negative integer. Assume that the multiplication by n! is bijective on S, that is, for
every b ∈ G, the equation n!a = b has a unique solution in S. Then the function f : G → S is a
solution of Fréchet functional equation

∆x1,...,xn+1f(x0) = 0
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for all x0, x1, ..., xn+1 ∈ G if and only if f is a polynomial of degree at most n.

Theorem 2.3. A function f : X → Y is a solution of the functional equation (1.1) if and only if f

is of the form f(x) = A9(x) for all x ∈ X, where A9(x) is the diagonal of the 9-additive symmetric
map A9 : X9 → Y .

Proof. We can rewrite the functional equation (1.1) in the form

f(x) =
1

126
[
f(x + 5y)− f(x− 4y)

]− 1
14

[
f(x + 4y)− f(x− 3y)

]

+
2
7
[
f(x + 3y)− f(x− 2y)

]− 2
3
[
f(x + 2y)− f(x− y)

]
+ f(x + y)− 2880f(y).

(2.14)

It follows from Lemma 2.2 that f is a generalized polynomial function of degree at most 9 and so
f is of the form

f(x) =
9∑

n=0

An(x) (2.15)

for all x ∈ X, where A0(x) = A0 is an arbitrary element of Y and An(x) is the diagonal of the
n-additive symmetric map An : Xn → Y for n = 1, 2, ..., 9. Since f(0) = 0 and f is odd, we have
A0(x) = 0 and A2(x) = A4(x) = A6(x) = A8(x) = 0. Thus, the expression (2.15) can be

f(x) = A9(x) + A7(x) + A5(x) + A3(x) + A1(x)

for all x ∈ X. Since f(2x) = 29f(x) and An(rx) = rnAn(x) whenever x ∈ X and r ∈ Q, we obtain

29
(
A7(x) + A5(x) + A3(x) + A1(x)

)
= 27A7(x) + 25A5(x) + 23A3(x) + 2A1(x).

Hence, we get A1(x) = − 1
255 (192A7(x) + 240A5(x) + 252A3(x)) and so A7(x) = A5(x) = A3(x) =

A1(x) = 0 for all x ∈ X. Therefore, we obtain that f(x) = A9(x) for all x ∈ X.
Conversely, assume that f(x) = A9(x) for all x ∈ X, where A9(x) is the diagonal of the 9-

additive symmetric map A9 : X9 → Y . According to the definition of additive function, we get

An(x + y) = An(x) + An(y) + nAn−1,1(x, y) +
n(n− 1)

2
An−2,2(x, y) + · · ·+ nA1,n−1(x, y),

An(rx) = rnAn(x) for all n = 1, 2, ..., 9 and As,t(x, ry) = rtAs,t(x, y) (s, t = 1, 2, ..., 8, s + t = 9)
whenever x, y ∈ X and r ∈ Q. Letting the above equalities into (2.14), f satisfies the functional
equation (1.1). This completes the proof of Theorem 2.3. ¤

3. Stability of nonic functional equations

In this section, we prove the generalized Hyers-Ulam stability of the nonic functional equation
(1.1) in non-Archimedean normed spaces using the direct and fixed point methods. Throughout
this section, we define the difference operator

∆f(x, y) =f(x + 5y)− 9f(x + 4y) + 36f(x + 3y)− 84f(x + 2y) + 126f(x + y)− 126f(x)

+ 84f(x− y)− 36f(x− 2y) + 9f(x− 3y)− f(x− 4y)− 9!f(y).

3.1. Direct method
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6 Solution and stability of nonic functional equations

Theorem 3.1. Let X be an additive semigroup and Y be a non-Archimedean Banach space. Let
ϕ : X ×X → [0,∞) be a mapping such that

lim
n→∞

ϕ(2nx, 2ny)
|29|n = 0 (3.1)

for all x, y ∈ X, and the limit

ϕ̃d(x)
def≡ lim

n→∞
max

{
ϕ̃(2jx)
|29|j : 0 ≤ j < n

}
(3.2)

exists for all x ∈ X, where

ϕ̃(x) =
1
|9!| max{ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x), |37|ϕ(3x, x),

|93|ϕ(2x, x), |162|ϕ(x, x), |210|ϕ(0, x)}
for all x ∈ X. Suppose that a mapping f : X → Y with f(0) = 0 satisfies

‖∆f(x, y)‖ ≤ ϕ(x, y) (3.3)

for all x, y ∈ G. Then there exists a nonic mapping N : X → Y such that

‖f(x)−N (x)‖ ≤ 1
|29| ϕ̃d(x) (3.4)

for all x ∈ X. Moreover, if

lim
j→∞

lim
n→∞

max
{

1
|29|k ϕ̃(2kx) : j ≤ k < n + j

}
= 0 (3.5)

for all x ∈ X, then N is the unique nonic mapping satisfying (3.4).

Proof. Replacing (x, y) with (0, 2x) in (3.3), we get

‖f(10x)− 8f(8x) + 27f(6x)− 48f(4x)− 362838f(2x)‖ ≤ ϕ(0, 2x) (3.6)

Replacing (x, y) with (5x, x) in (3.3), we have

‖f(10x)− 9f(9x) + 36f(8x)− 84f(7x) + 126f(6x)− 126f(5x)

+ 84f(4x)− 36f(3x) + 9f(2x)− 362881f(x)‖ ≤ ϕ(5x, x)
(3.7)

for all x ∈ X. Subtracting (3.6) and (3.7), then

‖9f(9x)− 44f(8x) + 84f(7x)− 99f(6x) + 126f(5x)− 132f(4x)

+ 36f(3x)− 362847f(2x) + 362881f(x)‖
≤ max{ϕ(0, 2x), ϕ(5x, x)}

(3.8)

for all x ∈ X. Replacing (x, y) with (4x, x) in (3.3), we get

‖9f(9x)− 81f(8x) + 324f(7x)− 756f(6x) + 1134f(5x)− 1134f(4x)

+ 756f(3x)− 324f(2x)− 3265839f(x)‖ ≤ |9|ϕ(4x, x)
(3.9)

for all x ∈ X. Subtracting (3.8) and (3.9), we get

‖37f(8x)− 240f(7x) + 657f(6x)− 1008f(5x) + 1002f(4x)

− 720f(3x)− 362523f(2x) + 3628720f(x)‖
≤ max{ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x)}

(3.10)
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for all x ∈ X. Replacing (x, y) with (3x, x) in (3.3), we have

‖37f(8x)− 333f(7x) + 1332f(6x)− 3108f(5x) + 4662f(4x)

− 4662f(3x) + 3108f(2x)− 13427855f(x)‖ ≤ |37|ϕ(3x, x)
(3.11)

for all x ∈ X. Subtracting (3.10) and (3.11), we find

‖93f(7x)− 675f(6x) + 2100f(5x)− 3660f(4x) + 3942f(3x)− 365631f(2x) + 17056575f(x)‖
≤ max{ϕ(0, 2x), ϕ(5x, x)), |9|ϕ(4x, x), |37|ϕ(3x, x)}

(3.12)
for all x ∈ X. Replacing (x, y) with (2x, x) in (3.3), we get

‖93f(7x)− 837f(6x) + 3348f(5x)− 7812f(4x) + 11718f(3x)

− 11625f(2x)− 33740865f(x)‖ ≤ |93|ϕ(2x, x)
(3.13)

for all x ∈ X. Subtracting (3.12) and (3.13), we obtain

‖81f(6x)− 624f(5x) + 2076f(4x)− 3888f(3x)− 177003f(2x) + 25398720f(x)‖

≤ 1
|2| max

{
ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x), |37|ϕ(3x, x), |93|ϕ(2x, x)

} (3.14)

for all x ∈ X. Replacing (x, y) with (x, x) in (3.3), we get

‖81f(6x)− 729f(5x) + 2916f(4x)− 6723f(3x)

+ 9477f(2x)− 29400570f(x)‖ ≤ |81|ϕ(x, x)
(3.15)

for all x ∈ X. Subtracting (3.14) and (3.15), we find

‖105f(5x)− 840f(4x) + 2835f(3x)− 186480f(2x) + 54799290f(x)‖

≤ 1
|2| max

{
ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x), |37|ϕ(3x, x), |93|ϕ(2x, x), |162|ϕ(x, x)

} (3.16)

for all x ∈ X. Replacing (x, y) with (0, x) in (3.16), we get

‖105f(5x)− 840f(4x) + 2835f(3x)− 5040f(2x)− 38097990f(x)‖ ≤ |105|ϕ(0, x) (3.17)

for all x ∈ X. Subtracting (3.16) and (3.17), we get

‖181440f(2x)− 9289280f(x)‖

≤ 1
|2| max

{
ϕ(0, 2x), ϕ(5x, x)), |9|ϕ(4x, x), |37|ϕ(3x, x), |93|ϕ(2x, x), |162|ϕ(x, x), |210|ϕ(0, x)

}

for all x ∈ X. Thus, we deduce that

‖f(2x)− 29f(x)‖

≤ 1
|9!| max

{
ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x), |37|ϕ(3x, x), |93|ϕ(2x, x),

|162|ϕ(x, x), |210|ϕ(0, x)
}

def≡ ϕ̃(x)

(3.18)

for all x ∈ X. It follows from (3.18), we have
∥∥∥f(2x)

29
− f(x)

∥∥∥ ≤ 1
|29| ϕ̃(x) (3.19)
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8 Solution and stability of nonic functional equations

for all x ∈ X. Replacing x by 2nx in (3.19), then we get
∥∥∥f(2n+1x)

29(n+1)
− f(2nx)

29n

∥∥∥ ≤ 1
|29|n+1

ϕ̃(2nx) (3.20)

for all x ∈ X. From (3.20) and (3.1) the sequence { f(2nx)
29n } is a Cauchy sequence. Since X is a non-

Archimedean Banach space, { f(2nx)
29n } is convergent. So, we can define the mapping N : X → Y

by N (x) = limn→∞{ f(2nx)
29n } for all x ∈ X. By induction, we can show that

∥∥∥f(2nx)
29n

− f(x)
∥∥∥ =

∥∥∥
n−1∑

j=0

f(2j+1x)
29(j+1)

− f(2jx)
29j

∥∥∥

≤ 1
|29| max

{ ϕ̃(2jx)
|29|j : 0 ≤ j < n

} (3.21)

for all x ∈ X and n ∈ N. By taking n → ∞ in (3.21) and using (3.2), we obtain the desired
inequality (3.4).

It follows from (3.1) and (3.3) that

‖∆N (x, y)‖ ≤ lim
n→∞

1
|29|n ‖∆f(2nx, 2ny)‖ ≤ lim

n→∞
ϕ(2nx, 2ny)

|29|n = 0

for all x, y ∈ X. Then the mapping N : X → Y satisfies (1.1), that is, N is the nonic mapping.
To prove the uniqueness property of N , let N ′ be another nonic mapping satisfying (3.4). Then

‖N (x)−N ′(x)‖ = lim
j→∞

1
|29|j ‖N (2jx)−N ′(2jx)‖

≤ lim
j→∞

1
|29|j max{‖N (2jx)− f(2jx)‖, ‖f(2jx)−N ′(2jx)‖}

≤ 1
|29| lim

j→∞
lim

n→∞
max

{ ϕ̃(2kx)
|29|k : j ≤ k < n + j

}

for all x ∈ X. It follows from

lim
j→∞

lim
n→∞

max
{ ϕ̃(2kx)
|29|k : j ≤ k < n + j

}
= 0

for all x ∈ X that N = N ′. This completes the proof.

Corollary 3.2. Let ρ : [0,∞) → [0,∞) be a mapping satisfying

ρ(|2|t) ≤ ρ(|2|)ρ(t), ρ(|2|) < |2|9

for all t ≥ 0. Let θ > 0 be real number and f : X → Y be a mapping with f(0) = 0 satisfying

‖∆f(x, y)‖ ≤ θ(ρ(|x|) + ρ(|y|))
for all x, y ∈ X. Then there exists a unique nonic mapping N : X → Y such that

‖f(x)−N (x)‖ ≤ θ

|29| ϕ̃d(x) (3.22)

for all x ∈ X, where

ϕ̃d(x) =
ρ(|x|)
|9!| max

{
ρ(|2|), (ρ(|5|) + 1), |9|(ρ(|4|) + 1),

|37|(ρ(|3|) + 1), |93|(ρ(|2|) + 1), |324|, |210|
}

.
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Proof. If a mapping ϕ : X ×X → [0,∞) is defined by ϕ(x, y) = θ(ρ(|x|) + ρ(|y|)), then we would
have

lim
n→∞

ϕ(2nx, 2ny)
|29|n = lim

n→∞

(ρ(|2|)
|29|

)n

ϕ(x, y) = 0

for all x, y ∈ X since ρ(|2|) < |2|9, and

ϕ̃d(x) = lim
n→∞

max
{

ϕ̃(2jx)
|29|j : 0 ≤ j < n

}
= ϕ̃(x)

exists for all x ∈ X, where

ϕ̃(x) =
ρ(|x|)
|9!| max

{
ρ(|2|), (ρ(|5|) + 1), |9|(ρ(|4|) + 1),

|37|(ρ(|3|) + 1), |93|(ρ(|2|) + 1), |324|, |210|
}

for all x ∈ X. Also, we get

lim
j→∞

lim
n→∞

max
{

1
|2|9k

ϕ̃(2kx) : j ≤ k < n + j

}
= lim

j→∞
1
|2|9j

ϕ̃(2jx) = 0

for all x ∈ X. By applying Theorem 3.1, we obtain the desired result. This completes the proof. ¤

3.2. Fixed point method

Next, we investigate the generalized Hyers-Ulam stability of the nonic functional equation (1.1)
in non-Archimedean normed spaces using fixed point method. We recall the following fixed point
theorem which was proved by Diaz and Margolis.

Theorem 3.3. [7] Let (Ω, d) be a complete generalized metric space and T : Ω → Ω be a strictly
contractive mapping with Lipshitz constant L. Then, for any x ∈ Ω, either d(Tnx, Tn+1x) = ∞
for all nonnegative integers n ≥ 0 or other exists a natural number no such that

(i) d(Tnx, Tn+1x) < ∞ for all n ≥ no;
(ii) the sequence {Tnx} is convergent to a fixed point y∗ of T ;
(iii) y∗ is the unique fixed point of T in the set Ω1 = {y ∈ Ω : d(Tnox, y) < ∞};
(iv) d(y, y∗) ≤ 1

1−Ld(y, Ty) for all y ∈ Ω1.

Theorem 3.4. Assume that X is a non-Archimedean normed space and Y is a a non-Archimedean
Banach space. Let ϕ : X ×X → [0,∞) be a mapping such that there exists a constant 0 < L < 1
with

ϕ(2x, 2y) ≤ |29|Lϕ(x, y) (3.23)

and limn→∞ 1
29n ϕ(2nx, 2ny) = 0 for all x, y ∈ X. If f : X → Y is a mapping with f(0) = 0

satisfying

‖∆f(x, y)‖ ≤ ϕ(x, y) (3.24)

for all x, y ∈ X, then there exists a unique nonic mapping N : X → Y such that

‖f(x)−N (x)‖ ≤ 1
|29|(1− L)

ϕ̃(x) (3.25)
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10 Solution and stability of nonic functional equations

for all x ∈ X, where

ϕ̃(x) =
1
|9!| max

{
ϕ(0, 2x), ϕ(5x, x), |9|ϕ(4x, x), |37|ϕ(3x, x),

|93|ϕ(2x, x), |162|ϕ(x, x), |210|ϕ(0, x)
}

.

Proof. From (3.18) we obtain ∥∥∥f(x)− f(2x)
29

∥∥∥ ≤ 1
|29| ϕ̃(x) (3.26)

for all x ∈ X. Let Ω be a set of all mappings from X into Y and a generalized metric d on Ω as
follows:

d(g, h) = inf{α ∈ [0,∞) : ‖g(x)− h(x)‖ ≤ αϕ̃(x), ∀x ∈ X},
where, as usual, inf φ = +∞. It is easy to show that (Ω, d) is a generalized complete metric space.

Now, we consider the linear mapping T : Ω → Ω defined by

Tg(x) =
g(2x)

29

for all x ∈ X. Let f, g ∈ Ω and α ∈ [0,∞) be an arbitrary constant with d(f, g) ≤ α. Then
‖f(x)− g(x)‖ ≤ αϕ̃(x) for all x ∈ X and so

‖Tf(x)− Tg(x)‖ ≤ 1
|29| ‖f(2x)− g(2x)‖ ≤ α

|29| ϕ̃(2x) ≤ αLϕ̃(x)

for all x ∈ X. Thus, d(f, g) ≤ α implies that d(Tf, Tg) ≤ Lα. This means that

d(Tf, Tg) ≤ Ld(f, g)

for all f, g ∈ Ω. It follows from (3.18) that d(Tf, f) ≤ 1
|29| for all x ∈ X. From the conditions (2)

and (3) of Theorem 3.3, there exists a mapping N : X → Y , which is a unique fixed point of T in
the set Ω1 = {g ∈ Ω : d(f, g) < ∞}, such that

N (x) = lim
n→∞

1
29n

f(2nx)

for all x ∈ X since limn→∞ d(Tnf,N ) = 0. Again, from the condition (4) of Theorem 3.3, we
obtain

d(f,N ) ≤ 1
1− L

d(Tf, f) ≤ 1
|29|(1− L)

,

which implies the inequality (3.25).
If we replace x by 2nx and y by 2ny in (3.3), then we obtain

∥∥∥∆f(2nx, 2ny)
29n

∥∥∥ ≤ 1
|29|n ‖∆f(2nx, 2ny)‖ ≤ 1

|29|n ϕ(2nx, 2ny) (3.27)

for all x, y ∈ X. Taking as the limit n → ∞ in (3.27), we deduce that ∆N (x, y) = 0 for all
x, y ∈ X. That is, the function N : X → Y is nonic, as desired. This completes the proof. ¤

Corollary 3.5. Let X be a non-Archimedean normed space over K and Y be a non-Archimedean
Banach space. Let θ > 0 be real number and f : X → Y be a mapping with f(0) = 0 satisfying

‖∆f(x, y)‖ ≤ θ

for all x, y ∈ X. Then there exists a unique nonic mapping N : X → Y such that

‖f(x)−N (x)‖ ≤ θ

|2240|(|29| − |2p|) . (3.28)
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Corollary 3.6. Let θ, p > 0 be real numbers with 0 ≤ p < 9 and f : X → Y be a mapping with
f(0) = 0 satisfying

‖∆f(x, y)‖ ≤ θ(‖x‖p + ‖y‖p)

for all x, y ∈ X. Then there exists a unique nonic mapping N : X → Y such that

‖f(x)−N (x)‖ ≤ θMp

|29| − |2p| ‖x‖
p (3.29)

for all x ∈ X, where

Mp =
1
|9!| max

{
|2|p, |5|p + 1, |9|(|4|p + 1), |37|(|3|p + 1), |93|(|2|p + 1), |324|, |210|

}
.

Corollary 3.7. Let θ, p, q > 0 be real numbers with p + q < 9 and f : X → Y be a mapping with
f(0) = 0 satisfying

‖∆f(x, y)‖ ≤ θ‖x‖p‖y‖q

for all x, y ∈ X. Then there exists a unique nonic mapping N : X → Y such that

‖f(x)−N(x)‖ ≤ θMp,q

|29 − 2p+q| ‖x‖
p+q (3.30)

for all x ∈ X, where

Mp,q =
1
|9!| max

{
|5|p, |9||4|p, |37||3|p, |93||2|p, |162|

}

Remark. Let X be a normed space and Y be a Banach space in Theorem 3.5. Let ϕ : X ×X →
[0,∞) be a mapping such that there exists a constant 0 < L < 1 with

ϕ(2x, 2y) ≤ 29Lϕ(x, y)

for all x, y ∈ X. Suppose that f : X → Y be a mapping with f(0) = 0 satisfying ‖∆f(x, y)‖ ≤
ϕ(x, y) for all x, y ∈ X. Using the fixed point method, we can show that there exists a unique
nonic mapping N : X → Y satisfying (3.24) and

‖f(x)−N (x)‖ ≤ 1
29(1− L)

ϕ̃(x) (3.31)

where

ϕ̃(x) =
1
9!

(
ϕ(0, 2x) + ϕ(5x, x) + 9ϕ(4x, x)

+ 37ϕ(3x, x) + 93ϕ(2x, x) + 162ϕ(x, x) + 210ϕ(0, x)
)

for all x ∈ X (see [15]).

It is easy to show that the approximation in non-Archimedean normed space (see (3.25)) is
better than the approximation in (Archimedean) normed space (see (3.31)).
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[2] J. Brzdçk, J. Chudziak and Z. Páles, A fixed point approach to stability of functional equations,
Nonlinear Analysis: Theory, Methods and Applications 74 (2011), 6728-6732.

[3] Y.J. Cho, C. Park, R. Saadati, Functional inequalities in non-Archimedean in Banach spaces,
Appl. Math. Lett. 60 (2010), 1994-2002.
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