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Abstract

By improving Halpern’s iteration and studing convergence theorem of
[1] and [2] in a complete uniformly convex metric space, we prove conver-
gence theorem of a finite family of nonexpansive mappings without the
assumption that 88 the set of common fixed points of nonexpansive map-
pings is nonempty′′. We also introduce a mapping in metric space using
a concept of the S-mapping defined by [3] for proving our main results.
Keywords: Convex metric space; Nonexpansive mapping; S-mapping.
Mathematics Subject Classification (2000): 31E05, 54E40, 54E50,
47H09.

1 Introduction

Many researchers have theorized for finding a solution of fixed point problems
by taking advantage of iteration process, see for instance [4], [5], [6]. Halpern’s
iteration is a method which has been very popular for finding a solution to fixed
point problem. It was introduced for the first time by Halpern [7] and defined
by the vector u, x0 belonging to a closed convex C subset of Hilbert (Banach)
space and

xn+1 = αnu+ (1− αn)Txn,

for all n ≥ 1, where T : C → C is a mapping and parameter {αn} ⊆ [0, 1].
It has been developed and improved to fixed point theorem to increase effi-

ciency by several researchers, see example [4], [5], [6]. Although the proof of the
theorem has been well developed, but the proof is still under critical conditions
below;

∗Corresponding author
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i)∗ F (T ) 6= ∅;

ii)∗ limn→∞ αn = 0 and
∑∞

n=1 αn =∞.

Can we prove a convergence theorem by developing Halpern iteration and
without conditions i)∗ and ii)∗ in space which is more general than Hilbert and
Banach spaces?

Throughout this paper, we assume that (X, d) is a complete metric space
and C is a nonempty closed convex subset of (X, d). A point x is called a fixed
point of T if Tx = x. We use F (T ) to denote the set of fixed point of T . Recall
the following definitions;

Definition 1.1. The mapping T : C → C is said to be nonexpansive if

d(Tx, Ty) ≤ d(x, y), ∀x, y ∈ C.

In 1970, Takahashi [8] introduced the following definition:

Definition 1.2. Let (X, d) be a metric space. A mapping W : X×X× [0, 1]→
X is said to be a convex structure on X if for each (x, y, λ) ∈ X × X × [0, 1]
and for all u ∈ X,

d
(
u,W (x, y, λ)

)
≤ λd(u, x) + (1− λ)d(u, y).

If the mapping W is defined by W (x, y, λ) = λx + (1 − λ)y, then it is a
convex structure on a normed linear space. A metric space (X, d) together with
a convex structure W is called a convex metric space denoted by (X, d,W ). A
nonempty subset C of X is said to be convex if W (x, y, λ) ∈ C for all x, y ∈ C
and λ ∈ [0, 1].

Definition 1.3. (See [9]) A convex metric space (X, d,W ) is said to be uni-
formly convex if for any ε > 0, there exists δ = δ(ε) > 0 such that for all r > 0
and x, y, z ∈ X with d(z, x) < r, d(z, y) < r and d(x, y) ≥ rε,

d
(
z,W (x, y,

1

2
)
)
≤ (1− δ)r.

It is well known that Hilbert space is uniformly convex metric space.
Very recently, Hafiz Fukhar-ud-din [1] proved convergence theorem in uni-

formly convex metric spaces (X, d,W ) with convex structure but he still assumed
the fixed point set is nonempty as follows;

Theorem 1.1. Let C be a nonempty, closed and convex subset of a uniformly
convex complete metric space X with continuous convex structure W and S, T :
C → C be nonexpansive mappings with F (S) ∩ F (T ) 6= ∅. Then the sequence

{xn}, defined by xn+1 = W

(
Txn,W

(
Sxn, xn,

βn
1− αn

)
, αn

)
,∆-converges to

an element of F (S) ∩ F (T ), where 0 < a ≤ αn, βn ≤ b < 1 with αn + βn < 1.

2
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In 2013, Phuengrattana and Suantai [2] proved convergence theorem in uni-
formly convex metric space for infinite family of nonexpansive mapping by lever-
aging the map Kn, see [2] for more details, but still assume that

⋂∞
i=1 F (Ti) 6= ∅

as follows;

Theorem 1.2. Let C be a nonempty compact convex subset of a complete uni-
formly convex metric space (X, d,W ) with the property (H). Let {Ti} be a
family of nonexpansive mappings of C into itself such that

⋂∞
i=1 F (Ti) 6= ∅

and let λ1, λ2, . . . be real numbers such that 0 < λi < 1 for every i ∈ N with∑∞
i=1 λi < ∞. Let Kn be K-mapping generated by T1, T2, . . . and λ1, λ2, . . ..

Assume that x1 ∈ C and the sequence {xn} is generated by

xn+1 = W (xn,Knxn, αn) ,

for all n ≥ 1 where {αn} is a sequence in [0, 1] with
∑∞

n=1 αn (1− αn) = ∞.
Then sequence {xn} converges to an element of

⋂∞
i=1 F (Ti) 6= ∅.

Inspired by Theorem 1.1 and 1.2 and improved process of Halpern’s iteration,
we prove convergence theorem in uniformly convex metric space for a finite
family of nonexpansive mappings without using the conditions i)∗ and ii)∗.

2 Preliminaries

In this section, in order to prove our main theorem, we provide definitions,
lemma and also prove the importance lemma to be used as a tool to prove the
main theorem:

Lemma 2.1. (See [8], [10]) Let (X, d,W ) be a convex metric space. For each
x, y ∈ X and λ, λ1, λ2 ∈ [0, 1], we have the following.

(i) W (x, x, λ) = x, W (x, y, 0) = y and W (x, y, 1) = x.
(ii) d

(
x,W (x, y, λ)

)
= (1− λ)d(x, y) and d

(
y,W (x, y, λ)

)
= λd(x, y).

(iii) d(x, y) = d
(
x,W (x, y, λ)

)
+ d
(
W (x, y, λ), y

)
.

(iv) |λ1 − λ2|d(x, y) ≤ d
(
W (x, y, λ1),W (x, y, λ2)

)
.

We say that a convex metric space (X, d,W ) has the following properties:
(C) if W (x, y, λ) = W (y, x, 1− λ) for all x, y ∈ X and λ ∈ [0, 1],
(I) if d

(
W (x, y, λ1),W (x, y, λ2)

)
≤ |λ1 − λ2|d(x, y) for all x, y ∈ X and

λ1, λ2 ∈ [0, 1],
(H) if d

(
W (x, y, λ),W (x, z, λ)

)
≤ (1 − λ)d(y, z) for all x, y, z ∈ X and

λ ∈ [0, 1],
(S) if d

(
W (x, y, λ),W (z, w, λ)

)
≤ λd(x, z) + (1−λ)d(y, w) for all x, y, z, w ∈

X and λ ∈ [0, 1].

Remark 2.2. It is easy to see that the property (C) and (H) imply continuity
of a convex structure W : X ×X × [0, 1]→ X and the property (S) implies the
property (H). In 2005, Aoyama et al. [10] proved that a convex metric space
with property (C) and (H) has the property (S).

3
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In 2011, Phuengrattana and Suantai [2] proved the following lemma as fol-
lows;

Lemma 2.3. (See [2]) Property (C) holds in uniformly convex metric space.

Remark 2.4. (See [2]) From Lemma 2.3, a uniformly convex metric space (X, d,W )
with the property (H) has the property S and the convex structure W is also
continuous.

Lemma 2.5. (See [11]) Let (X, d,W ) be a uniformly convex metric space with
continuous convex structure. Then for arbitrary positive number ε, there exists
η = η(ε) > 0 such that

d
(
z,W (x, y, λ)

)
≤ (1− 2 min{λ, 1− λ}η)r,

for all r > 0 and x, y, z ∈ X, d(z, x) ≤ r, d(z, y) ≤ r, d(x, y) ≥ rε and λ ∈ [0, 1].

We introduce the following definition to use in the next section.

Definition 2.1. Let (X, d,W ) be a complete convex metric space and C be a
nonempty closed convex subset of (X, d,W ). Let {Ti}Ni=1 be a finite family of

mappings of C into C. For each j = 1, 2, · · · , N , let αj = (αj
1, α

j
2, α

j
3) where

αj
1, α

j
2, α

j
3 ∈ [0, 1] and αj

1+αj
2+αj

3 = 1. For every x ∈ C, we define the mapping
S : C × C × [0, 1]→ C as follows;

U0x = x,

U1x = W
(
T1U0x,W (U0x, x,

α1
2

1− α1
1

), α1
1

)
,

U2x = W
(
T2U1x,W (U1x, x,

α2
2

1− α2
1

), α2
1

)
,

...

UN−1x = W
(
TN−1UN−2x,W (UN−2x, x,

αN−1
2

1− αN−1
1

), αN−1
1

)
,

Sx = UNx = W
(
TNUN−1x,W (UN−1x, x,

αN
2

1− αN
1

), αN
1

)
.

This mapping is called S−mapping generated by T1, T2, . . . , TN and α1, α2, . . . , αN .

Lemma 2.6. Let C be a nonempty closed convex subset of a complete uniformly
convex metric space (X, d,W ) with property (H). Let {Ti}Ni=1 be a finite family

of nonexpansive mappings of C into itself with
⋂N

i=1 F (Ti) 6= ∅ and let αj =

(αj
1, α

j
2, α

j
3) ∈ I × I × I, j = 1, 2, . . . , N , where I = [0, 1] , αj

1 + αj
2 + αj

3 =

1, αj
1 ∈ (0, 1) for all j = 1, 2, ..., N − 1, αN

1 ∈ (0, 1] αj
2, α

j
3 ∈ [0, 1) for all j =

1, 2, ..., N. Let S be the mapping generated by T1, T2, ...., TN and α1, α2, ..., αN .
Then F (S) =

⋂N
i=1 F (Ti).

4
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Proof. From Lemma 2.1 and definition of S−mapping, it is easy to see that⋂N
i=1 F (Ti) ⊆ F (S). Next, we show that F (S) ⊆

⋂N
i=1 F (Ti). To show this let

x0 ∈ F (S) and q ∈
⋂N

i=1 F (Ti), we have

d(q, Sx0) = d

(
q,W

(
TNUN−1x0,W (UN−1x0, x0,

αN
2

1− αN
1

), αN
1

))
≤ αN

1 d(q, TNUN−1x0) + (1− αN
1 )d

(
q,W (UN−1x0, x0,

αN
2

1− αN
1

)

)
≤ αN

1 d(q, TNUN−1x0) + (1− αN
1 )

(
αN
2

1− αN
1

d(q, UN−1x0)

+ (1− αN
2

1− αN
1

)d(q, x0)

)
= αN

1 d(q, TNUN−1x0) + αN
2 d(q, UN−1x0) + αN

3 d(q, x0)

≤ (1− αN
3 )d(q, UN−1x0) + αN

3 d(q, x0)

≤ (1− αN
3 )

(
(1− αN−1

3 )d(q, UN−2x0) + αN−1
3 d(q, x0)

)
+αN

3 d(q, x0)

= (1− αN
3 )(1− αN−1

3 )d(q, UN−2x0) + αN−1
3 (1− αN

3 )d(q, x0)

+αN
3 d(q, x0)

= ΠN
j=N−1(1− αj

3)d(q, UN−2x0) +
(
1−ΠN

j=N−1(1− αj
3)
)
d(q, x0)

...

≤ ΠN
j=3(1− αj

3)d(q, U2x0) +
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

= ΠN
j=3(1− αj

3)d
(
q,W

(
T2U1x0,W (U1x0, x0,

α2
2

1− α2
1

), α2
1

))
+
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

≤ ΠN
j=3(1− αj

3)

(
α2
1d(q, T2U1x0) + (1− α2

1)d
(
q,W (U1x0, x0,

α2
2

1− α2
1

)
))

+
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

≤ ΠN
j=3(1− αj

3)

(
α2
1d(q, T2U1x0) + (1− α2

1)
( α2

2

1− α2
1

d(q, U1x0)

+(1− α2
2

1− α2
1

)d(q, x0)
))

+
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

= ΠN
j=3(1− αj

3)

(
α2
1d(q, T2U1x0) + α2

2d(q, U1x0) + α2
3d(q, x0)

)
+
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

≤ ΠN
j=3(1− αj

3)

(
(1− α2

3)d(q, U1x0) + α2
3d(q, x0)

))
+
(
1−ΠN

j=3(1− αj
3)
)
d(q, x0)

5
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= ΠN
j=2(1− αj

3)d(q, U1x0) +
(
1−ΠN

j=2(1− αj
3)
)
d(q, x0)

= ΠN
j=2(1− αj

3)d
(
q,W

(
T1U0x0,W (U0x0, x0,

α1
2

1− α1
1

), α1
1

))
+
(
1−ΠN

j=2(1− αj
3)
)
d(q, x0)

= ΠN
j=2(1− αj

3)d
(
q,W

(
T1x0, x0, α

1
1

))
+
(
1−ΠN

j=2(1− αj
3)
)
d(q, x0)

≤ ΠN
j=2(1− αj

3)
(
α1
1d(q, T1x0) + (1− α1

1)d(q, x0)
)

+
(
1−ΠN

j=2(1− αj
3)
)
d(q, x0)

≤ ΠN
j=2(1− αj

3)d(q, x0) +
(
1−ΠN

j=2(1− αj
3)
)
d(q, x0)

= d(q, x0). (2.1)

From (2.1), we have

d(q, U1x0) = d
(
q,W (T1x0, x0, α

1
1)
)

= d(q, x0) and d(q, T1x0) = d(q, x0).

Suppose x0 6= T1x0, we have d(x0, T1x0) > 0. Choose r = d(q, x0) > 0 and ε =
d(x0, T1x0)

r
, we have d(q, T1x0) ≤ d(q, x0) = r, d(q, x0) ≤ r and d(x0, T1x0) ≥

rε. From Lemma 2.5, we have

d
(
q,W (T1x0, x0, α

1
1)
)
< d(q, x0) for α1

1 ∈ (0, 1).

This is a contradiction, we have x0 = T1x0 that is x0 ∈ F (T1). Since x0 = T1x0
definition of U1 and Lemma 2.1, we have U1x0 = x0 that is x0 ∈ F (U1). From
(2.1) and x0 = U1x0, we have

d(q, U2x0) = d
(
q,W

(
T2x0, x0, α

2
1

))
= d(q, x0) and d(q, T2x0) = d(q, x0).

Suppose x0 6= T2x0, we have d(x0, T2x0) > 0. Choose r1 = d(q, x0) > 0 and ε =
d(x0, T2x0)

r1
, we have d(q, T2x0) ≤ d(q, x0) = r1, d(q, x0) ≤ r1 and d(x0, T2x0) ≥

r1ε. From Lemma 2.5, we have

d
(
q,W (T2x0, x0, α

2
1)
)
< d(q, x0) for α2

1 ∈ (0, 1).

This is a contradiction, we have x0 = T2x0 that is x0 ∈ F (T2). Since x0 = T2x0
definition of U2 and Lemma 2.1, we have U2x0 = x0 that is x0 ∈ F (U2).
By continuing on this way, we can conclude that x0 ∈ F (Ti) and x0 ∈ F (Ui) for
all i = 1, 2, . . . , N − 1.
Finally, we show that x0 ∈ F (TN ). From definition of S and Lemma 2.1, we
have

Sx0 = W
(
TNUN−1x0,W (UN−1x0, x0,

αN
2

1− αN
1

), αN
1

)
= W (TNx0, x0, α

N
1 ).

Since

0 = d(x0, Sx0) = d(x0,W (TNx0, x0, α
N
1 )) = αN

1 d(TNx0, x0),

we have x0 = TNx0, that is, x0 ∈ F (TN ). Hence F (S) ⊆
⋂N

i=1 F (Ti).

6
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Remark 2.7. From Theorem 2.6, we have the mapping S is nonexpansive. To
show this, let x, y ∈ C. By Remark 2.4, we have

d(Sx, Sy) = d

(
W
(
TNUN−1x,W (UN−1x, x,

αN
2

1− αN
1

), αN
1

)
,

W
(
TNUN−1y,W (UN−1y, y,

αN
2

1− αN
1

), αN
1

))
≤ αN

1 d(TNUN−1x, TNUN−1y)

+(1− αN
1 )d

(
W (UN−1x, x,

αN
2

1− αN
1

),W (UN−1y, y,
αN
2

1− αN
1

)
)

≤ αN
1 d(TNUN−1x, TNUN−1y)

+(1− αN
1 )

(
αN
2

1− αN
1

d(UN−1x, UN−1y) +
(
1− αN

2

1− αN
1

)
d(x, y)

)
≤ αN

1 d(UN−1x, UN−1y) + αN
2 d(UN−1x, UN−1y) + αN

3 d(x, y)

= (1− αN
3 )d(UN−1x, UN−1y) + αN

3 d(x, y)

≤ (1− αN
3 )
(
(1− αN−1

3 )d(UN−2x, UN−2y) + αN−1
3 d(x, y)

)
+ αN

3 d(x, y)

= ΠN
j=N−1(1− αj

3)d(UN−2x, UN−2y) +
(
1−ΠN

j=N−1(1− αj
3)
)
d(x, y)

≤
...

= ΠN
j=1(1− αj

3)d(U0x, U0y) +
(
1−ΠN

j=1(1− αj
3)
)
d(x, y)

= d(x, y).

Example 2.8. Let the metric d : R2 × R2 → R be defined by

d (x, y) = max {|x1 − y1| , |x2 − y2|} ,

for all x = (x1, x2) , y = (y1, y2) ∈ R2.
Let the mapping W : R2 × R2 × [0, 1]→ R2 be defined by

W (x, y, λ) = λx+ (1− λ) y = (λx1 + (1− λ) y1, λx2 + (1− λ) y2) ,

for all x = (x1, x2) , y = (y1, y2) ∈ R2.
For every i = 1, 2, . . . , N, let the mapping Ti : R2 → R2 be defined by

Tix =
ix

i+ 1
,

for all x = (x1, x2) ∈ R2. Let S be the mapping generated by T1, T2, ...., TN and

α1, α2, ..., αN , where αj =
(
αj
1,α

j
2,α

j
3

)
=

(
1

2j
,

2j − 1

2i (2 + j)
,

2j − 1

2j
·
(
j + 1

j + 2

))
for

all j = 1, 2, . . . , N . Then F (S) =
⋂N

i=1 F (Ti) .
Solution. From the properties of d,W,R2,

(
R2, d,W

)
is a complete uniformly

7
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convex metric space. Next, we show that
(
R2, d,W

)
has a property (H). Let

x = (x1, x2) , y = (y1, y2) , z = (z1,z2) ∈ R2 and a ∈ [0, 1], then

d (W (x, y, a) ,W (x, z, a)) = max {(1− a) |y1 − z1| , (1− a) |y2 − z2|} .

Since d (y, z) = max {|y1 − z1| , |y2 − z2|}, we get

d (W (x, y, a) ,W (x, z, a)) ≤ (1− a) d (y, z) .

Then
(
R2, d,W

)
has a property (H).

It is clear that Ti is a nonexpansive mapping for all i = 1, 2, . . . , N and⋂N
i=1 F (Ti) = {0}, due to the properties of Ti. From Lemma 2.6, we have

F (S) =
⋂N

i=1 F (Ti) .

Remark 2.9. Lemma 2.8 in [3] is a spacial case of Lemma 2.6.

3 Main Results

Theorem 3.1. Let C be a nonempty closed convex subset of a complete uni-
formly convex metric space (X, d,W ) with property (H). Let {Ti}Ni=1 be a finite

family of nonexpansive mappings of C into itself and let αj = (αj
1, α

j
2, α

j
3) ∈

I × I × I, j = 1, 2, 3, ..., N , where I = [0, 1] , αj
1 + αj

2 + αj
3 = 1, αj

1 ∈
(0, 1) for all j = 1, 2, ..., N −1, αN

1 ∈ (0, 1] αj
2, α

j
3 ∈ [0, 1) for all j = 1, 2, ..., N.

Let S be the mapping generated by T1, T2, ...., TN and α1, α2, ..., αN . Let {xn}
be a sequence generated by x1, u ∈ C and

xn+1 = W (u, Sxn, α) (3.1)

for all n ≥ 1 and α ∈ [0, 1]. Then the following statements are equivalent:

i) The sequence {xn} converges to z ∈
⋂N

i=1 F (Ti),
ii) limn→∞ d (xn, Tixn) = 0 for all i = 1, 2, . . . , N.

Proof. i)⇒ ii). Since {xn} converges to z ∈
⋂N

i=1 F (Ti) and

d (xn, Tixn) ≤ d (xn, z) + d (Tixn, z) ≤ 2d (xn, z)

for all i = 1, 2, . . . , N , so we can prove that ii) is true.
For the next result, we prove ii) ⇒ i). For every n ∈ N and remark (S

property), we have

d (xn+1, xn) ≤ d (W (u, Sxn, α) ,W (u, Sxn−1, α))

≤ (1− α) d (xn, xn−1)

≤ (1− α)
2
d (xn−1, xn−2)

...

≤ (1− α)
n
d (x1, x0) .

8
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Using the benefits from the inequality above, we have

d (xn+k, xn) ≤
n+k−1∑
j=n

d (xj+1, xj)

≤
n+k−1∑
j=n

(1− α)
j
d (x1, x0)

≤ (1− α)
n

α
· d (x1, x0) ,

for all k ∈ N. Since limn→∞ (1− α)
n

= 0, we get the sequence {xn} is Cauchy.
Then there exists z ∈ C such that limn→∞ xn = z.

From the condition ii) and

d (z, Tiz) ≤ d (xn, z) + d (xn, Tixn) + d (Tixn, Tiz) ≤ 2d (xn, z) + d (xn, Tixn) ,

for all i = 1, 2, . . . , N , we have d (z, Tiz) = 0. We can conclude that z ∈⋂N
i=1 F (Ti) . Hence the sequence {xn} converges to z ∈

⋂N
i=1 F (Ti) .

Theorem 3.2. Let C be a nonempty closed convex subset of a complete uni-
formly convex metric space (X, d,W ) with property (H). Let {Ti}Ni=1 be a finite
family of nonexpansive mappings of C into itself with limn→∞ d (xn, Tixn) = 0
for all i = 1, 2, . . . , N and let αj = (αj

1, α
j
2, α

j
3) ∈ I × I × I, j = 1, 2, 3, ..., N ,

where I = [0, 1] , αj
1 +αj

2 +αj
3 = 1, αj

1 ∈ (0, 1) for all j = 1, 2, ..., N − 1, αN
1 ∈

(0, 1], αj
2, α

j
3 ∈ [0, 1) for all j = 1, 2, ..., N. Let S be the mapping generated by

T1, T2, ...., TN and α1, α2, ..., αN . Let {xn} be a sequence generated by x1, u ∈ C
and

xn+1 = W (u, Sxn, α) (3.2)

for all n ≥ 1 and α ∈ [0, 1]. Then the sequence {xn} converges to z ∈ F (S).

Proof. The sequence {xn} is a Cauchy by using the same method of Theorem
3.1. Then there exists z ∈ C such that limn→∞ xn = z.

Since limn→∞ d (xn, Tixn) = 0 for all i = 1, 2, . . . , N and

d (z, Tiz) ≤ 2d (xn, z) + d (xn, Tixn) ,

for all i = 1, 2, . . . , N , we have z ∈
⋂N

i=1 F (Ti). From Lemma 2.6, we have
z ∈ F (S). Hence the sequence {xn} converges to z ∈ F (S).

If the condition ii) in Theorem 3.1 and 3.2 are replaced by
88 lim infn→∞ d

(
xn,
⋂N

i=1 F (Ti)
)

= 0′′ where d
(
xn,
⋂N

i=1 F (Ti)
)

= infv∈
⋂N

i=1 F (Ti)
d (xn, v)”. Then, the following theorems are still true.

Theorem 3.3. Let C be a nonempty closed convex subset of a complete uni-
formly convex metric space (X, d,W ) with property (H). Let {Ti}Ni=1 be a finite

family of nonexpansive mappings of C into itself and let αj = (αj
1, α

j
2, α

j
3) ∈

9
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I × I × I, j = 1, 2, 3, ..., N , where I = [0, 1] , αj
1 + αj

2 + αj
3 = 1, αj

1 ∈
(0, 1) for all j = 1, 2, ..., N−1, αN

1 ∈ (0, 1], αj
2, α

j
3 ∈ [0, 1) for all j = 1, 2, ..., N.

Let S be the mapping generated by T1, T2, ...., TN and α1, α2, ..., αN . Let {xn}
be a sequence generated by x1, u ∈ C and

xn+1 = W (u, Sxn, α) (3.3)

for all n ≥ 1 and α ∈ [0, 1]. Then the following statements are equivalent:

i) The sequence {xn} converges to z ∈
⋂N

i=1 F (Ti).

ii) lim infn→∞ d
(
xn,
⋂N

i=1 F (Ti)
)

= 0 where d
(
xn,
⋂N

i=1 F (Ti)
)

= infv∈
⋂N

i=1 F (Ti)
d (xn, v).

Proof. It is very clear that case i) ⇒ ii). Next, we show that case ii) ⇒ i).
Using the same method in Theorem 3.1, we obtain that the sequence {xn} is a
Cauchy sequence. Then, there exists z ∈ C such that limn→∞ xn = z.

For every ε > 0, there exists N0 ∈ N such that

d
(
xn,∩Nj=1F (Ti)

)
<
ε

2

and
d (xn, z) <

ε

2
,

for all n ≥ N0.
From the above inequality, there exists p ∈

⋂N
i=1 F (Ti) such that d (xn, p) <

ε

2
.

Since
d (p, z) ≤ d (xn, p) + d (xn, z) < ε

and ε is arbitrary, we have d (p, z) = 0. Hence z = p. Therefore, the sequence

{xn} converges to z ∈
⋂N

i=1 F (Ti).

Theorem 3.4. Let C be a nonempty closed convex subset of a complete uni-
formly convex metric space (X, d,W ) with property (H). Let {Ti}Ni=1 be a finite

family of nonexpansive mappings of C into itself with lim infn→∞ d
(
xn,
⋂N

i=1 F (Ti)
)

=

0 where d
(
xn,
⋂N

i=1 F (Ti)
)

= infv∈
⋂N

i=1 F (Ti)
d (xn, v) and let αj = (αj

1, α
j
2, α

j
3) ∈

I × I × I, j = 1, 2, 3, ..., N , where I = [0, 1] , αj
1 + αj

2 + αj
3 = 1, αj

1 ∈
(0, 1) for all j = 1, 2, ..., N−1, αN

1 ∈ (0, 1], αj
2, α

j
3 ∈ [0, 1) for all j = 1, 2, ..., N.

Let S be the mapping generated by T1, T2, ...., TN and α1, α2, ..., αN . Let {xn}
be a sequence generated by x1, u ∈ C and

xn+1 = W (u, Sxn, α) (3.4)

for all n ≥ 1 and α ∈ [0, 1]. Then the sequence {xn} converges z ∈ F (S).

Proof. Applying the method of Theorem 3.2 and 3.3, we can obtain the desired
result.

10
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Abstract. The purpose of this paper, we discuss the convergence theorems for the double

acting iterative scheme to a common fixed point for a family of generalized ϕ-weak contrac-

tion mappings in CAT (0) spaces.

1. Introduction and preliminaries

Let (X, d) be a metric space. A mapping T : X → X is a contraction if
there exists a constant α ∈ (0, 1) such that

d(Tx, Ty) ≤ α · d(x, y), ∀x, y ∈ X,
holds. A mapping T : X → X is a ϕ-weak contraction if there exists a
continuous and nondecreasing function ϕ : [0,∞) → [0,∞) with ϕ(0) = 0
such that

d(Tx, Ty) ≤ d(x, y)− ϕ(d(x, y)), ∀x, y ∈ X, (1.1)

holds.

The concept of the ϕ-weak contraction was introduced by Alber and Guerre-
Delabriere [1] in 1997, who proved the existence of fixed points in Hilbert
spaces. Later Rhoades [15] in 2001, who extended the results of [1] to metric
spaces.

Theorem 1.1. ([15]) Let (X, d) be a complete metric space, T : X → X be a
ϕ-weak contractive self-map on X. The T has a unique fixed point p in X.

Remark 1.1. Theorem 1.1 is one of generalizations of the Banach contrac-
tion principle because it takes ϕ(t) = (1 − α)t for α ∈ (0, 1), then ϕ-weak
contraction contains contraction as special cases.

In 2016, Xue [18] introduced a new contraction type mapping as follows.

02010 Mathematics Subject Classification: 47H09, 47H10, 47J25, 41A65.
0Keywords: generalized ϕ-weak contraction mapping, common fixed point, double acting

iterative scheme, CAT(0) space.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

404 Kyung Soo Kim 404-416



2 K. S. Kim

Definition 1.1. ([18]) A mapping T : X → X is a generalized ϕ-weak contrac-
tion if there exists a continuous and nondecreasing function ϕ : [0,∞)→ [0,∞)
with ϕ(0) = 0 such that

d(Tx, Ty) ≤ d(x, y)− ϕ(d(Tx, Ty)), ∀x, y ∈ X (1.2)

holds.

We notice immediately that if T : X → X is ϕ-weak contraction, then T
satisfies the following inequality

d(Tx, Ty) ≤ d(x, y)− ϕ(d(Tx, Ty)), ∀x, y ∈ X.
However, the converse is not true in general.

Example 1.1. Let X = (−∞,+∞) be endowed with the Euclidean metric
d(x, y) = |x−y| and let Tx = 2

5x for each x ∈ X. Define ϕ : [0,+∞)→ [0,+∞)

by ϕ(t) = 4
3 t. Then T satisfies (1.2), but T does not satisfy inequality (1.1).

Indeed,

d(Tx, Ty) =

∣∣∣∣25x− 2

5
y

∣∣∣∣
≤ |x− y| − 4

3
· 2

5
|x− y|

= d(x, y)− ϕ(d(Tx, Ty))

and

d(Tx, Ty) =

∣∣∣∣25x− 2

5
y

∣∣∣∣
≥ |x− y| − 4

3
|x− y|

= d(x, y)− ϕ(d(x, y))

for all x, y ∈ X.

Example 1.2. ([18]) Let X = (−1,+∞) be endowed by d(x, y) = |x− y| and

let Tx = x
1+x for each x ∈ X. Define ϕ : [0,+∞) → [0,+∞) by ϕ(t) = t2

1+t .
Then

d(Tx, Ty) =

∣∣∣∣ x

1 + x
− y

1 + y

∣∣∣∣ =
|x− y|

(1 + x)(1 + y)

≤ |x− y|
1 + |x− y|

= |x− y| − |x− y|2

1 + |x− y|
= d(x, y)− ϕ(d(x, y))

holds for all x, y ∈ X. So T is a ϕ-weak contraction. However T is not a
contraction.
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Convergence of double acting iterative scheme in CAT (0) spaces 3

Remark 1.2. The above examples show that the class of generalized ϕ-weak
contractions properly includes the class of ϕ-weak contractions and the class
of ϕ-weak contractions properly includes the class of contractions. In fact, let
T : X → X be a contraction, there exists α ∈ (0, 1) such that

d(Tx, Ty) ≤ α · d(x, y), ∀x, y ∈ X.

Then

d(Tx, Ty) ≤ α · d(x, y) = d(x, y)− (1− α)d(x, y)

= d(x, y)− ϕ(d(x, y)),

where, ϕ(d(x, y)) = (1 − α)d(x, y). So, T is a ϕ-weak contraction. Moreover,
let T be a ϕ-weak contraction, from property of ϕ, we have d(Tx, Ty) ≤ d(x, y)
and

ϕ(d(Tx, Ty)) ≤ ϕ(d(x, y)).

From (1.1),

d(Tx, Ty) ≤ d(x, y)− ϕ(d(x, y))

≤ d(x, y)− ϕ(d(Tx, Ty)), ∀x, y ∈ X.

Therefore, T is a generalized ϕ-weak contraction.
In the meantime, if T is a ϕ-weak contractive self mapping for one mapping

ϕ so we do not expect that the ϕ-weak contractivity should be satisfied with
the same function ϕ. Let us suppose that T is a ϕ-weak contractive self
mapping and consider

ϕ̃(x) = min {ϕ(x/2);x/2} .

Then, if d(Tx, Ty) > 1
2d(x, y), we have

d(Tx, Ty) ≤ d(x, y)− ϕ(d(Tx, Ty)) ≤ d(x, y)− ϕ
(

1

2
d(x, y)

)
on account of monotonocity of ϕ and finally

d(Tx, Ty) ≤ d(x, y)− ϕ̃(d(x, y)).

On the other hand, if d(Tx, Ty) < 1
2d(x, y), we get

d(Tx, Ty) < d(x, y)− 1

2
d(x, y) ≤ d(x, y)− ϕ̃(d(x, y)).

So T is just thr ϕ̃-weak contractive mapping. The continuity and monotonocity
of ϕ̃ follows directly from properties of min function, ϕ and the metric.
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4 K. S. Kim

One of the most interesting aspects of metric fixed point theory is to extend
a linear version of known result to the nonlinear case in metric spaces. To
achieve this, Takahashi [16] introduced a convex structure in a metric space
(X, d). A mapping W : X ×X × [0, 1]→ X is a convex structure in X if

d(u,W (x, y, λ)) ≤ λd(u, x) + (1− λ)d(u, y)

for all x, y ∈ X and λ ∈ [0, 1]. A metric space with a convex structure W
is known as a convex metric space which denoted by (X, d,W ). A nonempty
subset K of a convex metric space is said to be convex if

W (x, y, λ) ∈ K
for all x, y ∈ K and λ ∈ [0, 1]. In fact, every normed linear space and its convex
subsets are convex metric spaces but the converse is not true, in general (see,
[16]).

Example 1.3. ([9]) Let X = {(x1, x2) ∈ R2 : x1 > 0, x2 > 0}. For all
x = (x1, x2), y = (y1, y2) ∈ X and λ ∈ [0, 1]. We define a mapping W :
X ×X × [0, 1]→ X by

W (x, y, λ) =

(
λx1 + (1− λ)y1,

λx1x2 + (1− λ)y1y2
λx1 + (1− λ)y1

)
and define a metric d : X ×X → [0,∞) by

d(x, y) = |x1 − y1|+ |x1x2 − y1y2|.
Then we can show that (X, d,W ) is a convex metric space but not a normed
linear space.

A metric space X is a CAT (0) space. This term is due to M. Gromov [6]
and it is an acronym for E. Cartan, A.D. Aleksandrov and V.A. Toponogov.
If X is geodesically connected, and if every geodesic triangle in X is at least
as ‘thin’ as its comparison triangle in the Euclidean plane(see, e.g., [2, p.159]).
It is well known that any complete, simply connected Riemannian manifold
nonpositive sectional curvature is a CAT (0) space. The precise definition is
given below. For a thorough discussion of these spaces and of the fundamental
role they play in various branches of mathematics, see Bridson and Haefliger
[2] or Burago et al. [4].

Let (X, d) be a metric space. A geodesic path joining x ∈ X to y ∈ X (or,
more briefly, a geodesic from x to y) is a mapping c from a closed interval
[0, l] ⊂ R to X such that c(0) = x, c(l) = y, and d(c(t), c(t′)) = |t − t′| for all
t, t′ ∈ [0, l]. In particular, c is an isometry and d(x, y) = l. The image α of c is
called a geodesic (or, metric) segment joining x and y. When it is unique, this
geodesic is denoted by [x, y]. The space (X, d) is said to be a geodesic space if
every two points of X are joined by a geodesic, and X is said to be uniquely
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Convergence of double acting iterative scheme in CAT (0) spaces 5

geodesic if there is exactly one geodesic joining x and y for each x, y ∈ X. A
subset Y ⊆ X is said to be convex if Y includes every geodesic segment joining
any two of its points.

A geodesic triangle4(x1, x2, x3) is a geodesic metric space (X, d) consists of
three points x1, x2, x3 ∈ X (the vertices of 4) and a geodesic segment between
each pair of vertices (the edges of 4). A comparison triangle for the geodesic
triangle 4(x1, x2, x3) in (X, d) is a triangle 4̄(x1, x2, x3) = 4(x̄1, x̄2, x̄3) in
R2 such that dR2(x̄i, x̄j) = d(xi, xj) for i, j ∈ {1, 2, 3}. Such a triangle always

exists(see, [2]).

A geodesic metric space is said to be a CAT (0) space if all geodesic triangles
of appropriate size satisfy the following CAT (0) comparison axiom.

Let 4 be a geodesic triangle in X and let 4̄ ⊂ R2 be a comparison
triangle for 4. Then 4 is said to satisfy the CAT (0) inequality if for
all x, y ∈ 4 and all comparison points x̄, ȳ ∈ 4̄,

d(x, y) ≤ d(x̄, ȳ).

Complete CAT (0) spaces are often called Hadamard spaces(see, [11]). If
x, y1, y2 are points of a CAT (0) space and if y0 is the midpoint of the segment
[y1, y2], which we will denote by y1⊕y2

2 , then the CAT (0) inequality implies

d2
(
x,
y1 ⊕ y2

2

)
≤ 1

2
d2(x, y1) +

1

2
d2(x, y2)−

1

4
d2(y1, y2).

This inequality is the (CN) inequality of Bruhat and Tits [3]. In fact, a geodesic
space is a CAT (0) space if and only if satisfies the (CN) inequality (cf. [2,
p.163]). The above inequality has been extended by [5] as

d2(z, αx⊕ (1− α)y)

≤ αd2(z, x) + (1− α)d2(z, y)− α(1− α)d2(x, y),
(CN∗)

for any α ∈ [0, 1] and x, y, z ∈ X.
Let us recall that a geodesic metric space is a CAT (0) space if and only if

it satisfies the (CN) inequality(see, [2, p.163]). Moreover, if X is a CAT (0)
metric space and x, y ∈ X, then for any α ∈ [0, 1], there exists a unique point
αx⊕ (1− α)y ∈ [x, y] such that

d(z, αx⊕ (1− α)y) ≤ αd(z, x) + (1− α)d(z, y) (1.3)

for any z ∈ X and [x, y] = {αx ⊕ (1 − α)y : α ∈ [0, 1]}. In view of the above
inequality, CAT (0) space have Takahashi’s convex structure

W (x, y, α) = αx⊕ (1− α)y.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

408 Kyung Soo Kim 404-416



6 K. S. Kim

It is easy to see that for any x, y ∈ X and λ ∈ [0, 1],

d(x, (1− λ)x⊕ λy) = λd(x, y),

d(y, (1− λ)x⊕ λy) = (1− λ)d(x, y).

As a consequence,

1 · x⊕ 0 · y = x,

(1− λ)x⊕ λx = λx⊕ (1− λ)x = x.

Moreover, a subset K of CAT (0) space X is convex if for any x, y ∈ K, we
have [x, y] ⊂ K(see, [1, 10, 13]).

The purpose of this paper, we discuss the convergence theorems for the dou-
ble acting iterative scheme to a common fixed point for a family of generalized
ϕ-weak contraction mappings in CAT (0) spaces.

2. Convergence theorems of double acting iterative schemes

Xue [18] proved the following very intersting fixed point theorem in complete
metric space.

Theorem 2.1. ([18]) Let (X, d) be a complete metric space and let T : X → X
be a generalized ϕ-weak contraction. Then the Picard iterative scheme ([14])

xn+1 = Txn

converges to the unique fixed point.

Theorem 2.2. Let T be a generalized ϕ-weak contractive self mapping of a
closed convex subset K of a Banach space X. Then the Picard iterative scheme

xn+1 = Txn

converges strongly to the fixed point p with the following error estimate:

‖xn+1 − p‖ ≤ Φ−1(Φ(‖x1 − p‖ − n)),

where Φ is defined by the antiderivative

Φ(t) =

∫
1

ϕ(t)
dt, Φ(0) = 0

and Φ−1 is the inverse of Φ.

Proof. The proof is similar as Rhoades ([15], Theorem 2). However, for com-
pleteness, we give a sketch of the proof. We can obtain convergence fol-
lows from Theorem 2.1. To establish the error estimete, from (1.2) with
λn = ‖xn − p‖,
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Convergence of double acting iterative scheme in CAT (0) spaces 7

λn+1 = ‖xn+1 − p‖ = ‖Txn − p‖
≤ ‖xn − p‖ − ϕ(‖xn+1 − p‖)
= λn − ϕ(λn+1),

so, we have

ϕ(λn+1) ≤ λn − λn+1. (2.1)

Thus

Φ(λn)− Φ(λn+1) =

∫ λn

λn+1

1

ϕ(t)
dt =

λn − λn+1

ϕ(µn)
,

for some λn+1 < µn < λn. Since ϕ is nondecreasing, from (2.1),

Φ(λn)− Φ(λn+1) =
λn − λn+1

ϕ(µn)
≥ λn − λn+1

ϕ(λn)
≥ 1.

Thus

Φ(λn+1) ≤ Φ(λn)− 1 ≤ · · · ≤ Φ(λ1)− n.

This completes the proof of Theorem 2.2. �

In this section, we will use I = {1, 2, · · · , r} , where r ≥ 1. Let {Ti : i ∈ I}
be a family of generalized ϕ-weak contraction self mappings on K. The scheme
introduced in [8] is

x1 ∈ K, xn+1 = Un(r)xn, n ≥ 1, (2.2)

where

Un(0) = Id (: the identity mapping),

Un(1)x = αn(1)x⊕ (1− αn(1))Tn1 Un(0)x,
Un(2)x = αn(2)x⊕ (1− αn(2))Tn2 Un(1)x,

...

Un(r−1)x = αn(r−1)x⊕ (1− αn(r−1))Tnr−1Un(r−2)x,
Un(r)x = αn(r)x⊕ (1− αn(r))Tnr Un(r−1)x,

where αn(i) ∈ [0, 1] for each i ∈ I.
After this, the we called the iterative scheme (2.2) is double acting iterative

scheme.

The existence of fixed (or common fixed) points of one mapping (or two
mappings or a family of mappigs) is not known in many situations. So the
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8 K. S. Kim

approximation of fixed (or common fixed) points of one or more mappings by
various iterations have been extensively studied in many other spaces.

In the sequel, it is assumed that

F =

r⋂
i=1

F (Ti) 6= ∅,

where F (Ti) = {x ∈ K : Tix = x, i ∈ I} .

Now, we shall investigate the convergence of double acting iterative scheme
applied to {Ti : i ∈ I} .

Theorem 2.3. Let (X, d) be a complete CAT (0) space, K be a closed convex
subset of X, {Ti : i ∈ I} be a family of generalized ϕ-weak contraction self
mappings of K. Then the double acting iterative scheme (2.2) satisfies

(i) 0 ≤ αn(i) ≤ 1, i ∈ I,

(ii)
∑∞

n=1(1− αn(1))(1− αn(2)) · · · (1− αn(r)) =∞

converges to commom fixed point p ∈ F .

Proof. For p ∈ F , using (2.2) and (1.3),

d(Un(1)xn, p)

= d(αn(1)xn ⊕ (1− αn(1))Tn1 Un(0)xn, p)
≤ αn(1)d(xn, p) + (1− αn(1))d(Tn1 xn, p)

≤ αn(1)d(xn, p) + (1− αn(1))[d(xn, p)− ϕ(d(Tn1 xn, p))]

≤ d(xn, p)− (1− αn(1))ϕ(d(Tn1 xn, p)). (2.3)

Using (2.3), we get

d(Un(2)xn, p)

= d(αn(2)xn ⊕ (1− αn(2))Tn2 Un(1)xn, p)
≤ αn(2)d(xn, p) + (1− αn(2))d(Tn2 Un(1)xn, p)

≤ αn(2)d(xn, p) + (1− αn(2))[d(Un(1)xn, p)− ϕ(d(Tn2 Un(1)xn, p))]

≤ αn(2)d(xn, p) + (1− αn(2))[d(xn, p)− (1− αn(1))ϕ(d(Tn1 xn, p))]

− (1− αn(2))ϕ(d(Tn2 Un(1)xn, p))

≤ d(xn, p)− (1− αn(1))(1− αn(2))ϕ(d(Tn1 xn, p))

− (1− αn(1))(1− αn(2))ϕ(d(Tn2 Un(1)xn, p))
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and

d(Un(3)xn, p)

= d(αn(3)xn ⊕ (1− αn(3))Tn2 Un(2)xn, p)
≤ d(xn, p)− (1− αn(1))(1− αn(2))(1− αn(3))ϕ(d(Tn1 xn, p))

− (1− αn(1))(1− αn(2))(1− αn(3))ϕ(d(Tn2 Un(1)xn, p))

− (1− αn(1))(1− αn(2))(1− αn(3))ϕ(d(Tn3 Un(2)xn, p)).

Continue this processing, we obtain

d(Un(r)xn, p)

= d(αn(r)xn ⊕ (1− αn(r))Tnr Un(r−1)xn, p)
≤ d(xn, p)− (1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(d(Tn1 xn, p))

− (1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(d(Tn2 Un(1)xn, p))

...

− (1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(d(Tnr Un(r−1)xn, p))

≤ d(xn, p)− (1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(d(Tni Un(i−1)xn, p)), (2.4)

for each i ∈ I. From property of ϕ, we conclude

d(Un(r)xn, p) ≤ d(xn, p),

that is

d(xn+1, p) ≤ d(xn, p).

Therefore, {d(xn, p)} is a nonnegative nonincreasing sequence, which converges
to a limit L ≥ 0.

(I) Most of all, we want to show that

d(Tni Un(i−1)xn, p) ≥ L, ∀n ≥ 1, i ∈ I. (2.5)

To show (2.5), it is sufficient to show that there exists k ∈ N such that

d(xk, p) ≤ d(Tni Un(i−1)xn, p), n ≥ 1, i ∈ I.

To verify (2.5), suppose that d(Tni Un(i−1)xn, p) < L. Then

d(xk, p) > d(Tni Un(i−1)xn, p), ∀ k ∈ N, (2.6)

for n ≥ 1, i ∈ I. Since {d(xn, p)} is a nonincreasing sequence, we have

d(xn, p) ≥ d(xn+1, p) ≥ · · · ≥ L, ∀n ≥ 1. (2.7)

Let
ε

2n
= L− d(Tni Un(i−1)xn, p) > 0. (2.8)
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Since limn→∞ d(xn, p) = L and (2.6), there exists N ∈ N with

d(xN , p) < d(Tni Un(i−1)xn, p) +
ε

4n
(2.9)

such that

|d(xn, p)− L| ≤ |L− d(Tni Un(i−1)xn, p)|+ |d(Tni Un(i−1)xn, p)− d(xn, p)|
= L− d(Tni Un(i−1)xn, p) + d(xn, p)− d(Tni Un(i−1)xn, p)

≤ ε

2n
+ d(xN , p)− d(Tni Un(i−1)xn, p) (from (2.7))

<
ε

2n
+

ε

4n
< ε, ∀n ≥ N.

On the other hand, from (2.9), (2.8) and (2.6), we obtain

d(xN , p) < d(Tni Un(i−1)xn, p) +
ε

4n

= d(Tni Un(i−1)xn, p) +
1

2
(L− d(Tni Un(i−1)xn, p))

=
1

2
(L+ d(Tni Un(i−1)xn, p))

<
1

2
(L+ d(xN , p)),

i.e.,
d(xN , p) < L.

This is a contradiction to (2.7). Therefore, (2.5) holds. That is

d(Tni Un(i−1)xn, p) ≥ L, ∀n ≥ 1, i ∈ I.

(II) We claim that L = 0. Suppose that L > 0. It follows that, from (2.4) and
(2.5), for any fixed integer N ∈ N and i ∈ I

∞∑
n=N

(1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(L)

≤
∞∑
n=N

(1− αn(1))(1− αn(2)) · · · (1− αn(r))ϕ(d(Tni Un(i−1)xn, p))

≤
∞∑
n=N

(d(xn, p)− d(xn+1, p))

≤ d(xN , p).

This is a contradiction to the condition (ii). Therefore, L ≤ 0. Thus

lim
n→∞

d(xn, p) = L = 0.

This completes the proof of Theorem 2.3. �
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Convergence of double acting iterative scheme in CAT (0) spaces 11

Remark 2.1. The author does not apply the real CAT (0) properties of a
space such as for example (CN∗) inequality,

d2(αx⊕ (1− α)y, z)

≤ αd2(x, z) + (1− α)d2(y, z)− α(1− α)d2(x, y),
(CN∗)

but only the fact that

d(αx⊕ (1− α)y, z) ≤ αd(x, z) + (1− α)d(y, z),

i.e., the convexity of the metric.

Corollary 2.1. Let (X, d) be a complete CAT (0) space, K be a closed convex
subset of X, T be a generalized ϕ-weak contraction self mapping of K. Then
the Noor iterative scheme ([17])

xn+1 = αnxn ⊕ (1− αn)Tyn,

yn = βnxn ⊕ (1− βn)Tzn,

zn = γnxn ⊕ (1− γn)Txn

satisfies

(i) 0 ≤ αn, βn, γn ≤ 1,
(ii)

∑∞
n=1(1− αn)(1− βn)(1− γn) =∞

converges to fixed point p ∈ F (T ).

Proof. In the double acting iterative scheme (2.2), if r = 3 and T1 = T2 =
T3 = T , then it reduces to the Noor iterative scheme. So the proof is similar
to that of Theorem 2.3, and will be omitted. �

Corollary 2.2. Let (X, d) be a complete CAT (0) space, K be a closed convex
subset of X, T be a generalized ϕ-weak contraction self mapping of K. Then
the Ishikawa iterative scheme ([7])

xn+1 = αnxn ⊕ (1− αn)Tyn,

yn = βnxn ⊕ (1− βn)Txn

satisfies

(i) 0 ≤ αn, βn ≤ 1,
(ii)

∑∞
n=1(1− αn)(1− βn) =∞

converges to fixed point p ∈ F (T ).

Proof. In the double acting iterative scheme (2.2), if r = 2 and T1 = T2 = T ,
then it reduces to the Ishikawa iterative scheme. So the proof is similar to
that of Theorem 2.3, and will be omitted. �
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Corollary 2.3. Let (X, d) be a complete CAT (0) space, K be a closed convex
subset of X, T be a generalized ϕ-weak contraction self mapping of K. Then
the Mann iterative scheme ([12])

xn+1 = αnxn ⊕ (1− αn)Txn,

satisfies

(i) 0 ≤ αn ≤ 1,
(ii)

∑∞
n=1(1− αn) =∞

converges to fixed point p ∈ F (T ).

Proof. In the double acting iterative scheme (2.2), if r = and T1 = T , then
it reduces to the Mann iterative scheme. So the proof is similar to that of
Theorem 2.3, and will be omitted. �
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Abstract. The purpose of the present paper is to study the existence of solution of a system of differential
equations using fixed point technique. In this regard, in the first part of this article, along with some properties
of partial b-metric topology, we prove a common fixed point theorem for generalized Geraghty type contraction
mappings in a complete partial b-metric spaces. Then in second part we apply this result to show the existence
of the solution of a system of ordinary differential equations.

1. Introduction and preliminaries

One of the most important results in fixed point theory is the Banach contraction principle introduced by Ba-

nach [4]. There were many authors who have studied and proved the results for fixed point theory by generalizing

the Banach contraction principle in several directions (see [1, 5–7,18,22,24]).

Czerwik [9] introduced the notion of b-metric to generalize the concept of a distance. The analog of the famous

Banach fixed point theorem was proved by Czerwik in the frame of complete b-metric spaces. Following these

initial papers, the existence and the uniqueness of (common) fixed points for the classes of both singlevalued

and multivalued operators in the setting of (generalized) b-metric spaces have been investigated extensively (see

[2, 3, 10,13,15,16,20,23,26–28] and related references therein).

Shukla [29] introduced the concept of partial b-metric space and established some fixed point theorems. Shukla,

in fact, generalized Matthews partial metric to partial b-metric. Recently, Mustafa et al. [20], Latif et al. [19] and

Piri et al. [21] have established some fixed point results in complete partial b-metric spaces.

In this paper, we introduce the notion of generalized Geraghty type contraction mappings and develop new

common fixed point theorems for such mappings in complete partial b-metric spaces and properties of partial

b-metric topology. Examples are given to support the usability of our results. In the last section of this paper, we

utilize our results to present an application on existence of a solution of a pair of ordinary differential equations.

We also study well-posedness of common fixed point problem for generalized Geraghty type contraction mappings.

First of all, we recall some definitions and properties of partial b-metric spaces.

Definition 1. [29] Let X be a nonempty set and s ≥ 1 be a real number. A function pb : X ×X → [0,∞) is

said to be a partial b-metric if for all x, y, z ∈ X, we have

02010 Mathematics Subject Classification: 47H10; 54H25
0Keywords: complete partial b-metric space; generalized Geraghty type contraction mapping; differential equa-

tion; well posed.
∗Corresponding authors.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

417 Nazam ET AL 417-426



(pb1) x = y if and only if pb(x, y) = pb(x, x) = pb(y, y),

(pb2) pb(x, x) ≤ pb(x, y),

(pb3) pb(x, y) = pb(y, x),

(pb4) pb(x, y) ≤ s [pb(x, z) + pb(z, y)]− pb(z, z).
In this case, the pair (X, pb) is called a partial b-metric space (with constant s).

It is clear that every partial metric space is a partial b-metric space with coefficient s = 1 and every b-metric

space is a partial b-metric space with the same coefficient and zero self-distance. However, the converse of this

fact need not to hold. The self distance pb(x, x), referred to as the size or weight of x, is a feature used to describe

the amount of information contained in x.

Definition 2. Let (X, pb) be a partial b-metric space. The distance function dpb : X ×X → R+
0 , defined by

dpb(x, y) = 2pb(x, y)− pb(x, x)− pb(y, y), for all x, y ∈ X,

defines a metric on X called an induced metric.

Example 1. [29] Let X = R+ and l > 1. Then the functional pb : X ×X → R+, defined by

pb(x, y) =
{

(max{x, y})l + |x− y|l
}
, for all x, y ∈ X,

is a partial b-metric.

Example 2. [29] Let X be a nonempty set such that p is a partial metric and d is a b-metric with coefficient

s > 1 on X. Then the function pb : X × X → R+, defined by pb(x, y) = p(x, y) + d(x, y) for all x, y ∈ X, is a

partial b-metric on X and (X, pb) is a partial b-metric space.

Example 3. [29] Let X be a nonempty set and p be a partial metric defined on X. The functional pb : X×X →
R+, defined by

pb(x, y) = [p(x, y)]q for all x, y ∈ X and q > 1,

defines a partial b-metric.

For a partial b-metric space (X, pb), we immediately have a natural definition for the open balls:

Bε(x; pb) = {y ∈ X|pb(x, y) < pb(x, x) + ε} for each x ∈ X and ε > 0.

Proposition 1. The set {Bε(x; pb)|x ∈ X, ε > 0} of open balls forms the basis for partial b-metric topology denoted

by T [pb].

Proof. It is obvious that

X = ∪x∈XBε(x; pb)

and for any two open balls Bε(x; pb), Bδ(y; pb) we note that

Bε(x; pb) ∩Bδ(y; pb) = ∪{Bκ(c; pb)| c ∈ Bε(x; pb) ∩Bδ(y; pb)}

where, κ = pb(c, c) + min {ε− pb(x, c), δ − pb(y, c)} ,
as desired. �

Proposition 2. Each partial b-metric topology is T0 topology but not T1.

Proof. Suppose pb : X × X → R+
0 is a partial b-metric and x 6= y. Then without loss of generality, we have

pb (x, x) < pb (x, y) for all x, y ∈ X. Choose ε = pb (x, y)− pb (x, x). Since

pb (x, x) < pb (x, x) + ε = pb (x, y) ,

x ∈ Bε(x; pb) and y /∈ Bε(x; pb). Otherwise we obtain an absurdity (pb (x, y) < pb (x, y)). It is obvious that for

x 6= v,

x ∈ Bδ(x; pb) ⊆ Bε(v; pb),
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which contradicts T1 axiom. �

The following definition and lemma describe the convergence criteria established by Shukla in [29].

Definition 3. [29] Let (X, pb) be a partial b-metric space.

(1) A sequence {xn}n∈N in (X, pb) is called a Cauchy sequence if

limn,m→∞ pb(xn, xm) exists and is finite.

(2) A partial b-metric space (X, pb) is said to be complete if every Cauchy sequence {xn}n∈N in X converges,

with respect to T [pb], to a point υ ∈ X such that

pb(x, x) = lim
n,m→∞

pb(xn, xm).

Lemma 1. [29] Let (X, pb) be a partial b-metric space.

(1) Every Cauchy sequence in (X, dpb) is also a Cauchy sequence in (X, pb).

(2) A partial b-metric (X, pb) is complete if and only if the metric space (X, dpb) is complete.

(3) A sequence {xn}n∈N in X converges to a point υ ∈ X with respect to T [(dpb)] if and only if

lim
n→∞

pb(υ, xn) = pb(υ, υ) = lim
n→∞

pb(xn, xm).

(4) If limn→∞ xn = υ such that pb(υ, υ) = 0, then limn→∞ pb(xn, k) = pb(υ, k) for every k ∈ X.

The following important lemma is useful in the sequel.

Lemma 2. [20] Let (X, pb) be a partial b-metric space with coefficient s > 1. Suppose that the sequences

{xn},{yn} converge to x, y, respectively. Then we have

1

s2
pb(x, y)− 1

s
pb(x, x)− pb(y, y) ≤ lim

n→∞
inf pb(xn, yn) ≤ lim

n→∞
sup pb(xn, yn)

≤ spb(x, x) + s2pb(y, y) + s2pb(x, y).

If pb(x, y) = 0 then we have limn→∞ pb(xn, yn) = 0. Moreover, for each x∗ ∈ X we obtain

1

s
pb(x, x

∗)− pb(x, x) ≤ lim
n→∞

inf pb(xn, x
∗) ≤ lim

n→∞
sup pb(xn, x

∗)

≤ spb(x, x
∗) + spb(x, x).

If pb(x, x) = 0, then we have

1

s
pb(x, x

∗) ≤ lim
n→∞

inf pb(xn, x
∗) ≤ lim

n→∞
sup pb(xn, x

∗) ≤ spb(x, x∗).

Let Ω denote to the class of all functions β : [0,+∞) → [0, 1) such that for any bounded sequence {tn} of

positive reals, β (tn) → 1 implies tn → 0. Geraghty [11] presented a very important generalization of Banach

Contraction Principle as follows:

Theorem 1. [11] Let (X, d) be a metric space. Let S : X → X be a self-mapping. Suppose that there exists

β ∈ Ω such that for all x, y ∈ X,
d (Sx, Sy) ≤ β (d (x, y)) d (x, y) .

Then S has a unique fixed point x∗ ∈ X and {Snx} converges to x∗ for each x ∈ X.

Following [8], we let Ψ denote to the class of functions ψ : [0,∞)→ [0,∞) satisfying the following conditions:

(1) ψ is nondecreasing,

(2) ψ is continuous,

(3) ψ (t) = 0 if and only if t = 0.

Definition 4. Let S, T : X → X be two self-mappings and F (S) and F (T ) denote the set of fixed points of S

and T , respectively. Then a fixed point problem for S and T is well posed if for any sequence {xn} in X and x∗ ∈
F (S) ∩ F (T ), limn→∞ pb(xn, S(xn)) = 0 or limn→∞ pb(xn, T (xn)) = 0 implies limn→∞ pb(xn, x

∗) = pb(x
∗, x∗).
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2. Fixed point results

We begin with the introduction of the concept of generalized Geraghty type contraction mappings as follows:

Definition 5. Let (X, pb) be a partial b-metric space. The pair S, T : X → X of self-mappings is called a

generalized Geraghty type contraction mapping if there exist β ∈ Ω and ψ ∈ Ψ such that for x, y ∈ X, the pair

(S, T ) satisfies the following inequality:

ψ
(
s3pb (Sx, Ty)

)
≤ β (ψ (M (x, y))) · ψ (M (x, y)) (2.1)

where

M (x, y) = max

{
pb (x, y) , pb (x, Sx) , pb (y, Ty) ,

pb (x, Ty) + pb (y, Sx)

2s

}
.

The main result of this section is the following.

Theorem 2. Let (X, pb) be a complete partial b-metric space and S, T : X → X be two self-mappings satisfying

the following conditions:

(1) (S, T ) is a pair of generalized Geraghty type contraction mappings;

(2) S or T is a continuous mapping.

Then S and T have a common fixed point x∗ ∈ X.

Proof. First, we suppose that s > 1. Let x0 ∈ X and choose x1 = S(x0), x2 = T (x1). Continuing in the same

way we construct a sequence {xn} in X such that x2i+1 = S(x2i) and x2i+2 = T (x2i+1), i = 0, 1, 2, .... Without

loss of generality, we can assume that M(x, y) > 0 for x 6= y. Now, for i ∈ N, we have

0 < ψ (pb (x2i+1, x2i+2)) ≤ ψ
(
s3pb (Sx2i, Tx2i+1)

)
≤ β (ψ (M (x2i, x2i+1))) .ψ (M (x2i, x2i+1)) , (2.2)

where

M (x2i, x2i+1) = max

{
pb (x2i, x2i+1) , pb (x2i, Sx2i) , pb (x2i+1, Tx2i+1) ,

pb(x2i,Tx2i+1)+pb(x2i+1,Sx2i)
2s

}

= max

{
pb (x2i, x2i+1) , pb (x2i, x2i+1) , pb (x2i+1, x2i+2) ,

pb (x2i, x2i+2) + pb (x2i+1, x2i+1)

2s

}

≤ max

{
pb (x2i, x2i+1) , pb (x2i, x2i+1) , pb (x2i+1, x2i+2) ,

pb (x2i, x2i+1) + pb (x2i+1, x2i+2)

2s

}
= max {pb (x2i, x2i+1) , pb (x2i+1, x2i+2)} .

If max {pb (x2i, x2i+1) , pb (x2i+1, x2i+2)} = pb (x2i+1, x2i+2) , then from (2.2) we have

ψ (pb (x2i+1, x2i+2)) ≤ β (ψ (pb (x2i+1, x2i+2))) .ψ (pb (x2i+1, x2i+2))

< ψ (pb (x2i+1, x2i+2)) ,

which is a contradiction. Thus we conclude that

max {pb (x2i, x2i+1) , pb (x2i+1, x2i+2)} = pb (x2i, x2i+1) .

By (2.2), we get that ψ (pb (x2i+1, x2i+2)) < ψ (pb (x2i, x2i+1)). Since ψ is nondecreasing, we have

pb (x2i+1, x2i+2) < pb (x2i, x2i+1) .

This implies that

pb (xn+1, xn+2) < pb (xn, xn+1) , for all n ∈ N.

Hence we deduce that the sequence {pb (xn, xn+1)} is nonincreasing. Therefore, there exists r ≥ 0 such that

lim
n→∞

pb (xn, xn+1) = r.
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Now we shall prove that r = 0. Suppose that r > 0. From (2.1), we have

ψ (pb (xn+1, xn+2)) ≤ ψ
(
s3pb (Sxn, Txn+1)

)
≤ β (ψ (M (xn, xn+1))) .ψ (M (xn, xn+1)) ,

which implies

ψ (pb (xn+1, xn+2)) ≤ β (ψ (pb (xn, xn+1))) .ψ (pb (xn, xn+1)) .

Hence
ψ (pb (xn+1, xn+2))

ψ (pb (xn, xn+1))
≤ β (ψ (pb (xn, xn+1))) < 1.

This implies that lim
n→∞

β (ψ (pb (xn, xn+1))) = 1. Since β ∈ Ω, we have

lim
n→∞

ψ (pb (xn, xn+1)) = 0,

which yields

r = lim
n→∞

pb (xn, xn+1) = 0, (2.3)

which is a contradiction.

Now we will show that {xn} is a Cauchy sequence. For this purpose, we use Lemma 1. Suppose that there

exists ε > 0 such that for all k ∈ N, there exists m (k) > n (k) > k with dpb
(
xn(k), xm(k)

)
≥ ε. Let m (k) be the

smallest number satisfying the condition above. Then we have dpb
(
xn(k), xm(k)−1

)
< ε. Therefore,

ε ≤ dpb
(
xn(k), xm(k)

)
≤ s

[
dpb
(
xn(k), xm(k)−1

)
+ dpb

(
xm(k)−1, xm(k)

)]
(2.4)

< s
[
ε+ dpb

(
xm(k)−1, xm(k)

)]
.

By taking the upper limit as k →∞ in (2.4) and using (2.3) , we get

ε ≤ lim
k→∞

sup dpb
(
xn(k), xm(k)

)
< sε. (2.5)

From the triangular inequality, we have

dpb
(
xn(k), xm(k)

)
≤ s[dpb

(
xn(k), xn(k)+1

)
+ dpb

(
xn(k)+1, xm(k)

)
] (2.6)

and

dpb
(
xn(k)+1, xm(k)

)
≤ s[dpb

(
xn(k)+1, xn(k)

)
+ dpb

(
xn(k), xm(k)

)
]. (2.7)

By taking upper limit as k →∞ in (2.6) and applying (2.3) and (2.5) ,

ε ≤ lim
k→∞

sup dpb
(
xn(k), xm(k)

)
≤ s

(
lim
k→∞

sup dpb
(
xn(k)+1, xm(k)

))
.

Again, by taking the upper limit as k →∞ in (2.7), we get

lim
k→∞

sup dpb
(
xn(k)+1, xm(k)

)
≤ s

(
lim
k→∞

sup dpb
(
xn(k), xm(k)

))
≤ s.sε = s2ε.

Thus
ε

s
≤ lim
k→∞

sup dpb
(
xn(k)+1, xm(k)

)
≤ s2ε. (2.8)

Similarly
ε

s
≤ lim
k→∞

sup dpb
(
xn(k), xm(k)+1

)
= lim
k→∞

sup dpb
(
xn(k)+1, xm(k)+2

)
≤ s2ε. (2.9)

By the triangular inequality, we have

dpb
(
xn(k)+1, xm(k)

)
≤ s[dpb

(
xn(k)+1, xm(k)+1

)
+ dpb

(
xm(k)+1, xm(k)

)
]. (2.10)

Letting k →∞ in (2.10) and using (2.3) and (2.8), we get

ε

s2
≤ lim
k→∞

sup dpb
(
xn(k)+1, xm(k)+1

)
. (2.11)

Following the above process, we find

lim
k→∞

sup dpb
(
xn(k)+1, xm(k)+1

)
≤ s3ε. (2.12)
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From (2.11) and (2.12) , we get

ε

s2
≤ lim
k→∞

sup dpb
(
xn(k)+1, xm(k)+1

)
≤ s3ε.

Since xn(k) 6= xm(k)+1, we get

ψ
(
dpb
(
xn(k)+1, xm(k)+2

))
≤ ψ

(
s3dpb

(
Sxn(k), Txm(k)+1

))
≤ β

(
ψ
(
M
(
xn(k), xm(k)+1

)))
· ψ
(
M
(
xn(k), xm(k)+1

))
≤ β

(
ψ
(
M
(
xn(k), xm(k)+1

)))
· ψ
(
M
(
xn(k), xm(k)+1

))
,

where

M
(
xn(k), xm(k)+1

)
= max


dpb
(
xn(k), xm(k)+1

)
, dpb

(
xn(k), Sxn(k)

)
,

dpb

(
x

m(k)+1
, Tx

m(k)+1

)
,

dpb

(
xn(k),Txm(k)+1

)
+dpb(xm(k)+1,Sxn(k))
2s


= max


dpb
(
xn(k), xm(k)−1

)
, dpb

(
xn(k), xn(k)+1

)
,

dpb

(
x

m(k)+1
, x

m(k)+2

)
,

dpb

(
xn(k),xm(k)+2

)
+dpb(xm(k)+1,xn(k)+1)
2s

 .

Taking the limit as k →∞ and using (2.3) , (2.5) , (2.8) and (2.9), we get

ε

s
= max

{ε
s
,
sε

4

}
≤ lim
k→∞

supM
(
xn(k), xm(k)+1

)
≤ max

{
s2ε,

s2ε

4

}
= s2ε.

Similarly, we can show that

ε

s
= max

{ε
s
,
sε

4

}
≤ lim
k→∞

infM
(
xn(k), xm(k)+1

)
≤ max

{
s2ε,

s2ε

4

}
= s2ε.

From (2.9) , we have

ψ
(
s2ε
)

= ψ
(
s3(

ε

s
)
)
≤ ψ

(
s3 lim
k→∞

sup dpb
(
xn(k)+1, xm(k)+2

))
≤ β

(
ψ
(

lim
k→∞

supM
(
xn(k), xm(k)+1

)))
· ψ
(

lim
k→∞

supM
(
xn(k), xm(k)+1

))
+ 0

≤ β
(
ψ
(
s2ε
))
ψ
(
s2ε
)

< ψ
(
s2ε
)
,

which is a contradiction. Thus {xn} is a Cauchy sequence in (X, dpb). Since (X, pb) is a complete partial b-metric

space, from Lemma 1, (X, dpb) is a complete b-metric space. Therefore, the sequence {xn} converges to some

x∗ ∈ (X, dpb). From Lemma 1, there exists x∗ ∈ X such that lim
n→∞

dpb (xn, x
∗) = 0 if and only if

lim
n→∞

pb(x
∗, xn) = pb(x

∗, x∗) = lim
n,m→∞

pb(xn, xm). (2.13)

Since dpb(x, y) = 2pb(x, y)− pb(x, x)− pb(y, y), considering (2.3) and the axiom (pb2) with lim
n→∞

dpb (xn, x
∗) = 0,

we conclude that

lim
n→∞

pb(xn, xm) = 0. (2.14)

Combining (2.13) and (2.14), we have

lim
n→∞

pb(x
∗, xn) = pb(x

∗, x∗) = lim
n,m→∞

pb(xn, xm) = 0.

Now limn→∞ pb(x
∗, xn) = 0 implies that lim

i→∞
pb (x2i+1, x

∗) = 0 and

lim
i→∞

pb (x2i+2, x
∗) = 0. As one of S and T is a continuous mapping, so we lim

i→∞
pb (Sx2i+1, Sx

∗) = 0. Thus

pb (x∗, Sx∗) = lim
i→∞

pb (x2i+2, Sx
∗) ≤ lim

i→∞
pb (Sx2i+1, Sx

∗) = 0,
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and so x∗ = Sx∗. By (2.1), we have

ψ
(
s3pb (x∗, T (x∗))

)
= ψ

(
s3pb (S(x∗), T (x∗))

)
≤ β (ψ (M (x∗, x∗))) .ψ (M (x∗, x∗))

≤ β (ψ (pb (x∗, T (x∗)))) .ψ (pb (x∗, T (x∗))) .

Due to the definitions of β and ψ, we deduce that x∗ = Tx∗. Therefore, S and T have a common fixed point

x∗ ∈ X. It is easy to check that x∗ is unique. �

Remark 1. We note that Theorem 2 is more general than the results established in [11, 12, 14, 25, 26, 29].

Example 4. Let X = [0, 1]. Define a function pb : X × X → [0,+∞) by pb(x, y) = (max{x, y})2 + (x− y)2.

Clearly, (X, pb) is a complete partial b-metric space with the constant s = 2. Let β be a function on [0,+∞)

defined by β (t) = 1
1+t

for all t > 0 and β (0) = 0. Then β ∈ Ω. Let ψ be a function on [0,+∞) defined by

ψ (t) = t. Then ψ ∈ Ψ. Define the mappings S, T : X → X by

T (x) =


2

245
x, if x ∈

[
0, 1

2

)
1, if x ∈

[
1
2
, 1
] and S(x) = 0.

If {xn} is a Cauchy sequence such that {xn} ⊆
[
0, 1

2

)
. Since

([
0, 1

2

)
, pb
)

is a complete partial b-metric space,

the sequence {xn} converges in
[
0, 1

2

)
⊆ X. Thus (X, pb) is a complete partial b-metric space. We note that

x, y, Sy, Ty ∈
[
0, 1

2

)
and S is continuous. It is easy to check that for all x, y ∈

[
0, 1

2

)
, the following inequality is

true

ψ
(
s3pb (Sx, Ty)

)
≤ β (ψ (M (x, y))) · ψ (M (x, y)) ,

Thus all the conditions of Theorem 2 are satisfied. Hence S and T have a common fixed point (x = 0) .

3. Derived results

In Theorem 2, if we set S = T and

M (x, y) = max

{
pb (x, y) , pb (x, Sx) , pb (y, Sy) ,

pb (x, Sy) + pb (y, Sx)

2s

}
,

then we obtain the following result.

Corollary 1. Let (X, pb) be a complete partial b-metric space. Suppose that S : X → X is a self-mapping

satisfying the following conditions:

(1) S is a generalized Geraghty type contraction mapping;

(2) S is a continuous mapping.

Then S has a fixed point x∗ ∈ X.

In Theorem 2, if ψ (t) = t, then we obtain the following corollary.

Corollary 2. Let (X, pb) be a complete partial b-metric space. Suppose that S, T : X → X are two self-mappings

such that

(1) there exists β ∈ Ω such that for x, y ∈ X, the pair (S, T ) satisfies the following inequality

s3pb (Sx, Ty) ≤ β ((M (x, y))) . (M (x, y)) ,

where

M (x, y) = max

{
pb (x, y) , pb (x, Sx) , pb (y, Ty) ,

pb (x, Ty) + pb (y, Sx)

2s

}
.

(2) S or T is a continuous mapping

Then S and T have a common fixed point x∗ ∈ X.
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In particular, if pb(x, x) = 0 for all x ∈ X, then the following result can easily be obtained from Theorem 2.

Corollary 3. Let (X, d) be a b-metric space. Suppose that S, T : X → X are two self-mappings satisfying the

following conditions:

(1) (S, T ) is a pair of Geraghty type contraction mappings;

(2) S or T is a continuous mapping.

Then S and T have a common fixed point x∗ ∈ X.

In the following, we see that the problem stated in Theorem 2 is well posed.

Theorem 3. Let (X, pb) be a complete partial b-metric space. Let S, T : X → X be two self-mappings as in

Theorem 2 with ψ(t) = t. Then the fixed point problem for S and T is well posed.

Proof. Let {xn} be a sequence in X and x∗ ∈ F (S) ∩ F (T ). Suppose that limn→∞ pb(xn, S(xn)) = 0. If

limn→∞ pb(xn, x
∗) = 0, then we are done. Assume that limn→∞ pb(xn, x

∗) = r > 0. Using (pb3), we have

s3pb(xn, x
∗) ≤ s4[pb(xn, S(xn)) + pb(S(xn), x∗)− pb(S(xn), S(xn))],

s2pb(xn, x
∗) ≤ s3pb(xn, S(xn)) + s3pb(S(xn), T (x∗))

≤ s3pb(xn, S(xn)) + β (M (xn, x
∗)) · M (xn, x

∗) ,

1

s
lim
n→∞

pb(xn, x
∗) ≤ s3 lim

n→∞
pb(xn, S(xn)) + lim

n→∞
β(pb(xn, x

∗)) · pb(xn, x∗),
r

s
≤ 0 +

r

s3
β(r), a contradiction due to the definition of β.

Similarly, we obtain limn→∞ xn = x∗ if we assume limn→∞ d(xn, T (xn)) = 0. �

4. Application

In this section, we present an application on existence of a solution of a pair of ordinary differential equations.

In particular, inspired from [17] and using Theorem 2, we consider the following pair of differential equations:{
− d

2x
dt2

= f (t, x (t)) , t ∈ [0, 1]
x(0) = x (1) = 0

and

{
− d

2y
dt2

= K (t, y (t)) , t ∈ [0, 1]
y(0) = y (1) = 0

(4.1)

where f,K : [0, 1]× R→ R are continuous functions. The Green function associated to (4.1) is defined by

G (t, s) =

{
t (1− s) , 0 ≤ t ≤ s ≤ 1
s (1− t) , 0 ≤ t ≤ s ≤ 1.

Let C (I) be the space of all continuous functions defined on I, where I = [0, 1]. Suppose that

pb(x, y) =

(
sup
t∈I
|x(t)− y(t)|

)2

+ (max{x(t), y(t)})2.

It is known that (C (I) , pb) is a complete partial b-metric space with constant s = 2. Now, define the operators

S, T : C (I)→ C (I) by

Sx(t) =

∫ 1

0

G(t, s)f(s, x(s))ds and Tx(t) =

∫ 1

0

G(t, s)K(s, y(s))ds

for all t ∈ I. Note that (4.1) has a solution if and only if the operators S and T have a common fixed point.

The main result is the following.

Theorem 4. Assume that

(1) there exist continuous functions f,K : [0, 1]× R→ R such that for all a, b, ρ ∈ R, we have

|f(t, a)−K(t, b)|2 ≤ 64 ln

(
M(a, b) + 1

ρ

)
for all t ∈ I,
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where

M(a, b) = max

{
pb(a, b), pb(a, S(a)), pb(b, T (b)),

pb(a, S(b)) + pb(b, T (a))

2s

}
> ρ;

(2) the operators S, T are such that

(max{Sx(t), T y(t)})2 ≤ ln(ρ)

(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

.

Then the system of ordinary differential equations (4.1) has a solution.

Proof. It is well known that x∗ ∈ C2 (I) is a solution of (4.1) if and only if x∗ ∈ C (I) is a solution of the integral

equation (see [17]). Define the mappings S, T : C (I)→ C (I) by

Sx(t) =

∫ 1

0

G(t, s)f(s, x(s))ds and Tx(t) =

∫ 1

0

G(t, s)K(s, y(s))ds.

Hence the solution of (4.1) is equivalent to find x∗ ∈ C (I), that is, a fixed point of T . By (1), we get

pb(Sx, Ty) =

(
sup
t∈I
|Sx(t)− Ty(t)|

)2

+ (max{Sx(t), T y(t)})2

≤
[
sup
t∈I

∣∣∣∣∫ 1

0

G(t, s) [f(s, x(s))−K(s, y(s))] ds

∣∣∣∣]2 + ln(ρ)

(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

≤

[(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

|f(s, x(s))−K(s, y(s))|2
]

+ ln(ρ)

(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

≤

[
64

(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

ln

(
M(a, b) + 1

ρ

)]
+ ln(ρ)

(
sup
t∈I

∫ 1

0

G(t, s) ds

)2

=

[
82 ln

(
M(a, b) + 1

ρ

)
+ ln(ρ)

](
sup
t∈I

[∫ 1

0

G(t, s)ds

]2)
.

Since
∫
G(t, s)ds = − t

2

2
+ t

2
for all t ∈ I, we have

(
sup
t∈I

[∫ 1

0
G(t, s)ds

]2)
= 1

82
. Therefore,

pb(Sx, Ty) ≤ ln (M(a, b) + 1) ,

which implies that

ln (pb(Sx, Ty) + 1) ≤ ln (ln (M(x, y) + 1) + 1)

=
ln (ln (M(x, y) + 1) + 1)

ln (M(x, y) + 1)
ln (M(x, y) + 1) .

Define the functions ψ : [0,∞)→ [0,∞) and β : [0,∞)→ [0, 1) by

ψ (x) = ln (x+ 1) and β (x) =

{
ψ(x)
x
, if x 6= 0

0, otherwise.

Note that ψ : [0,∞) → [0,∞) is continuous, nondecreasing, positive in (0,∞), ψ (0) = 0 and ψ (x) < x. Hence

β ∈ Ω, ψ ∈ Ψ and

ψ
(
s3pb (Sx, Ty)

)
≤ β (ψ (M (x, y))) .ψ (M (x, y))

for all x, y ∈ C(I). Therefore, all the assumptions of Theorem 2 are satisfied. Hence S and T have a common

fixed point x∗ ∈ C (I), that is, Sx∗ = Tx∗ = x∗, which is a solution of (4.1). �
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SOME EQUALITIES AND INEQUALITIES FOR K-G-FRAMES

ZHONG-QI XIANG† AND YIN-SUO JIA

Abstract. In this paper we establish some equalities and inequalities for K-g-frames. Our
results generalize the remarkable results obtained by Balan et al. and Găvruţa. We also give
several new inequalities for K-g-frames by using operator theory methods, which differ in
structure from those for frames.

1. Introduction

Throughout this paper, H and K are separable Hilbert spaces, {K j} j∈J is a sequence of
closed subspaces of K , where J is a finite or countable index set. For any I ⊂ J, we denote
Ic = J\I. The notation B(H ,K ) is reserved for the set of all linear bounded operators
from H to K , and B(H ,H ) is abbreviated to B(H ); K ∈ B(H ).

Frames for Hilbert spaces, appeared first in the early 1950’s, have now been applied in
a variety of fields because of their redundancy and flexibility. For more information on
frame theory and its applications, the interested reader can consult [4–8,16,19]. G-frames,
proposed by Sun in [17], generalize the concept of frames extensively and possess some
distinct properties though they share many similar properties with frames, see [15, 18].

A K-frame is a generalization of a frame, which was put forward by Găvruţa in [10] to
investigate the atomic systems associated with a linear bounded operator K. When K is an
orthogonal projection, a K-frame is just an atom system for subspace which was introduced
by Feichtinger and Werther in [9]. It should be remarked that the properties of K-frames
are quite different from those of frames as shown in [1,12,20,22], though the definition of
a K-frame is similar to a frame in form. Recently, Xiao et al. [23] applied Găvruţa’s idea
to the case of g-frames, thereby leading to the notion of K-g-frames, which have attracted
much attention, see [2, 13].

Balan et al. [3] found a surprising identity for Parseval frames when they devoted to the
study of efficient algorithms for signal reconstruction, given below.

Theorem 1.1. Let { f j} j∈J be a Parseval frame for H , then for every I ⊂ J and every
f ∈H , we have

(1.1)
∑
j∈I

|〈 f , f j〉|
2 −

∥∥∥∥∥∑
j∈I

〈 f , f j〉 f j

∥∥∥∥∥2
=

∑
j∈Ic
|〈 f , f j〉|

2 −

∥∥∥∥∥∑
j∈Ic
〈 f , f j〉 f j

∥∥∥∥∥2
.

In [3], the following inequality was also obtained.

Theorem 1.2. Let { f j} j∈J be a Parseval frame for H , then for every I ⊂ J and every
f ∈H , we have

(1.2)
∑
j∈I

|〈 f , f j〉|
2 +

∥∥∥∥∥∑
j∈Ic
〈 f , f j〉 f j

∥∥∥∥∥2
≥

3
4
‖ f ‖2.

†Corresponding author.
2010 Mathematics Subject Classification. Primary 42C15; Secondary 42C40.
Key words and phrases. Parseval K-g-frame; K-dual g-frame; operator; pseudo-inverse.
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2 ZHONG-QI XIANG† AND YIN-SUO JIA

Later on, Găvruţa [11] extended Theorems 1.1 and 1.2 to alternate dual frames:

Theorem 1.3. Let { f j} j∈J be a frame for H and {g j} j∈J be an alternate dual frames of
{ f j} j∈J. Then for all I ⊂ J and all f ∈H , we have

Re
∑
j∈I

〈 f , g j〉〈 f , f j〉 +

∥∥∥∥∥∑
j∈Ic
〈 f , g j〉 f j

∥∥∥∥∥2

= Re
∑
j∈Ic
〈 f , g j〉〈 f , f j〉 +

∥∥∥∥∥∑
j∈I

〈 f , g j〉 f j

∥∥∥∥∥2
≥

3
4
‖ f ‖2.(1.3)

In fact, Theorem 1.3 is a particular case of the following result, given in [11].

Theorem 1.4. Let { f j} j∈J be a frame for H and {g j} j∈J be an alternate dual frame of { f j} j∈J.
Then for all bounded sequence {ω j} j∈J and all f ∈H , we have

Re
∑
j∈J

ω j〈 f , g j〉〈 f , f j〉 +

∥∥∥∥∥∑
j∈J

(1 − ω j)〈 f , g j〉 f j

∥∥∥∥∥2

= Re
∑
j∈J

(1 − ω j)〈 f , g j〉〈 f , f j〉 +

∥∥∥∥∥∑
j∈J

ω j〈 f , g j〉 f j

∥∥∥∥∥2
≥

3
4
‖ f ‖2.(1.4)

In this paper we generalize the equalities and inequalities (1.1), (1.2) and (1.4) to K-g-
frames. Since g-frames can be considered as a class of K-g-frames, Theorem 2.2 in [21]
and Theorem 4.1 in [24] which are a generalization of Theorems 1.1 and 1.2, and Theorem
1.4 respectively, can be obtained as a special case of the results we establish on K-g-frames.
We also present some new inequalities for K-g-frames by using operator theory methods,
which are different in structure from those in (1.2)–(1.4).

2. Preliminaries

In the following we briefly recall some definitions and basic properties of operators.

Definition 2.1. We call a sequence {Λ j ∈ B(H ,K j)} j∈J a K-g-frame for H with respect
to {K j} j∈J, if there exist 0 < C ≤ D < ∞ such that

(2.1) C‖K∗ f ‖2 ≤
∑
j∈J

‖Λ j f ‖2 ≤ D‖ f ‖2, ∀ f ∈H .

If we only require the right-hand inequality of (2.1), then {Λ j} j∈J is said to be a g-Bessel
sequence for H with respect to {K j} j∈J with g-Bessel bound D.

Remark 2.2. If K = IH , the identity operator on H , then a K-g-frame is just a g-frame.

A K-g-frame {Λ j ∈ B(H ,K j)} j∈J for H is said to be Parseval if

(2.2) ‖K∗ f ‖2 =
∑
j∈J

‖Λ j f ‖2, ∀ f ∈H .

Let {Λ j} j∈J be a Parseval K-g-frame for H with respect to {K j} j∈J. Then it is easy to
check that

(2.3) KK∗ f =
∑
j∈J

Λ∗jΛ j f , ∀ f ∈H .
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Definition 2.3. Let {Λ j} j∈J be a K-g-frame for H with respect to {K j} j∈J. A g-Bessel
sequence {Γ j} j∈J for H with respect to {K j} j∈J is called a K-dual g-frame of {Λ j} j∈J, if

(2.4) K f =
∑
j∈J

Λ∗jΓ j f , ∀ f ∈H .

To prove the main results, we need the following lemmas.

Lemma 2.4. (see [6]) Suppose that T ∈ B(H ) has closed range, then there exists a
unique operator T † ∈ B(H ), called the pseudo-inverse of T , satisfying

T T †T = T , T †T T † = T †, (T †T )∗ = T †T , (T †)∗ = (T ∗)†.

In the following, the notation Θ† is reserved to denote the pseudo-inverse of the linear
bounded operator Θ (if it exists).

Lemma 2.5. (see [14]) Suppose that U,V,T ∈ B(H ), that U + V = T , and that T has
closed range. Then we have

T ∗T †U + V∗T †V = V∗T †T + U∗T †U.

Lemma 2.6. If U,V,K ∈ B(H ) satisfy U + V = K, then

U∗U +
1
2

(V∗K + K∗V) ≥
3
4

K∗K.

Proof. We have

U∗U +
1
2

(V∗K + K∗V) = (K∗ − V∗)(K − V) +
1
2

(V∗K + K∗V)

= V∗V − (K∗V + V∗K) + K∗K +
1
2

(V∗K + K∗V)

= V∗V −
1
2

(V∗K + K∗V) + K∗K

=

(
V −

1
2

K
)∗(

V −
1
2

K
)
+

3
4

K∗K

≥
3
4

K∗K.

�

3. Main results and their proofs

We begin with several equalities and inequalities for Parseval K-g-frames and K-dual
g-frames.

Theorem 3.1. Let {Λ j} j∈J be a Parseval K-g-frame for H with respect to {K j} j∈J. Then
for every I ⊂ J and every f ∈H we have

(3.1)
∑
j∈I

〈Λ j f ,Λ jKK∗ f 〉 −
∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

=
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉 −

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2
.

Proof. For every I ⊂ J, one can easily check that the operators S I and S Ic defined by

S I f =
∑
j∈I

Λ∗jΛ j f , S Ic f =
∑
j∈Ic

Λ∗jΛ j f
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4 ZHONG-QI XIANG† AND YIN-SUO JIA

are positive, linear bounded and self-adjoint. Moreover, the definition of a Parseval K-g-
frame gives S I + S Ic = KK∗. Hence for each f ∈H ,∑

j∈I

〈Λ j f ,Λ jKK∗ f 〉 −
∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

= 〈S I f ,KK∗ f 〉 − ‖S I f ‖2

= 〈(KK∗ − S I)S I f , f 〉

= 〈S Ic (KK∗ − S Ic ) f , f 〉

= 〈S Ic KK∗ f , f 〉 − 〈S 2
Ic f , f 〉

= 〈S Ic f ,KK∗ f 〉 − ‖S Ic f ‖2

=
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉 −

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2
.

�

A version of the equality obtained in Theorem 3.1 for overlapping divisions is derived
in the following result.

Theorem 3.2. Let {Λ j} j∈J be a Parseval K-g-frame for H with respect to {K j} j∈J. Then
for every I ⊂ J, every E ⊂ Ic, and every f ∈H , we have∥∥∥∥∥ ∑

j∈I∪E

Λ∗jΛ j f
∥∥∥∥∥2
−

∥∥∥∥∥ ∑
j∈Ic\E

Λ∗jΛ j f
∥∥∥∥∥2

=

∥∥∥∥∥∑
j∈I

Λ∗jΛ j f
∥∥∥∥∥2
−

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2

+2Re
∑
j∈E

〈Λ j f ,Λ jKK∗ f 〉.

Proof. Applying Theorem 3.1 twice yields∥∥∥∥∥ ∑
j∈I∪E

Λ∗jΛ j f
∥∥∥∥∥2
−

∥∥∥∥∥ ∑
j∈Ic\E

Λ∗jΛ j f
∥∥∥∥∥2

=
∑
j∈I∪E

〈Λ j f ,Λ jKK∗ f 〉 −
∑

j∈Ic\E

〈Λ j f ,Λ jKK∗ f 〉

=
∑
j∈I

〈Λ j f ,Λ jKK∗ f 〉 −
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉 + 2Re

∑
j∈E

〈Λ j f ,Λ jKK∗ f 〉

=

∥∥∥∥∥∑
j∈I

Λ∗jΛ j f
∥∥∥∥∥2
−

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2

+2Re
∑
j∈E

〈Λ j f ,Λ jKK∗ f 〉.

�

Theorem 3.3. Let {Λ j} j∈J be a K-g-frame for H with respect to {K j} j∈J and {Γ j} j∈J be a
K-dual g-frame of {Λ j} j∈J. Then for every {α j} j∈J ∈ `

∞(J) and every f ∈H we have∑
j∈J

(1 − α j)〈Γ j f ,Λ jK f 〉 +
∥∥∥∥∥∑

j∈J

α jΛ
∗
jΓ j f

∥∥∥∥∥2

=
∑
j∈J

α j〈Γ j f ,Λ jK f 〉 +
∥∥∥∥∥∑

j∈J

(1 − α j)Λ∗jΓ j f
∥∥∥∥∥2
.(3.2)
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Proof. For any {α j} j∈J ∈ `
∞(J) and any f ∈H , we let

S α f =
∑
j∈J

α jΛ
∗
jΓ j f , S 1−α f =

∑
j∈J

(1 − α j)Λ∗jΓ j f .

Denote by D1 and D2 the g-Bessel bounds of {Λ j} j∈J and {Γ j} j∈J respectively. Then∥∥∥∥∥∑
j∈J

α jΛ
∗
jΓ j f

∥∥∥∥∥2
= sup

g∈H ,‖g‖=1

∣∣∣∣∣〈∑
j∈J

α jΛ
∗
jΓ j f , g

〉∣∣∣∣∣2
= sup

g∈H ,‖g‖=1

∣∣∣∣∣∑
j∈J

α j〈Γ j f ,Λ jg〉
∣∣∣∣∣2

≤ sup
g∈H ,‖g‖=1

(∑
j∈J

|α j| |〈Γ j f ,Λ jg〉|
)2

≤ sup
g∈H ,‖g‖=1

‖{α j} j∈J‖
2
∑
j∈J

‖Γ j f ‖2 ·
∑
j∈J

‖Λ jg‖2

≤ D1D2‖{α j} j∈J‖
2‖ f ‖2.

It follows that S α is well defined and bounded. By the same way we can show that S 1−α is
also well defined and bounded. Since {Γ j} j∈J is a K-dual g-frame of {Λ j} j∈J, we have

S α f + S 1−α f =
∑
j∈J

α jΛ
∗
jΓ j f +

∑
j∈J

(1 − α j)Λ∗jΓ j f =
∑
j∈J

Λ∗jΓ j f = K f

for each f ∈H . It follows that∑
j∈J

(1 − α j)〈Γ j f ,Λ jK f 〉 +
∥∥∥∥∥∑

j∈J

α jΛ
∗
jΓ j f

∥∥∥∥∥2
= 〈S 1−α f ,K f 〉 + 〈S α f , S α f 〉

= 〈(K − S α) f ,K f 〉 + 〈S α f , S α f 〉

= 〈K f ,K f 〉 − 〈S α f ,K f 〉 + 〈S α f , S α f 〉,(3.3)

and ∑
j∈J

α j〈Γ j f ,Λ jK f 〉 +
∥∥∥∥∥∑

j∈J

(1 − α j)Λ∗jΓ j f
∥∥∥∥∥2

= 〈S α f ,K f 〉 + 〈S 1−α f , S 1−α f 〉

= 〈K f , S α f 〉 + 〈(K − S α) f , (K − S α) f 〉

= 〈K f , S α f 〉 + 〈K f ,K f 〉 + 〈S α f , S α f 〉 − 〈S α f ,K f 〉 − 〈K f , S α f 〉

= 〈K f ,K f 〉 − 〈S α f ,K f 〉 + 〈S α f , S α f 〉.(3.4)

Combination of (3.3) and (3.4) yields (3.2). �

Corollary 3.4. Let {Λ j} j∈J be a K-g-frame for H with respect to {K j} j∈J and {Γ j} j∈J be a
K-dual g-frame of {Λ j} j∈J. Then for every I ⊂ J and every f ∈H we have∑

j∈Ic
〈Γ j f ,Λ jK f 〉 +

∥∥∥∥∥∑
j∈I

Λ∗jΓ j f
∥∥∥∥∥2

=
∑
j∈I

〈Γ j f ,Λ jK f 〉 +
∥∥∥∥∥∑

j∈Ic
Λ∗jΓ j f

∥∥∥∥∥2
.

Proof. The result follows directly from Theorem 3.3 if we take I ⊂ J and

α j =

{
1, j ∈ I,
0, j ∈ Ic.

�
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Theorem 3.5. Let {Λ j} j∈J be a K-g-frame for H with respect to {K j} j∈J and {Γ j} j∈J be a
K-dual g-frame of {Λ j} j∈J. Then for every {α j} j∈J ∈ `

∞(J) and every f ∈H we have∥∥∥∥∥∑
j∈J

α jΛ
∗
jΓ j f

∥∥∥∥∥2
+Re

(∑
j∈J

(1 − α j)〈Γ j f ,Λ jK f 〉
)

=

∥∥∥∥∥∑
j∈J

(1 − α j)Λ∗jΓ j f
∥∥∥∥∥2

+Re
(∑

j∈J

α j〈Γ j f ,Λ jK f 〉
)
≥

3
4
‖K f ‖2.(3.5)

Proof. The equality is obtained immediately if we take the real part on both sides of (3.2).
For the inequality, taking

U f =
∑
j∈J

α jΛ
∗
jΓ j f and V f =

∑
j∈J

(1 − α j)Λ∗jΓ j f

for each f ∈H in Lemma 2.6, then we have∥∥∥∥∥∑
j∈J

α jΛ
∗
jΓ j f

∥∥∥∥∥2
+Re

(∑
j∈J

(1 − α j)〈Γ j f ,Λ jK f 〉
)

= ‖U f ‖2 + Re〈V f ,K f 〉 = 〈U f ,U f 〉 +
1
2
(
〈V f ,K f 〉 + 〈K f ,V f 〉

)
=

〈(
U∗U +

1
2

(V∗K + K∗V)
)

f , f
〉

≥
3
4
〈K∗K f , f 〉 =

3
4
‖K f ‖2.

�

Theorem 3.6. Let {Λ j} j∈J be a Parseval K-g-frame for H with respect to {K j} j∈J. Then
for every I ⊂ J and every f ∈H we have∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

+Re
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉

=

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2

+Re
∑
j∈I

〈Λ j f ,Λ jKK∗ f 〉 ≥
3
4
‖KK∗ f ‖2.(3.6)

Proof. The equality follows if we take the real part on both sides of (3.1). It remains to
prove the inequality. Since S I + S Ic = KK∗, it follows that

S 2
I + S 2

Ic = S 2
I + (KK∗ − S I)2

= 2S 2
I + (KK∗)2 − KK∗S I − S IKK∗

= 2
(KK∗

2
− S I

)2
+

(KK∗)2

2
.(3.7)

Therefore,

KK∗S Ic + S Ic KK∗ + 2S 2
I = KK∗(S I + S Ic ) − KK∗S I + S Ic KK∗ + 2S 2

I

= (KK∗)2 − (S I + S Ic )S I + S Ic (S I + S Ic ) + 2S 2
I

= (KK∗)2 − S 2
I − S Ic S I + S Ic S I + S 2

Ic + 2S 2
I

= (KK∗)2 + S 2
I + S 2

Ic ≥
3
2

(KK∗)2.
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Thus for every f ∈H we have∥∥∥∥∥∑
j∈I

Λ∗jΛ j f
∥∥∥∥∥2

+Re
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉

= ‖S I f ‖2 +
1
2
(
〈S Ic f ,KK∗ f 〉 + 〈KK∗ f , S Ic f 〉

)
=

1
2
(
2〈S 2

I f , f 〉 + 〈S Ic f ,KK∗ f 〉 + 〈KK∗ f , S Ic f 〉
)

=
1
2
〈(KK∗S Ic + S Ic KK∗ + 2S 2

I ) f , f 〉 ≥
3
4
〈(KK∗)2 f , f 〉 =

3
4
‖KK∗ f ‖2.

�

We give an upper bound condition for the left-hand-side of the equality in (3.6) under
the condition that K has closed range.

Theorem 3.7. Suppose that K has closed range and that {Λ j} j∈J is a Parseval K-g-frame
for H with respect to {K j} j∈J. Then for every I ⊂ J and every f ∈H we obtain∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

+Re
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉 ≤ ‖K‖ ‖K†‖(1 + ‖K‖ ‖K†‖)‖KK∗ f ‖2.

Proof. For each f ∈H , by Lemma 2.4 we have∥∥∥∥∥∑
j∈I

Λ∗jΛ j f
∥∥∥∥∥2
≤ ‖S I‖

∑
j∈I

‖Λ j f ‖2 ≤ ‖S I‖
∑
j∈J

‖Λ j f ‖2

≤ ‖K‖2‖K∗ f ‖2 = ‖K‖2‖K∗(K∗)†K∗ f ‖2

= ‖K‖2‖K†KK∗ f ‖2 ≤ ‖K‖2‖K†‖2‖KK∗ f ‖2,(3.8)

and

Re
∑
j∈Ic
〈Λ j f ,Λ jKK∗ f 〉 ≤

(∑
j∈J

‖Λ j f ‖2
) 1

2
(∑

j∈J

‖Λ jKK∗ f ‖2
) 1

2

= ‖K∗ f ‖ ‖K∗KK∗ f ‖

= ‖K†KK∗ f ‖ ‖K∗KK∗ f ‖

≤ ‖K‖ ‖K†‖ ‖KK∗ f ‖2.(3.9)

Now, the result follows by combining (3.8) and (3.9). �

In the following we give some new inequalities for K-g-frames, which possess different
structure comparing with the inequalities for frames shown in Theorems 1.2, 1.3 and 1.4.

Theorem 3.8. Let {Λ j} j∈J be a K-g-frame for H with respect to {K j} j∈J and {Γ j} j∈J be a
K-dual g-frame of {Λ j} j∈J. Then for every I ⊂ J and every f ∈H we have

(3.10)
3
4
‖K f ‖2 ≤

∥∥∥∥∥∑
j∈I

Λ∗jΓ j f
∥∥∥∥∥2

+Re
∑
j∈Ic
〈Γ j f ,Λ jK f 〉 ≤

3‖K‖2 + ‖FI − FIc‖2

4
‖ f ‖2,

where the operators FI is defined by FI f =
∑

j∈IΛ
∗
jΓ j f .

Proof. The left-hand inequality follows from Theorem 3.5 if we consider I ⊂ J and

α j =

{
1, j ∈ I,
0, j ∈ Ic.
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We now prove the right-hand inequality of (3.10). For any f ∈H we get∥∥∥∥∥∑
j∈I

Λ∗jΓ j f
∥∥∥∥∥2

+Re
∑
j∈Ic
〈Γ j f ,Λ jK f 〉

= 〈FI f , FI f 〉 + Re〈K f , FIc f 〉

= 〈FI f , FI f 〉 + Re〈K f , (K − FI) f 〉

= 〈FI f , FI f 〉 + 〈K f ,K f 〉 − Re〈K f , FI f 〉

= 〈K f ,K f 〉 − Re
(
〈(K − FI) f , FI f 〉

)
= 〈K f ,K f 〉 − Re〈FIc f , FI f 〉

= 〈K f ,K f 〉 −
1
2
〈FI f , FIc f 〉 −

1
2
〈FIc f , FI f 〉

=
3
4
‖K f ‖2 +

1
4
〈FI f + FIc f , FI f + FIc f 〉 −

1
2
〈FI f , FIc f 〉 −

1
2
〈FIc f , FI f 〉

=
3
4
‖K f ‖2 +

1
4
〈(FI − FIc ) f , (FI − FIc ) f 〉

≤
3
4
‖K‖2‖ f ‖2 +

1
4
‖FI − FIc‖2‖ f ‖2

=
3‖K‖2 + ‖FI − FIc‖2

4
‖ f ‖2.

This completes the proof. �

Theorem 3.9. Suppose that K is positive and that it has closed range. Let {Λ j} j∈J be a
K-g-frame for H with respect to {K j} j∈J and {Γ j} j∈J be a K-dual g-frame of {Λ j} j∈J. Then
for every I ⊂ J and every f ∈H we have

Re
∑
j∈I

〈Γ j f ,Λ jK†K f 〉 +
〈∑

j∈Ic
K†Λ∗jΓ j f ,

∑
j∈Ic

Λ∗jΓ j f
〉

= Re
∑
j∈Ic
〈Γ j f ,Λ jK†K f 〉 +

〈∑
j∈I

K†Λ∗jΓ j f ,
∑
j∈I

Λ∗jΓ j f
〉
≥

3
4
‖K

1
2 f ‖2.

Proof. Since K is positive, it is self-adjoint and thus by Lemma 2.4, (K†)∗ = (K∗)† = K†.
Hence, 〈K†FI f , FI f 〉 and 〈K†FIc f , FIc f 〉 are real numbers for every f ∈H . From Lemma
2.5 it follows that

Re
∑
j∈I

〈Γ j f ,Λ jK†K f 〉 +
〈∑

j∈Ic
K†Λ∗jΓ j f ,

∑
j∈Ic

Λ∗jΓ j f
〉

= Re〈FI f ,K†K f 〉 + 〈K†FIc f , FIc f 〉

= Re〈KK†FI f , f 〉 + 〈F∗Ic K†FIc f , f 〉

= Re〈(KK†FI + F∗Ic K†FIc ) f , f 〉

= Re〈(F∗Ic K†K + F∗I K
†FI) f , f 〉

= Re
(
〈F∗Ic K†K f , f 〉 + 〈F∗I K

†FI f , f 〉
)

= Re
(
〈K†K f , FIc f 〉 + 〈K†FI f , FI f 〉

)
= Re〈FIc f ,K†K f 〉 + 〈K†FI f , FI f 〉

= Re
∑
j∈Ic
〈Γ j f ,Λ jK†K f 〉 +

〈∑
j∈I

K†Λ∗jΓ j f ,
∑
j∈I

Λ∗jΓ j f
〉
.
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Again by Lemma 2.4 we have

Re
∑
j∈Ic
〈Γ j f ,Λ jK†K f 〉 +

〈∑
j∈I

K†Λ∗jΓ j f ,
∑
j∈I

Λ∗jΓ j f
〉

= Re〈(KK†FI + F∗Ic K†FIc ) f , f 〉

= Re〈(KK†(K − FIc ) + F∗Ic K†FIc ) f , f 〉

= 〈K f , f 〉 − Re〈KK†FIc f , f 〉 + 〈F∗Ic K†FIc f , f 〉

= 〈K
1
2 f ,K

1
2 f 〉 − Re〈K

1
2 K

1
2 K†FIc f , f 〉 + 〈(K

1
2 K†FIc )∗(K

1
2 K†FIc ) f , f 〉

=
3
4
‖K

1
2 f ‖2 +

〈1
2

K
1
2 f − K

1
2 K†FIc f ,

1
2

K
1
2 f − K

1
2 K†FIc f

〉
≥

3
4
‖K

1
2 f ‖2

for each f ∈H and the proof is finished. �

Theorem 3.10. Let {Λ j} j∈J be a Parseval K-g-frame for H with respect to {K j} j∈J. If S I
commutes with S Ic for every I ⊂ J, then for every f ∈H we have

(3.11)
1
2
‖KK∗ f ‖2 ≤

∥∥∥∥∥∑
j∈I

Λ∗jΛ j f
∥∥∥∥∥2

+

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2
≤ ‖KK∗ f ‖2.

(3.12) 0 ≤
∑
j∈I

〈Λ jKK∗ f ,Λ j f 〉 −
∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2
≤

1
4
‖KK∗ f ‖2.

Proof. From (3.7) it follows that∥∥∥∥∥∑
j∈J

Λ∗jΛ j f
∥∥∥∥∥2

+

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2

= ‖S I f ‖2 + ‖S Ic f ‖2 = 〈S I f , S I f 〉 + 〈S Ic f , S Ic f 〉

= 〈(S 2
I + S 2

Ic ) f , f 〉 ≥
1
2
〈(KK∗)2 f , f 〉 =

1
2
‖KK∗ f ‖2(3.13)

for every f ∈H . Since S I commutes with S Ic , S Ic S I ≥ 0 and

(3.14) 0 ≤ S IS Ic = S I(KK∗ − S I) = S IKK∗ − S 2
I .

It follows that

S 2
I + S 2

Ic = S 2
I + (KK∗)2 − KK∗S I − S IKK∗ + S 2

I

= (KK∗)2 + (S 2
I − S IKK∗) + (S 2

I − KK∗S I)

= (KK∗)2 − (S IKK∗ − S 2
I ) − S Ic S I ≤ (KK∗)2.

Hence for every f ∈H we have∥∥∥∥∥∑
j∈J

Λ∗jΛ j f
∥∥∥∥∥2

+

∥∥∥∥∥∑
j∈Ic

Λ∗jΛ j f
∥∥∥∥∥2

= 〈(S 2
I + S 2

Ic ) f , f 〉 ≤ 〈(KK∗)2 f , f 〉 = ‖KK∗ f ‖2.

This together with (3.13) gives (3.11). We next prove (3.12). Using formula (3.14) we get∑
j∈I

〈Λ jKK∗ f ,Λ j f 〉 −
∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

= 〈S IKK∗ f , f 〉 − ‖S I f ‖2 = 〈(S IKK∗ − S 2
I ) f , f 〉

= 〈S I(KK∗ − S I) f , f 〉 = 〈S IS Ic f , f 〉 ≥ 0
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for every f ∈H . On the other hand we obtain∑
j∈I

〈Λ jKK∗ f ,Λ j f 〉 −
∥∥∥∥∥∑

j∈I

Λ∗jΛ j f
∥∥∥∥∥2

= 〈(S IKK∗ − S 2
I ) f , f 〉

=

〈
−

(
S I −

KK∗

2

)2
f +

(KK∗)2

4
f , f

〉
≤

〈 (KK∗)2

4
f , f

〉
=

1
4
‖KK∗ f ‖2.

This completes the proof. �
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Abstract. Using the fixed point method, we establish some stability results concerning the following new mixed
type AQ-functional equation

f(−x+ 2y) + 2[f(3x− 2y) + f(2x+ y)− f(y)− f(y − x)] = 3[f(x+ y) + f(x− y) + f(−x)] + 4f(2x− y)

in matrix non-Archimedean fuzzy normed spaces.

1. Introduction and preliminaries

A basic question in the theory of functional equations is as follows: “When is it true that a function, which

approximately satisfies a functional equation must be close to an act solution of the equation? If the problem

accepts a solution, we say the equation is stable. The first stability problem concerning group homomorphisms was

raised by Ulam [29] in 1940 and affirmatively solved by Hyers [7]. The result of Hyers was generalized by Aoki [1]

for approximate additive mappings and by Rassias [24] for approximate linear mappings by allowing the difference

Cauchy equation ‖f(x+y)−f(x)−f(y)‖ to be controlled by ε(‖x‖p+‖y‖p). In 1994, a generalization of the Rassias

theorem was obtained by Gavruta [6] who replaced ε(‖x‖p+‖y‖p) by a general control function χ(x, y). In addition,

Rassias [20]–[23] generalized the Hyers-Ulam stability result by introducing two weaker conditions controlled by a

product of different powers of norms and a mixed product sum of powers of norms, respectively. applied to the cases

of other functional equations in various spaces [2, 5, 13, 15, 16, 26, 27]. In particular Mirmostafafe and Moslehian

[14] introduced a notation of non-Archimedean fuzzy normed spaces. They presented the interdisciplinary relation

between the theory of fuzzy spaces, the theory of non-Archimedean spaces and the theory of functional equations.

Many authors [8, 11, 12, 14, 19, 25, 32] investigated the Hyers-Ulam stability in non-Archimedean fuzzy normed

spaces.

Definition 1. [8, 32] Let X be a linear space over a non-Archimedean field K. A function

N : X ×R→ [0, 1] is said to be a non-Archimedean fuzzy norm on X if for all x, y ∈ X and all s, t ∈ R
(N1) N(x, c) = 0 for c ≤ 0;

(N2) x = 0⇔ N(x, c) = 1 for all c > 0;

(N3) N(cx, t)= N(x, t
|c| ) if c 6= 0;

(N4) N(x+ y, max {s+ t}) ≥ min {N(x, s), N(y, t)};
(N5) lim

t→∞
N(x, t) = 1.

The pair (X,N) is called a non-Archimedean fuzzy normed space. Clearly, if (N4) holds then so does

(N6) N(x+ y, s+ t) ≥ min {N(x, s), N(y, t)}. A classical vector space over a complex or real field satisfying (N1)

and (N5) is called fuzzy normed space. It is easy to see that (N4) is equivalent to the following condition

(N7) N(x+ y, t) ≥ min {N(x, t), N(y, t)} (x, y ∈ X; t ∈ R).

02010 Mathematics Subject Classification: 46S40, 46S50, 47L25, 47H10, 54C30, 54E70.
0Keywords: Hyers-Ulam stability, fixed point, mixed type additive-quadratic functional equation, matrix non-

Archemedian fuzzy normed space.
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Definition 2. Let (X,N) be a non-Archimedean fuzzy normed space. A sequence {xn} in X is said to be

convergent or converge if there exists an x ∈ X such that lim
n→∞

N(xn − x, t) = 1 for all t > 0. In this case, x is

called the limit of the sequence {xn} and we denote it by N − lim
n→∞

xn = x

Definition 3. Let (X,N) be a non-Archimedean fuzzy normed space. A sequence {xn} in X is said to be

Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all n ≥ n0 and all p > 0, we

have N(xn+p − xn, t) > 1 − ε. Due to N(xn+p − xn, t) ≥ min {N(xn+p − xn+p−1, t), ..., N(xn+1 − xn, t)} the

sequence {xn} is Cauchy if for each ε > 0 and each t > 0 there exists an n0 ∈ N such that for all n ≥ n0 we have

N(xn+1 − xn, t) > 1− ε.

It is well known that every convergent sequence in a (non-Archimedean) fuzzy normed space is Cauchy. If

each Cauchy sequence is convergent, then the fuzzy norm is said to be complete and the (non-Archimedean) fuzzy

normed space is called a (non-Archimedean) fuzzy Banach space.

The abstract characterization given for linear spaces of bounded Hilbert space operators in terms of matricially

normed spaces [4] implies that quotients, mapping spaces and various tensor products of operator spaces may again

be regarded as operator spaces. Owing in part to this result, the theory of operator spaces is having an increasingly

significant effect on operator algebra theory [18]. Recently, Lee et al. [9] researched the Hyers-Ulam stability of

the Cauchy functional equation and the quadratic functional equation in matrix normed spaces. This terminology

may also be applied to the cases of other functional equations [3, 10, 28, 30, 31].

We will use the following notations:

Mn(X) is the set of all n× n-matrices in X;

ej ∈M1,n(C) is that jth component is 1 and the other components are zero;

Eij ∈Mn(C) is that (i,j)-component is 1 and the other components are zero;

Eij ⊗ x ∈ Mn(X) is that (i,j)-component is x and the other components are zero. For x ∈ Mn(X), y ∈
Mk(X),

x⊕ y :=

(
x 0
0 y

)
.

Note that (X,
{
‖.‖n

}
) is a matrix normed space if and only if (Mn(X), ‖.‖n) is a normed space for each positive

integer n and ‖AxB‖k ≤ ‖A‖ ‖B‖ ‖x‖n holds for A ∈ Mk,n(C), B ∈ Mn,k(C) and x = (xij) ∈ Mn(X), and that

(X,
{
‖.‖n

}
) is a matrix Banach space if and only if X is a Banach space and (X,

{
‖.‖n

}
) is a matrix normed space.

A matrix normed space (X,
{
‖.‖n

}
) is called an L∞ -matrix normed space if ‖x⊗ y‖n+k = max

{
‖x‖n , ‖y‖k

}
holds for all x ∈ Mn(X) and all y ∈ Mk(X). Let E,F be vector spaces. For a given mapping h : E → F and a

given positive integer n, define hn : Mn(E)→Mn(F ) by hn([xij ]) = [h(xij)] for all [xij ] ∈Mn(E).

We introduce the concept of matrix non-Archimedean fuzzy normed space.

Definition 4. Let (X,N) be a non-Archimedean fuzzy normed space.

(i) (X, {Nn}) is called a matrix non-Archimedean fuzzy normed space if for each positive integer n, (Mn(X), Nn) is a

non-Archimedean fuzzy normed space and Nk(AxB, t) ≥ Nn
(
x, t
‖A‖·‖B‖

)
for all t > 0, A ∈Mk,n(R), B ∈Mn,k(R)

and x = [xij ] ∈Mn(X) with ‖A‖ · ‖B‖ 6= 0.

(ii) (X, {Nn}) is called a complete matrix non-Archimedean fuzzy normed space if (X,N) is a non-Archimedean

fuzzy Banach space and (X, {Nn}) is a matrix non-Archimedean fuzzy normed space.

Example 5. Let (X,
{
‖.‖n

}
) is a matrix normed space. Let Nn(x, t) = t

t+‖x‖n
for all t > 0 and x = [xij ] ∈Mn(X).

Then

Nk(AxB, t) = t
t+‖AxB‖k

≥ t
t+‖A‖·‖x‖n·‖B‖

=

t
‖A‖·‖B‖

t
‖A‖‖B‖+‖x‖n

for all t > 0, A ∈ Mk,n(R), B ∈ Mn,k(R) and x = [xij ] ∈ Mn(X) with ‖A‖ · ‖B‖ 6= 0. So (X, {Nn}) is a matrix

non-Archimeaden fuzzy normed space.

Definition 6. Let X be a set. A function d : X ×X → [0,∞] is called a generalized metric on X if d satisfies

(1) d(x, y) = 0 if and only if x = y;

(2) d(x, y) = d(y, x) forall x, y ∈ X;

(3) d(x, z) ≤ d(x, y) + d(y, z) forall x, y, z ∈ X.
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Theorem 7. [17] Let (x, d) be a complete generalized metric space and let J : X → Y be a strictly contractive

mapping with a Lipschitz constant α < 1.Then, for each given element x ∈ X, either d(Jnx, Jn+1x) =∞.

for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(Jnx, Jn+1x) <∞ for all n ≥ n0;

(2) the sequence {Jnx}converges to a fixed point y∗ of J ;

(3) y∗ is the unique fixed pointof J ;

(4) d(y, y∗) ≤ 1
1−αd(y, Jy) forall y ∈ Y .

In this paper, we establish some stability results concerning the following new mixed type AQ-functional equation

f(−x+ 2y) + 2[f(3x− 2y) + f(2x+ y)− f(y)− f(y − x)] (1.1)

= 3[f(x+ y) + f(x− y) + f(−x)] + 4f(2x− y)

in matrix non-Archimedean fuzzy normed spaces by using the fixed point method.

Theorem 8. Let A and B be real vector spaces. If an odd mapping f : A → B satisfies (1.1), then f is additive.

Proof. Suppose that f is an odd mapping. Then (1.1) is equivalent to

− f(x− 2y) + 2[f(3x− 2y) + f(2x+ y)− f(y)] = 3[f(x+ y)− f(x)] + f(x− y) + 4f(2x− y) (1.2)

for all x, y ∈ A. Replacing x by x+ y in (1.2), we obtain

− f(x− y) + 2[f(3x+ y) + f(2x+ 3y)− f(y)] = 3[f(x+ 2y)− f(x+ y)] + f(x) + 4f(2x+ y) (1.3)

for all x, y ∈ A. Replacing (x, y) by (x+ y,−y) in (1.3), we obtain

− f(x+ 2y) + 2[f(3x+ 2y) + f(2x− y) + f(y)] = 3[f(x− y)− f(x)] + f(x+ y) + 4f(2x+ y) (1.4)

for all x, y ∈ A. Subtracting (1.3) from (1.4) and then dividing the resulting equation by 2, we get

−f(x+ 2y) + f(x− y) + f(2x+ 3y)− f(3x+ 2y) + f(3x+ y)− f(2x− y)

= −2f(x+ y) + 2f(x) + 2f(y) (1.5)

for all x, y ∈ A. Interchanging x and y in (1.5) and then adding the resulting equation to (1.5), we get

−f(x+ 2y)− f(2x+ y) + f(3x+ y) + f(x+ 3y)− f(2x− y) + f(x− 2y)

= −4f(x+ y) + 4f(x) + 4f(y) (1.6)

for all x, y ∈ A. Replacing x by x− y in (1.6), we obtain

−f(x+ y)− f(2x− y) + f(3x− 2y) + f(x+ 2y)− f(2x− 3y) + f(x− 3y)

= −4f(x) + 4f(x− y) + 4f(y) (1.7)

for all x, y ∈ A. Replacing y by −y in (1.7), we obtain

−f(x− y)− f(2x+ y) + f(3x+ 2y) + f(x− 2y)− f(2x+ 3y) + f(x+ 3y)

= −4f(x) + 4f(x+ y)− 4f(y) (1.8)

for all x, y ∈ A. Adding (1.7) to (1.8), we get

−f(x+ 2y)− f(2x+ y) + f(3x+ y) + f(x+ 3y)− f(2x− y) + f(x− 2y)

= −2f(x) + 2f(x+ y)− 2f(y) (1.9)

for all x, y ∈ A. Subtracting (1.9) from (1.6) and then dividing the resulting equation by 6, we get

f(x+ y) = f(x) + f(y)

for all x, y ∈ A, as desired. �

Theorem 9. Let A and B be real vector spaces. If an even mapping f : A → B satisfies (1.1), then f is quadratic.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

440 Jung-Rye Lee ET AL 438-446



J. Lee, G.A. Anastassiou, C. Park, M. Ramdoss, V. Veeramani

Proof. Suppose that f is an even mapping. Then (1.1) is equivalent to

f(x− 2y) + 2[f(3x− 2y) + f(2x+ y)− f(y)] (1.10)

= 3[f(x+ y) + f(x)] + 5f(x− y) + 4f(2x− y)

for all x, y ∈ A. Replacing x by x+ y and y by x+ y in (1.10) and then comparing the two resulting equations, we

get

2f(x) + 4f(x+ 2y)− 2f(2x+ 3y) (1.11)

= −f(x+ y) + 5f(x− y) + 3f(y)− f(2x+ y)− 2f(x− 2y)

for all x, y ∈ A. Interchanging x and y in (1.11), we obtain

2f(y) + 4f(2x+ y)− 2f(3x+ 2y) (1.12)

= −f(x+ y) + 5f(x− y) + 3f(x)− f(x+ 2y)− 2f(2x− y)

for all x, y ∈ A. Replacing y by −y in (1.12), we get

2f(y) + 4f(2x− y)− 2f(3x− 2y) (1.13)

= −f(x− y) + 5f(x+ y) + 3f(x)− f(x− 2y)− 2f(2x+ y)

for all x, y ∈ A. Subtracting (1.13) from (1.10) and then dividing the resulting equation by 2, we get

2f(y) + 4f(2x− y)− 2f(3x− 2y) = −3f(x− y) + f(x+ y) (1.14)

for all x, y ∈ A. Replacing x by x+ y in (1.14), we get

f(x+ 2y) + 2[f(3x+ y)− f(y)] = 3f(x) + 4f(2x+ y) (1.15)

for all x, y ∈ A. Replacing y by y − x in (1.15), we get

f(−x+ 2y) + 2[f(2x+ y)− f(y − x)] = 3f(x) + 4f(x+ y) (1.16)

for all x, y ∈ A. Replacing y by −y in (1.16), we obtain

f(x+ 2y) + 2[f(2x− y)− f(x+ y)] = 3f(x) + 4f(x− y) (1.17)

for all x, y ∈ A. Replacing x by y and y by x in (1.16), we obtain that

f(2x− y) + 2[f(x+ 2y)− f(x− y)] = 3f(y) + 4f(x+ y) (1.18)

for all x, y ∈ A. Adding (1.17) to (1.18) and then dividing the resulting equation by 3, we get

f(x+ 2y) + f(2x− y) = f(x) + f(y) + 2f(x+ y) + 2f(x− y) (1.19)

for all x, y ∈ A. Subtracting (1.17) from (1.18) and then adding the resulting equation to (1.19), we get

f(x+ 2y) + f(x) = 2f(y) + 2f(x+ y) (1.20)

for all x, y ∈ A. Replacing x by x − y in (1.20), we obtain f(x + y) + f(x − y) = 2f(x) + 2f(y) for all x, y ∈ A.

This completes the proof. �

2. Hyers-Ulam stability of the additive-quadratic functional equation (1.1)

Throughout this paper, we assume that K is a non-Archimedean field, X is a vector space over K and (Y,Nn)

is a complete matrix non-Archimedean fuzzy normed space over K, and (Z,N ′) is (an Archimedean or a non-

Archimedean fuzzy) normed space.

For a mapping f : X → Y , define G f : X2 → Y and G fn : Mn(X2)→Mn(Y ) by

Gf(a, b) = f(−a+ 2b) + 2[f(3a− 2b) + f(2a+ b)− f(b)− f(b− a)]

− 3[f(a+ b) + f(a− b) + f(−a)]− 4f(2a− b),
Gfn([xij ], [yij ]) = fn([−xij + 2yij ]) + 2[fn([3xij − 2yij ]) + fn([2xij + yij ])− fn([yij ])− fn([yij − xij ])]

− 3[fn([xij + yij ]) + fn([xij − yij ]) + fn([−xij ])]− 4fn([2xij − yij ])

for all a, b ∈ X and all x = [xij ], y = [yij ] ∈Mn(X).

In this section, we investigate the Hyers-Ulam stability for the functional equation (1.1) in matrix non-Archimedean

fuzzy normed spaces by using the fixed point method.
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Theorem 10. Let q = ±1 be fixed and let ψ : X ×X → Z be a mapping such that for some η 6= 2 with
(
η
2

)q
< 1

N ′(ψ(2qa, 2qb) ≥ N ′
(
ψ(a, b), η−qt

)
(2.1)

for all a, b ∈ X and t > 0, and

lim
k→∞

N (2−kqGf(2kqa, 2kqb), t) = 1

for all a, b ∈ X and t > 0. Suppose that an odd mapping f : X → Y satisfies the inequality

N (Gfn([xij ], [yij ]), t) ≥ N ′
(

n∑
i,j=1

ψ(xij , yij), t

)
∀ x = [xij ], y = [yij ] ∈Mn(X), and t > 0. (2.2)

Then there exists a unique additive mapping A : X → Y such that

Nn(fn([xij ])−An([xij ]), t) ≥ min
{
N ′(ψ(xij , 0), |η − 2|n−2t) : i, j = 1, 2, · · · , n

}
(2.3)

for all x = [xij ] ∈Mn(X) and t > 0.

Proof. For the cases q = 1 and q = −1, we consider η < 2 and η > 2, respectively. Letting n = 1 in (2.2), we

obtain

N (Gf(a, b), t) ≥ N ′ (ψ(a, b), t) (2.4)

for all a, b ∈ X and t > 0. Replacing (a, b) by (0, a) in (2.4), we get

N (f(2a)− 2f(a), t) ≥ N ′ (ψ(0, a), t)

for all a ∈ X and t > 0. Thus

N

(
f(a)− 1

2q
f(2qa),

η
q−1
2

|2|(
1+q
2

)
t

)
≥ N ′ (ψ(0, a), t) ∀ a ∈ X and t > 0. (2.5)

Consider the set M = {f : X → Y } and introduce the generalized metric ρ on M as follows:

ρ(f, g) =∈ ρ(f, g) = f
{
µ ∈ R+ : N (f(a)− g(a), µt) ≥ N ′ (ψ(0, a), t) , ∀a ∈ X, t > 0

}
We will prove that (M, ρ) is a complete generalized metric, First we will prove that ρ is a generalized metric on

M. Let ρ(f, g) = µ1 and ρ(g, h) = µ2. Then N (f(a)− g(a), µ1t) ≥ N ′ (ψ(0, a), t) and N (g(a)− h(a), µ2t) ≥
N ′ (ψ(0, a), t) for all a ∈ X and t > 0. Therefore, N (f(a)− h(a), (µ1 + µ2)t) ≥ N ′ (ψ(0, a), t). By definition of ρ,

ρ(f, h) ≤ µ1 + µ2 = ρ(f, g) + ρ(g, h). which means that ρ satisfies the triangle inequality. One can show that other

properties are satisfied. So ρ is a generalized metric on M.

Next we will prove that (M, ρ) is a complete generalized metric.

Suppose that {fn} is ρ-Cauchy, i.e., for any τ > 0, there exist n0, n > m ≥ n0, such that ρ(fn, fm) < τ .

By definition of ρ, there exists 0 < µ0 < τ , which satisfies

N (fn(a)− fm(a), τ t) ≥ N ′ (ψ(0, a), t)

for all a ∈ X and t > 0, n > m ≥ n0, i.e., {fn(a)} is a Cauchy sequence in Y . Since Y is complete, there exists

{f0(a)} ⊆ Y and {fn(a)} → {f0(a)}. Taking the limit as m→∞, we obtain

N (fn(a)− f0(a), τ t) ≥ N ′ (ψ(0, a), t)

for all a ∈ X and t > 0, n ≥ n0. Therefore,

ρ(fn, f0) = inf
{
µ ∈ R+ : N (fn(a)− f0(a), µt) ≥ N ′ (ψ(0, a), t)

}
< τ.

for all n ≥ n0, so that {fn} is ρ-convergent, i.e., (M, ρ) is a complete generalized metric.

Now consider the mapping P :M→M by

Pf(a) =
1

2q
f(2qa) ∀ f ∈M and a ∈ X.

Let f, g ∈M and ν be an arbitrary constant with ρ(f, g) ≤ ν. Then

N (f(a)− g(a), νt) ≥ N ′ (ψ(0, a), t) for all a ∈ X and t > 0.

Therefore, using (2.1), we get

N
(
Pf(a)− Pg(a), 2−qνt

)
= N (f(2qa)− g(2qa), νt) ,≥ N ′

(
ψ(0, a), η−qt

)
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for all a ∈ X and t > 0. Hence by definition ρ(Pf,Pg) ≤
(
η

2

)q
ν, that is, ρ(Pf,Pg) ≤ Lρ(f, g) for all f, g ∈ M.

This means that P is a contractive mapping with Lipschitz constant L =
(
η

2

)q
< 1.

It follows from (2.5) that ρ(f,Pf) ≤ η( q−1
2 )

|2|(
1+q
2 )

. Therefore according to Theorem 7, there exists a mapping

A : X → Y which satisfies

(1) A is a unique fixed point of P in the set S = {g ∈M : ρ(f, g) <∞}, which satisfies

A(2qa) = 2qA(a) ∀ a ∈ X.

In other words, there exists a µ > 0 satisfying

N (f(a)− g(a), µt) ≥ N ′ (ψ(0, a), t) ∀ a ∈ X and t > 0.

(2) ρ(Pkf,VU )→ 0 as k →∞. This implies the equality

lim
k→∞

1

2kq
f(2kqa) = A(a) ∀ a ∈ X.

(3) ρ(f,A) ≤ 1

1− η ρ(f,Pf), which implies the inequality ρ(f,A) ≤ 1

|2− η| . So

N
(
f(a)−A(a),

1

|2− η| t
)
≥ N ′ (ψ(0, a), t) ∀ a ∈ X and t > 0. (2.6)

By (2.4),

N (GA(a, b), t) = lim
k→∞

N (2−kqGf(2kqa, 2kqb), t) ≥ lim
k→∞

N ′(2−kqψ(2kqa, 2kqb), t) = 1.

Hence by (N2), GA(a, b) = 0. Thus A is additive.

We note that ej ∈ M1,n(R) means that the j-th component is 1 and the others are zero,

Eij ∈ Mn(X) means that (i, j)-component is 1 and the others are zero, and Eij ⊗ x ∈ Mn(X) means that

(i, j)-component is x and the others are zero. Since N(Ekl ⊗ x, t) = N(x, t), we have

Nn([xij ], t) = Nn

(
n∑

i,j=1

Eij ⊗ xij , t

)
≥ min {Nn(Eij ⊗ xij , tij) : i, j = 1, 2, ..., n}

= min {N(xij , tij) : i, j = 1, 2, ..., n} ,

where t =
n∑

i,j=1

tij . So Nn([xij ], t) ≥ T
{
N(xij ,

t
n2 ) : i, j = 1, 2, · · · , n

}
.

By (2.6),

N (fn([xij ])−An([xij ]), t) ≥ min
{
N
(
f(xij)−A(xij),

t

n2

)
: i, j = 1, 2, · · · , n.

}
≥ min

{
N ′
(
ψ(0, xij), |2− η|n−2t

)
: i, j = 1, 2, ..., n

}
for all x = [xij ] ∈Mn(X) and t > 0. Thus A : X → Y is a unique additive mapping satisfying (2.3). �

Corollary 1. Let q = ±1 be fixed and let p be a nonnegative real number with p 6= 1 and Υ ∈ Z. Let f : X → Y

be an odd mapping such that

Nn(Gfn([xij ], [yij ]), t) ≥
n∑

i,j=1

N ′(Υ(‖xij‖p + ‖yij‖p), t)

for all x = [xij ], y = [yij ] ∈Mn(X) and t > 0. Then there exists a unique additive mapping A : X → Y such that

N (fn([xij ])−An([xij ]), t) ≥ min
{
N ′(‖x‖p Υ, |2− 2p|n−2t) : i, j = 1, 2, · · · , n

}
(2.7)

for all x = [xij ] ∈Mn(X) and t > 0.

Proof. The proof follows from Theorem 10 by taking ψ(a, b) = Υ(‖a‖p+‖b‖p) for all a, b ∈ X. Then we can choose

η = 2q(p−1), and we can obtain the required result. �

The following corollary gives the Hyers-Ulam stability for the additive functional equation (1.1).
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Corollary 2. Let q = ±1 be fixed and let p be a nonnegative real number with p = v + w 6= 1 and Υ ∈ Z. Let

f : X → Y be an odd mapping such that

Nn(Gfn([xij ], [yij ]), t) ≥
n∑

i,j=1

N ′(Υ(‖xij‖v · ‖yij‖w + ‖xij‖v+w + ‖yij‖v+w), t)

for all x = [xij ], y = [yij ] ∈Mn(X) and t > 0. Then there exists a unique additive mapping A : X → Y satisfying

(2.7).

Proof. The proof follows from Theorem 10 by taking ψ(a, b) = Υ(‖a‖v · ‖b‖w + ‖a‖p + ‖b‖p) for all a, b ∈ X. Then

we can choose η = 2q(p−1), and we can obtain the required result. �

Theorem 11. Let q = ±1 be fixed and let ψ : X ×X → Z be a mapping such that for some η 6= 4 with
(
η
4

)q
< 1

N ′(ψ(2qa, 2qb) ≥ N ′
(
ψ(a, b), η−qt

)
(2.8)

for all a, b ∈ X and t > 0, and lim
k→∞

N (4−kqGf(2kqa, 2kqb), t) = 1 for all a, b ∈ X and t > 0. Suppose that an even

mapping f : X → Y with f(0) = 0 satisfies the inequality

N (Gfn([xij ], [yij ]), t) ≥ N ′
(

n∑
i,j=1

ψ(xij , yij), t

)
∀ x = [xij ], y = [yij ] ∈Mn(X), and t > 0. (2.9)

Then there exists a unique quadratic mapping Q : X → Y such that

Nn(fn([xij ])−Qn([xij ]), t) ≥ min
{
N ′(ψ(0, xij), |η − 4|n−2t) : i, j = 1, 2, · · · , n

}
(2.10)

for all x = [xij ] ∈Mn(X) and t > 0.

Proof. For the cases q = 1 and q = −1, we consider η < 4 and η > 4, respectively. Letting n = 1 in (2.9), we

obtain

N (Gf(a, b), t) ≥ N ′ (ψ(a, b), t) (2.11)

for all a, b ∈ X and t > 0. Replacing (a, b) by (0, a) in (2.11), we get

N (f(2a)− 4f(a), t) ≥ N ′ (ψ(0, a), t) (2.12)

for all a ∈ X and t > 0. Thus

N

(
f(a)− 1

4q
f(2qa),

η
q−1
2

|4|(
1+q
2

)
t

)
≥ N ′ (ψ(0, a), t) ∀ a ∈ X and t > 0. (2.13)

We consider the set M = {f : X → Y } and introduce the generalized metric ρ on M as follows:

ρ(f, g) = inf
{
µ ∈ R+ : N (f(a)− g(a), µt) ≥ N ′ (ψ(0, a), t) , ∀a ∈ X, t > 0

}
.

It is easy to check that (M, ρ) is a complete generalized metric (see also Theorem 10).

Define the mapping P :M→M by Pf(a) =
1

4q
f(2qa) for all f ∈M and a ∈ X.

Let f, g ∈M and ν be an arbitrary constant with ρ(f, g) ≤ ν. Then

N (f(a)− g(a), νt) ≥ N ′ (ψ(0, a), t)

for all a ∈ X and t > 0. Therefore, using (2.8), we get

N
(
Pf(a)− Pg(a), 4−qνt

)
= N (f(2qa)− g(2qa), νt) ,≥ N ′

(
ψ(0, a), η−qt

)
for all a ∈ X and t > 0. Hence by definition ρ(Pf,Pg) ≤

(
η

4

)q
ν, that is, ρ(Pf,Pg) ≤ Lρ(f, g) for all f, g ∈ M.

This means that P is a contractive mapping with Lipschitz constant L =
(
η

4

)q
< 1.

It follows from (2.13) that ρ(f,Pf) ≤ η( q−1
2 )

|4|(
1+q
2 )

. Therefore according to Theorem 7, there exists a mapping

Q : X → Y which satisfies

(1) Q is a unique fixed point of P, which satisfies Q(2qa) = 4qQ(a) for all a ∈ X.
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(2) ρ(f,Q) ≤ 1

1− η ρ(f,Pf), which implies the inequality ρ(f,Q) ≤ 1

|4− η| . So

N
(
f(a)−Q(a),

1

|4− η| t
)
≥ N ′ (ψ(0, a), t) ∀ a ∈ X and t > 0. (2.14)

By (2.11), N (GQ(a, b), t) = lim
k→∞

N (4−kqGf(2kqa, 2kqb), t) ≥ lim
k→∞

N ′(4−kqψ(2kqa, 2kqb), t) = 1.

Hence by (N2), GQ(a, b) = 0. Thus Q is quadratic.

Since N(Ekl ⊗ x, t) = N(x, t), we have

Nn([xij ], t) = Nn

(
n∑

i,j=1

Eij ⊗ xij , t

)
≥ min {Nn(Eij ⊗ xij , tij) : i, j = 1, 2, ..., n}

= min {N(xij , tij) : i, j = 1, 2, ..., n} ,

where t =
n∑

i,j=1

tij . So Nn([xij ], t) ≥ min
{
N(xij ,

t
n2 ) : i, j = 1, 2, ..., n

}
.

By (2.14),

N (fn([xij ])−Qn([xij ]), t) ≥ min
{
N
(
f(xij)−Q(xij),

t

n2

)
: i, j = 1, 2, · · · , n.

}
≥ min

{
N ′
(
ψ(0, xij), |4− η|n−2t

)
: i, j = 1, 2, · · · , n

}
for all x = [xij ] ∈Mn(X) and t > 0. Thus Q : X → Y is a unique quadratic mapping satisfying (2.10). �

Corollary 3. Let q = ±1 be fixed and let p be a nonnegative real number with p 6= 2 and Υ ∈ Z . Let f : X → Y

be an even mapping satisfying f(0) = 0 and

Nn(Gfn([xij ], [yij ]), t) ≥ N ′(
n∑

i,j=1

Υ(‖xij‖p + ‖yij‖p), t)

for all x = [xij ], y = [yij ] ∈Mn(X) and t > 0. Then there exists a unique quadratic mapping Q : X → Y such that

N (fn([xij ])−Qn([xij ]), t) ≥ min
{
N ′(‖x‖p Υ, |4− 2p|n−2t) : i, j = 1, 2, · · · , n

}
(2.15)

for all x = [xij ] ∈Mn(X) and t > 0.

Proof. The proof follows from Theorem 11 by taking ψ(a, b) = Υ(‖a‖p+‖b‖p) for all a, b ∈ X. Then we can choose

η = 2q(p−2), and we can obtain the required result. �

The following corollary gives the Hyers-Ulam stability for the quadratic functional equation (1.1).

Corollary 4. Let q = ±1 be fixed and let p be a nonnegative real number with p = v + w 6= 2 and Υ ∈ Z. Let

f : X → Y be an even mapping satisfying f(0) = 0 and

Nn(Gfn([xij ], [yij ]), t) ≥ N ′(
n∑

i,j=1

Υ(‖xij‖v · ‖yij‖w + ‖xij‖v+w + ‖yij‖v+w), t)

for all x = [xij ], y = [yij ] ∈Mn(X) and t > 0. Then there exists a unique quadratic mapping Q : X → Y satisfying

(2.15).

Proof. The proof follows from Theorem 11 by taking ψ(a, b) = Υ(‖a‖v · ‖b‖w + ‖a‖p + ‖b‖p) for all a, b ∈ X. Then

we can choose η = 2q(p−2), and we can obtain the required result. �
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Abstract

This paper deals with the existence of continuous selection of a multivalued mapping in
product space. Many authors provided existence of continuous map for lower semicontinuous.
We provide continuous selection for weakly lower semicontinuous. Rhybinski [9] proved the
existence for contraction type mapping. We prove the existence for some general type of
mapping different from contraction mapping.

1 Introduction and preliminaries

Let X be a normed linear space. Then B = {x ∈ X : ‖x‖ ≤ 1} represents the closed unit ball
and B0 = {x ∈ X : ‖x‖ < 1} represents the open unit ball in X. First we quote some notations
and basic facts that are used in the sequal

P(X) = {A ⊂ X : A 6= ∅},
Pcl(X) = {A ∈ P(X) : A is closed},
Pcv(X) = {A ∈ P(X) : A is convex},
Pcl,cv(X) = {A ∈ P(X) : A is closed, convex}.

For x ∈ X, A,B ∈ P(X),

δ(A,B) = sup{d(x,B) : x ∈ A}.

H(A,B) = max{δ(A,B), δ(B,A)}.
Let us consider the mapping T : X × Y → Pcl,cv(Y ). Then the fixed point set is defined as

PT (x) := {y ∈ Y : y ∈ T (x, y)}. See [1, 2] for more information on fixed point theory.

Definition 1.1. A multivalued mapping F : X → P(Y ) is called lower semicontinuous (l.s.c.)
at x0 ∈ X if and only if for every ε > 0 and z ∈ F (x0) there exists a neighborhood Uz containing
x0 with the property that

z ∈ ∩{F (x) + εB0 : x ∈ Uz}.

2010 Mathematics Subject Classification: 47H04, 47H10.
Keywords: weakly lower semicontinuous map, continuous selection, paracompact space, perfectly normal

space.
∗Corresponding author: Choonkil Park (email: baak@hanyang.ac.kr, office: +82-2-2220-0892).
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Definition 1.2. A multivalued mapping F is said to be weakly lower semicontinuous (w.l.s.c.)
at x0 ∈ X if ond only if for every ε > 0 and for every neighborhood V containing x0, there exists
a point x1 ∈ V so that for every z ∈ F (x1) there is a neighborhood Uz containing x0 satifying
the condition that

z ∈ ∩{F (x) + εB0 : x ∈ Uz}.

It is well known that F is l.s.c. (w.l.s.c.) if and only if F is l.s.c. (w.l.s.c.) at every x ∈ X.
Also, it is easy to see that f is l.s.c. implies that F is w.l.s.c., but the converse is not true [8].

A topological space X is said to be paracompact if every open cover of X has a locally finite
refinement. A cover {Uβ}β∈J is called a refinement of {Wα}α∈I if for all β ∈ J , there exists
α ∈ I such that Uβ ⊂ Wα. Also, a collection {Ai : i ∈ I} of subsets of X is locally finite if and
only if for each x ∈ X there is an open U 3 x with |{i ∈ I : Ai ∩ U 6= ∅}| < ∞. A topological
space X is said to be perfectly normal if it is normal and every closed subset is a Gδ subset. A
multivalued mapping T : X × Y → Pcl,cv(Y ) is said to satisfy condition C if there exists K < 1
such that

H(T (x, y1), T (x, y2)) ≤ K‖y1 − y2‖ for x ∈ X, y1, y2 ∈ Y.

In a similar way, a multivalued mapping H : X × Y → Pcl,cv(Y ) is said to satisfy condition
N if it satisfies

H(T (x, y1), T (x, y2)) ≤ ‖y1 − y2‖ for x ∈ X, y1, y2 ∈ Y.

In 1956, Michael [6] was the first person to study about continuous selection for a given
multivalued mapping under some suitable conditions. The following theorem is due to Michael.

Theorem 1.3. [6] In a paracompact space X, the lower semi-continuous multivalued mapping
F : X → Pcl,cv(Y ) has a continuous selection, where Y is a Banach space.

The importance of the above theorem was first noticed by Browder [4], who used the theo-
rem to prove Fan Browder theorem. Later, many researchers established results on continuous
selections with applications (see [3, 5, 7, 10, 11]). Further, in [8], Przeslawski and Rybinski has
generalized Michael selection theorem for weakly lower semicontinuous mapping. They proved
the existence of continuous selection for w.l.s.c. which is weaker than l.s.c. Rybinski [9] proved
the following theorem.

Theorem 1.4. Let X be a paracompact and perfectly normal topological space and Y be a closed
subset of a Banach space (Z, ‖ · ‖). Assume that T : X × Y → Pcl,cv(Y ) satisfies condition C
and also, satisfies the condition that for every y ∈ Y the multivalued mapping T (·, y) is w.l.s.c.
Then there exists a continuous mapping h : X × Y → Y such that h(x, y) ∈ PT (x) for every
(x, y) ∈ X × Y .

In this direction, we study the existence of continuous selection for multivalued mapping
with certain conditions. For that, we need the following lemma and theorem.

Lemma 1.5. [8] Let X and Y be any topological spaces. If T : X → Pcl,cv(Y ) is a w.l.s.c.
multivalued mapping and f : X → Y is a continuous and open mapping, then T ◦ f is w.l.s.c.

Theorem 1.6. [8] If X is a paracompact topological space, Y is a normed linear space and
F : X → Pcl,cv(Y ) is w.l.s.c., then F has a continuous selection.

2 Existence of continuous selections

In this section, we provide continuous selection for some general type of mapping.

Theorem 2.1. Let F : X1 ×X2 → X2 be any multivalued mapping with the property that
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1. F (., x2) is w.l.s.c for every x2 ∈ X2,

2. F satisfies property (N ).

Then, for a given continuous mapping α : X1 × X2 → X2, the new mapping (x1, x2) →
F (x1, α(x1, x2)) is w.l.s.c.

Proof. Let us define S := X1×X2 and defineG : S×X2 → Pcl,cv(X2) byG(s, u) = F (PX(s), u) =
F (x1, u) for s ∈ S and u ∈ X2. Now our aim is to show that the mapping s → G(s, α(s)) is
w.l.s.c. By Lemma 1.5, it is clear that G(., u) is w.l.s.c. for every u ∈ X2.

Step 1: For an s0 ∈ S and an ε > 0 and a neighborhood O 3 s0, by continuity of α, we can
choose a neighborhood V ⊂ O of s0 with the property that

‖α(s)− α(s0)‖ <
ε

3

for each s ∈ V.
Step 2: Since G(., u) is w.l.s.c., by applying the definition of weakly lower semicontinuity

for this V, we can find a point s1 so that for any v ∈ G(s1, α(s0)), there exists a neighborhood
Uv of s0 with

v ∈ ∩{G(s, α(s0)) +
ε

3
B0 : s ∈ Uv}. (1)

Step 3: Let v1 ∈ G(s1, α(s1)). Since F satisfies property (N ), we have

H(G(s, u1), G(s, u2)) ≤ ‖u1 − u2‖.

Using the above, we can find v ∈ G(s1, α(s0)) such that

‖v − v1‖ ≤ ‖α(s1)− α(s0)‖ <
ε

3
.

For such v, applying Step 2, we get Uv which satisfies (1). Observe thatG(s, α(s0)) ⊆ G(s, α(s))+
ε
3B

0. Hence G(s, α(s0)) + ε
3 ⊆ G(s, α(s)) + 2 ε3B

0, and so v ∈ ∩{G(s, α(s)) + 2 ε3B
0 : s ∈ Uv ∩V }.

Thus v1 ∈ ∩{G(s, α(s) + εB0 : s ∈ Uv ∩ V )}, which gives our claim.

Lemma 2.2. Let H : X → Pcl(Y ) be w.l.s.c. and h : X → Y is continuous. Then for every
continuous function d : X → [0,∞) such that H(x) ∩ (h(x) + d(x)B) 6= ∅, the multivalued
mapping S : X → Pcl(Y ) defined by S(x) = H(x) ∩ (h(x) + d(x)B) is w.l.s.c.

Proof. Fix any x0 ∈ X. If d(x0) = 0, then nothing to prove. Suppose d(x0) > 0. Fix ε > 0
and any neighborhood V of x0. Then choose δ > 0 such that δ < min{d(x0), ε}. Now, choose a
neighborhood W of x0, W ⊆ V, such that for x1, x2 ∈W,

|d(x1)− d(x2)| <
δ

2
,

‖f(x1)− f(x2)‖ <
δ

2
.

Choose a point x′ in W such that for every z ∈ H(x′), there exists Uz of x0 such that

z ∈ ∩{H(x) + δB0 : x ∈ Uz}. (2)

Now our claim is that this x′ is the required point. To see this, take any arbitrary

z′ ∈ H(x′) ∩ (h(x′) + d(x′)B).
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Since z′ ∈ H(x′), by (2), there exists Uz′ 3 x0 such that z′ ∈ ∩{H(x) + δB0 : x ∈ Uz′}. Let us
define Wz′ := W ∩ Uz′ . Then this is our required neighborhood for each z′.

‖z′ − h(x)‖ ≤ ‖z′ − h(x′)‖+ ‖f(x′)− h(x)‖

≤ d(x′) +
δ

2
< d(x) + δ.

It follows that

z′ ∈ ∩{(H(x) + δB0) ∩ (h(x) + d(x)B + δB0) : x ∈Wz′},
z′ ∈ ∩{(H(x) ∩ (h(x) + d(x)B) + δB0 : x ∈Wz′},
z′ ∈ ∩{G(x) + δB0 : x ∈Wz′}.

Hence z′ ∈ ∩{G(x) + εB0 : x ∈Wz′}.

Theorem 2.3. Let α1, α2 : X1 × X2 → X2 be mappings such that α2 is a selection of the
multivalued mapping (x1, x2)→ F (x1, α(x1, x2)). Then there exists a continuous selection α3 of
the multivalued mapping (x1, x2)→ F (x1, α2(x1, x2)) such that

‖α1(x1, x2)− α2(x1, x2)‖ ≤
λ

1− λ
‖α2(x1, x2)− α1(x1, x2)‖,

d(α3(x1, x2), F (x1, α3(x1, x2))) ≤
λ

1− λ
‖α2(x1, x2)− α1(x1, x2)‖

for all (x1, x2) ∈ X1 ×X2.

Proof. By hypothesis, we have α2(x1, x2) ∈ F (x1, α1(x1, x2)). Then

d(α2(x1, x2), F (x1, α2(x1, x2))) ≤ H(F (x1, α1(x1, x2)), F (x1, α2(x1, x2)))

≤ λ[d(α1(x1, x2), F (x1, α1(x1, x2)))

+ d(α2(x1, x2), F (x1, α2(x1, x2)))],

(1− λ)d(α2(x1, x2), F (x1, α2(x1, x2))) ≤ λd(α1(x1, x2), F (x1, α1(x1, x2))),

d(α2(x1, x2), F (x1, α2(x1, x2))) ≤
λ

1− λ
d(α1(x1, x2), F (x1, α1(x1, x2)))

≤ λ

1− λ
‖α1(x1, x2)− α2(x1, x2)‖.

Now, define a new mapping G : X1 × X2 → Pcl,cv(X2) by G(x1, x2) := F (x1, α2(x1, x2)) ∩
(α2(x1, x2)) + λ

1−λ‖α1(x1, x2)− α2(x1, x2)‖. Then, clearly, G is well defined and by Lemma 2.2
G is w.l.s.c. By Theorem 1.6, G has a continuous selection α3 : X1 × X2 → X,. which is our
required mapping.

Theorem 2.4. Let X1 be a paracompact and perfectly normal topological space and X2 be a
Banach space. Assume that

1. F : X1 ×X2 → Pcl,cv(X2) satisfies property (N ),

2. for a given x ∈ X, the mapping F satifies H(F (x, v1), F (x, v2)) ≤ λ[d(v1, F (x, v1)) +
d(v2, F (x, v2))], where λ < 1

2 ,
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3. for each x2 ∈ X2, the mapping F (., x2) is w.l.s.c.

Then there exists a continuous mapping f : X1 × X2 → X2 such that f(x1, x2) ∈ PH(x1) for
every (x1, x2) ∈ X1 ×X2.

Proof. Choose α0 : X1 × X2 → X2 by α0(x1, x2) = x2. Then α0 is continuous. Now using
Theorem 2.1, we get (x1, x2) → F (x1, α0(x1, x2)) is w.l.s.c. Applying Theorem 1.6, we get a
continuous selection α1 : X1 ×X2 → X2 for the mapping (x1, x2)→ F (x1, α0(x1, x2)).

By Theorem 2.3, there exists a continuous selection α2 : X1 × X2 → X2 for (x1, x2) →
F (x1, α1(x1, x2)) satisfying the following two conditions

‖α2(x1, x2)− α1(x1, x2)‖ ≤
λ

1− λ
‖α1(x1, x2)− α0(x1, x2)‖,

d(α2(x1, x2), F (x1, α2(x1, x2))) ≤
λ

1− λ
‖α1(x1, x2)− α0(x1, x2)‖

for every (x1, x2) ∈ X1 ×X2.
By proceeding the above process, we get a sequence of continuous functions αn : X1×X2 →

X2 with the following properties:

‖αn(x1, x2)− αn−1(x1, x2)‖ ≤
λ

1− λ
‖αn−1(x1, x2)− αn−2(x1, x2)‖,

d(αn(x1, x2), F (x1, αn(x1, x2))) ≤
λ

1− λ
‖αn(x1, x2)− αn−1(x1, x2)‖

for n = 1, 2, . . . , (x1, x2) ∈ X1 × X2. For a fixed pair (x1, x2), the sequence (αn(x1, x2)) is a
Cauchy sequence. To see this, using the following inequality

‖αn(x1, x2)− αn−1(x1, x2)‖ ≤ (
λ

1− λ
)n−1‖α1(x1, x2)− α0(x1, x2)‖.,

we show that (αn(x1, x2)) is a Cauchy sequence. Since X2 is complete, this Cauchy sequence
converges.

Now, define f : X1×X2 → X2 by f(x1, x2) = lim
n→∞

αn(x1, x2). It is clear that f is well-defined.

Next, our aim is to claim that f is continuous. For that, fix any (x′1, x
′
2) ∈ X1 ×X2. Then,

consider

‖f(x1, x2)− f(x′1, x
′
2)‖ ≤‖f(x1, x2)− αn(x1, x2)‖

+ ‖αn(x1, x2)− αn(x′1, x
′
2)‖

+ ‖αn(x′1, x
′
2)− f(x1, x2)‖.

Since α′ns are continuous and αn(x1, x2) is convergent for every (x1, x2) ∈ X1×X2, applying all
these in the above inequality, we can conclude f is continuous.

Next, consider

d(f(x1, x2), F (x1, f(x1, x2))) ≤ ‖f(x1, x2)− αn(x1, x2)‖
+ d(αn(x1, x2), F (x1, f(x1, x2)))

≤
∞∑
m=n

(
λ

1− λ
)m‖α1(x1, x2)− α0(x1, x2)‖

+
λ

1− λ
‖αm(x1, x2)− αm−1(x1, x2)‖

≤
∞∑
m=n

(
λ

1− λ
)m‖α1(x1, x2)− α0(x1, x2)‖

+
∞∑
m=n

(
λ

1− λ
)n‖α1(x1, x2)− α0(x1, x2)‖.
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Hence f(x1, x2) ∈ F (x1, f(x1, x2)).
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REFINED STABILITY OF SET-VALUED FUNCTIONAL EQUATIONS

HONG-MEI LIANG, HARK-MAHN KIM, AND HWAN-YONG SHIN

Abstract. Recently, stability results of set-valued functional equations on domain of cones

in Banach spaces are obtained by several authors. In this paper, we present the refined

stability results of set-valued functional equations which is stable in the sense of Aoki,

Rassias and Gǎvrutǎ on domain of cones.

1. Introduction

The Hyers–Ulam stability problem was originated by S. M. Ulam [16] in 1940 as follows:

Let G1 be a group and let G2 be a metric group with the metric d(·, ·). Given ε > 0, does there

exist a δ > 0 such that if a function h : G1 → G2 satisfies the inequality d(h(xy), h(x)h(y)) ≤ δ
for all x, y ∈ G1, then there exists a homomorphism H : G1 → G2 with d(h(x), H(x)) < ε for

all x ∈ G1.

Ulam’s question was partially solved by D. H. Hyers [6] in the case of approximately

additive functions and when the groups in the question are Banach spaces. In fact, Hyers

proved that each solution of the inequality ‖f(x+y)−f(x)−f(y)‖ ≤ ε for all x and y can be

approximated by an exact solution, say an additive function. In this case, it is said that the

Cauchy additive functional equation f(x+ y) = f(x) + f(y) satisfies Hyers–Ulam stability or

that the equation is stable in the sense of Hyers–Ulam.

Many mathematicians attempted to moderate the condition for the bound of the norm of

the Cauchy difference. First, T. Aoki [1] proved the stability of Cauchy functional equations

by changing the bound of Cauchy difference as follows

‖f(x+ y)− f(x)− f(y)‖ ≤ ε(‖x‖p + ‖y‖p),

where p ∈ (0, 1), and Rassias [14] obtained additional linear properties of this results. Fur-

thermore, the control function of Cauchy difference with some regularity conditions has been

employed by Gǎvrutǎ [5] as follows

‖f(x+ y)− f(x)− f(y)‖ ≤ ϕ(x, y).

1991 Mathematics Subject Classification. 39B52, 39B82, 54C65.

Key words and phrases. set-valued functional equation; generalized Hyers–Ulam stability; Cantor intersec-

tion theorem; cone subset in Banach spaces.
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Recently, as the development of non-convex analysis, cone sets were investigated by many

authors and were applied for various regions of optimization theory and mathematical physics

[10, 11]. Let X be a real Banach space and P a subset of X. P is called a cone [15] if

(i) P is closed, non-empty and P 6= {0},
(ii) ax+ by ∈ P for all x, y ∈ P and non-negative real numbers a, b,

(iii) P ∩ (−P ) = {0}.
Set-valued functions in Banach spaces also have received a lot of attention in the literature

[2]. Functional inclusion is a tool for defining many notions of set-valued analysis, e.g., linear,

affine, convex, concave, subadditive, superadditive set-valued maps. Finding a selection of

such set-valued maps, with some special properties, is one of the main problems of set-valued

analysis (see [2]). The stability theory of functional equations leads in some cases to such

problems and solving them provides Hyers–Ulam stability results [3, 4, 7]. In setting domain

of set-valued functions as a cone, some stability results of set-valued functional equations

were obtained by several authors [9, 13].

In this sequel, we introduce a result concerning with stability of set-valued functional

equations under cone domain. Let Y be a Banach space and P be a cone. We define the

following families of sets :

P0(Y ) := {A ⊆ Y : A is nonempty set}
cl(Y ) := {A ∈ P0(A) : A is closed set}
cz(Y ) := {A ∈ P0(A) : A is closed set containing zero}.

Theorem 1.1. (C. Park, D. O’Regan, R. Saadati, [13]) If F : P → cz(Y ) is a set-valued

mapping satisfying F (0) = {0},

F (x) + F (y) ⊆ 2F
(x+ y

2

)
(1.1)

and

sup{diam(F (x)) : x ∈ P} < +∞

for all x, y ∈ P , then there exists a unique additive mapping g : P → Y such that g(x) ∈ F (x)

for all x ∈ P .

In view of Theorem 1.1, if diam(F (x)) = ε, then sup{diam(F (x)) : x ∈ P} < +∞.
So if, in addition, F satisfies (1.1), we may understand Theorem 1.1 works good in the

sense of Hyers–Ulam. On the other hand, if diam(F (x)) = ‖x‖p, p 6= 0, we confirm that

sup{diam(F (x)) : x ∈ P} =∞, and so Theorem 1.1 cannot be favorably applied in this case.

Thus, in this paper, we are devoted to investigate refined stability results of Theorem

1.1, and also we present alternative new stability theorems and examples to provide refined

stability theorems of Theorem 1.1.
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Let A,B be nonempty subsets of a real vector space X and λ a real number. We define

A+B = {x ∈ X : x = a+ b, a ∈ A, b ∈ B}

λA = {x ∈ X : x = λa, a ∈ A}.

Lemma 1.2. [12] Let λ and µ be real numbers. If A and B are empty subsets of a real vector

space X, then

λ(A+B) = λA+ λB

(λ+ µ)A ⊆ λA+ µA.

Moreover, if A is convex in X and λµ ≥ 0, then we have

(λ+ µ)A = λA+ µA.

Lemma 1.3. If An and Bn are non-empty subsets of a real vector space X for all nonnegative

positive integer n, then

l⋂
n=0

An +

l⋂
n=0

Bn =

l⋂
n=0

(An +Bn)

for any given l ∈ N.

The following famous theorem is a crucial tool to prove our main theorems.

Theorem 1.4. (Cantor Intersection Theorem, [8]) Suppose (X, d) is a non-empty complete

metric space, and {Cn}n≥0 closed subsets of X which satisfies

C1 ⊇ C2 ⊇ · · · ⊇ Cn ⊇ Cn+1 ⊇ · · · .

If limn→∞ diam(Cn) = 0, where diam(Cn) is defined by diam(Cn) = sup{d(x, y)|x, y ∈ Cn},
then

⋂∞
n=1Cn consists of a single point.

From now on, let P be a cone for a Banach space Y . We present a main theorem, which

is an extended Hyers–Ulam stability of a set-valued functional equations on the domain of

cones.

Theorem 1.5. If F : P → cl(Y ) is a set-valued mapping satisfying

m∑
i=1

F (xi) ⊆ mF
(∑m

j=1 xj

m

)
(1.2)

and

lim
n→∞

diam(F (mnx))

mn
= 0(1.3)

for all x1, · · · , xm, x ∈ P , where m > 1 is a positive integer, then there exists a unique additive

mapping g : P → cl(Y ) such that g(x) ⊆ F (x) + (−1)F (0) for all x ∈ P .
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Proof. Since F (0) ∈ cl(Y ), F (0) has at least an element, say p ∈ F (0).

Letting x1 = x and xk = 0 for all k 6= 1, in (1.2), we have

F (x) + (m− 1){p} ⊆ F (x) + (m− 1)F (0) ⊆ mF (
x

m
)(1.4)

and so

F (x) + (−1){p} ⊆ m
(
F (

x

m
) + (−1){p}

)
(1.5)

for all x ∈ P. Replacing x by mn+1x in (1.5), then we obtain

F (mn+1x) + (−1){p} ⊆ m
(
F (mnx) + (−1){p}

)
and hence

F (mn+1x) + (−1){p}
mn+1

⊆ F (mnx) + (−1){p}
mn

for all x ∈ P and all n ∈ N ∪ {0}. Denoting Fn(x) :=
F (mnx) + (−1){p}

mn
for all x ∈ P and

all n ∈ N ∪ {0}, it results that {Fn(x)}≥0 is a decreasing sequence of closed subsets of the

Banach space Y . We have also

diam(Fn(x)) =
1

mn
diam(F (mnx) + (−1){p}) =

1

mn
diam(F (mnx)).

By (1.3), we get limn→∞ diam(Fn(x)) = 0 for all x ∈ P. Using the Cantor Intersection

Theorem for the sequence {Fn(x)}n≥0, the intersection
⋂

n≥0 Fn(x) is a singleton and we

denote this intersection by g(x) for all x ∈ P . Thus we obtain a mapping g : P → cl(Y ),

defined as g(x) :=
⋂

n≥0 Fn(x), which is a singleton from F because g(x) ⊆ F0(x) = F (x) +

(−1){p} ⊆ F (x) + (−1)F (0) for all x ∈ P .

Now, we show that g is additive. It follows from the definition of g and Lemma 1.3 that

m∑
i=1

g(xi) ⊆
m∑
i=1

l⋂
n=0

Fn(xi) =
l⋂

n=0

m∑
i=1

Fn(xi) ⊆
l⋂

n=0

(
mFn

(∑m
j=1 xj

m

))
for any l ∈ N ∪ {0}, thus

m∑
i=1

g(xi) ⊆
∞⋂
n=0

(
mFn

(∑m
j=1 xj

m

))
for all x1, · · · , xm ∈ P . On the other hand, one obtains vacuously

mg
(∑m

j=1 xj

m

)
⊆
∞⋂
n=0

(
mFn

(∑m
j=1 xj

m

))
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for all x1, · · · , xm ∈ P . Thus, since
⋂∞

n=0

(
mFn

(∑m
j=1 xj

m

))
is a singleton, we arrive at

m∑
i=1

g(xi) = mg
(∑m

j=1 xj

m

)
for all x1, · · · , xm ∈ P . Thus g is additive since g(0) = {0}. Therefore, we conclude that

there exists an additive mapping g : P → cl(Y ) such that g(x) ⊆ F0(x) ⊆ F (x) + (−1)F (0)

for all x ∈ P .

Next, we will finalize the proof by proving the uniqueness of g. Suppose that g′ : P → cl(Y )

is another additive mapping such that g′(x) ⊆ F (x) + (−1)F (0) for all x ∈ P . Then we have

mng(x) = g(mnx) ⊆ F (mnx) + (−1)F (0)

mng′(x) = g′(mnx) ⊆ F (mnx) + (−1)F (0)

for all n ∈ N ∪ {0} and all x ∈ P . Thus, we get

mndiam(g(x)− g′(x)) = diam(mng(x)−mng′(x))

= diam(g(mnx)− g′(mnx))

≤ diam(F (mnx) + (−1)F (0))

= diam(F (mnx)) + diam((−1)F (0))

which implies

diam(g(x)− g′(x)) ≤ 1

mn

[
diam(F (mnx)) + diam((−1)F (0))

]
for all n ∈ N ∪ {0} and all x ∈ P . Therefore, it follows from limn→∞

diam(F (mnx))
mn = 0 that

g(x) = g′(x) for all x ∈ P , as desired. �

The following corollary is a refined stability result of Theorem 1.1, if we take m = 2.

Corollary 1.6. If F : P → cl(Y ) is a set-valued mapping satisfying

m∑
i=1

F (xi) ⊆ mF
(∑m

j=1 xj

m

)
and

sup{diam(F (x)) : x ∈ X} < +∞

for all x1, · · · , xm, x ∈ P , then there exists a unique additive mapping g : P → cl(Y ) such

that g(x) ⊆ F (x) + (−1)F (0) for all x ∈ P .

Proof. Since sup{diam(F (x)) : x ∈ P} < +∞, limn→∞
diamF (mnx)

mn
= 0 for all x ∈ P .

Applying Theorem 1.5, we complete the proof. �
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Now, let us consider the following example with nontrivial set-valued function at zero.

Example 1.7. Let F : [0,∞)→ cl(R) be defined by

F (x) =

[ax, ax+ bxp], if x 6= 0,

[0, c], if x = 0,

where a, b are positive real numbers, c ≥ 0 and p ∈ (−∞, 0) ∪ (0, 1). It is easy to see that

F (x) + F (y) ⊆ 2F
(x+ y

2

)
, lim

n→∞

diam(F (2nx))

2n
= 0

for all x, y ∈ [0,∞). Also, we can check that

∞⋂
n=0

F (2nx) + (−1)F (0)

2n
= {ax}

for all x ∈ [0,∞). Therefore, there exists additive mapping g : [0,∞) → cl(R) defined by

g(x) = {ax} such that g(x) ⊆ F (x) + (−1)F (0) = [ax− c, ax+ bxp] for all x ∈ [0,∞). This

result can be found by applying Theorem 1.5.

However, it is noted that we cannot apply Theorem 1.1 to this example because

sup{diam(F (x)) : x ∈ [0,∞)} = +∞.

Next, we provide an alternative main theorem of Theorem 1.5.

Theorem 1.8. If F : P → cl(Y ) is a set-valued mapping satisfying

mF
(∑m

j=1 xj

m

)
⊆

m∑
i=1

F (xi)(1.6)

and

lim
n→∞

mndiam(F (
x

mn
)) = 0(1.7)

for all x1, · · · , xm, x ∈ P , then there exists a unique additive mapping g : P → cl(Y ) such

that g(x) ⊆ F (x) + (−1)F (0) for all x ∈ P .

Proof. By assumption (1.7), one has

lim
n→∞

mndiam(F (0)) = 0

and so F (0) is a singleton, say F (0) = {p}. Taking x1 = x and xk = 0 for all k 6= 0 in (1.6),

we obtain

m
(
F
( x
m

)
+ (−1){p}

)
⊆ F (x) + (−1){p}.(1.8)
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for all x ∈ P . And if we replace x by
x

mn
in (1.8), then we obtain

m
(
F (

x

mn+1
) + (−1){p}

)
⊆ F

( x
mn

)
+ (−1){p}

and so

mn+1
(
F
( x

mn+1

)
+ (−1){p}

)
⊆ mn

(
F
( x
mn

)
+ (−1){p}

)
for all x ∈ P and all n ∈ N∪ {0}. Defining Fn(x) = mn

(
F ( x

mn ) + (−1){p}
)

for all x ∈ P and

all n ∈ N ∪ {0}, we obtain that {Fn(x)}n≥0 is a decreasing sequence of closed subsets of the

Banach space Y . It is noted that

diam(Fn(x)) = diam
(
mn
(
F (

x

mn
) + (−1){p}

))
= mndiam

(
F
( x
mn

))
,

which implies limn→∞ diam(Fn(x)) = 0 for all x ∈ P by (1.7).

Employing the Cantor Intersection Theorem to the sequence {Fn(x)}n≥0,
⋂

n≥0 Fn(x) is a

singleton set and so we may define a mapping g : P → cl(Y ) by g(x) :=
⋂

n≥0 Fn(x), x ∈ P ,

which satisfies g(x) ⊆ F0(x) = F (x) + (−1){p} ⊆ F (x) + (−1)F (0) for all x ∈ P .

Now, we show that g is additive. It follows from Lemma 1.2 that

mFn

(∑m
j=1 xj

m

)
= m ·mn

(
F
( m∑
j=1

xj
mn ·m

)
+ (−1){p}

)
⊆ mn

m∑
i=1

(
F (

xi
mn

) + (−1){p}
)

=
m∑
i=1

Fn(xi)

for all x1, · · · , xm ∈ P . By the definition of g, we can get

mg
(∑m

j=1 xj

m

)
⊆

l⋂
n=0

mFn

(∑m
j=1 xj

m

)
⊆

l⋂
n=0

m∑
i=1

Fn(xi)

for any l ∈ N ∪ {0} and all x1, · · · , xm ∈ P , which yields

mg
(∑m

j=1 xj

m

)
⊆
∞⋂
n=0

m∑
i=1

Fn(xi).(1.9)

Moreover, it is easy to show that, for all x1, · · · , xm ∈ P ,

m∑
i=1

g(xi) ⊆
m∑
i=1

Fn(xi),∀n ∈ N ∪ {0}

and so
m∑
i=1

g(xi) ⊆
∞⋂
n=0

m∑
i=1

Fn(xi).(1.10)
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Therefore, it follows from (1.9) and (1.10) that

mg
(∑m

j=1 xj

m

)
=

m∑
i=1

g(xi),

that is, g is additive because g(0) = {0}.
Finally, let us prove the uniqueness of g. Suppose that g′ : P → cl(Y ) is an additive

mapping such that g′(x) ⊆ F (x) + (−1)F (0) for all x ∈ P . Then we have

1

mn
g(x) = g

( x
mn

)
⊆ F

( x
mn

)
+ (−1)F (0),

1

mn
g′(x) = g′

( x
mn

)
⊆ F

( x
mn

)
+ (−1)F (0)

for all n ∈ N ∪ {0} and all x ∈ P . Thus, noting singleton F (0), we get

1

mn
diam(g(x)− g′(x)) = diam(g(

x

mn
)− g′( x

mn
))

≤ diam
(
F (

x

mn
) + (−1)F (0)

)
= diam

(
F (

x

mn
)
)

for all x ∈ P and all n ∈ N ∪ {0}. It follows from (1.7) that g(x) = g′(x) for all x ∈ P , as

desired. �

Corollary 1.9. If F : P → cl(Y ) is a set-valued mapping satisfying F (0) = {0},

mF
(∑m

j=1 xj

m

)
⊆

m∑
i=1

F (xi)

and

lim
n→∞

mndiam(F (
x

mn
)) = 0

for all x1, · · · , xm, x ∈ P , then there exists a unique additive mapping g : P → cl(Y ) such

that g(x) ⊆ F (x) for all x ∈ P .

Example 1.10. Let F : [0,∞) → cl(R) be defined by F (x) = [ax, ax + bxp], where a, b are

positive real numbers and p > 1. Then, since the function xp is convex, it is easily checked

that 2F
(x+y

2

)
⊆ F (x) + F (y) and limn→∞ 2ndiam(F (

x

2n
)) = 0 for all x, y ∈ [0,∞). Thus,

there exists an additive mapping g : [0,∞) → cl(R) such that g(x) = {ax} ⊆ F (x) for all

x ∈ [0,∞) by Corollary 1.9.

Example 1.11. Finally, let H : [0,∞) → cl(R) be defined by H(x) = [ax, ax + bx], where

a, b are positive real numbers. Then, it follows easily that 2H
(x+y

2

)
= H(x) + H(y) for all

x, y ∈ [0,∞). However, there are two different additive mappings g1(x) := {ax}, g2(x) :=

{(a + b)x} such that g1(x), g2(x) ⊆ H(x) for all x ∈ [0,∞). In fact, one notes that either
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(1.3) or (1.7) is not satisfied for the function H, and so one cannot apply Theorems 1.5 and

1.8 to this example.

Thus, we remark that the set-valued function F (x) = [ax, ax + bx] has no Hyers–Ulam

stability property for the set-valued Cauchy–Jensen additive functional equation.
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APPROXIMATE CAUCHY-JENSEN AND BI-QUADRATIC MAPPINGS IN
2-BANACH SPACES

WON-GIL PARK AND JAE-HYEONG BAE

Abstract. In this paper, we obtain the stability of the Cauchy-Jensen and bi-quadratic functional
equation

2f

(
x+ y,

z + w

2

)
= f(x, z) + f(x,w) + f(y, z) + f(y, w),

f(x+ y, z + w) + f(x+ y,z − w) + f(x− y, z + w) + f(x− y, z − w)

= 4[f(x, z) + f(x,w) + f(y, z) + f(y, w)],

respectively, in 2-Banach spaces.

1. Introduction

In 1940, Ulam [7] suggested the stability problem of functional equations concerning the stability
of group homomorphisms: Let a group G and a metric group H with the metric ρ be given. For
each ε > 0, the question is whether or not there is a δ > 0 such that if f : G → H satisfies
ρ
(
f(xy), f(x)f(y)

)
< δ for all x, y ∈ G, then there exists a group homomorphism h : G → H

satisfying ρ(f(x), h(x)) < ε for all x ∈ G.
We introduce some definitions on 2-Banach spaces [2], [3].

Definition 1. Let X be a real linear space with dimX ≥ 2 and ∥·, ·∥ : X2 → R be a function.
Then (X, ∥·, ·∥) is called a linear 2-normed space if the following conditions hold:

(a) ∥x, y∥ = 0 if and only if x and y are linearly dependent,
(b) ∥x, y∥ = ∥y, x∥,
(c) ∥αx, y∥ = |α|∥x, y∥,
(d) ∥x, y + z∥ ≤ ∥x, y∥+ ∥x, z∥
for all α ∈ R and x, y, z ∈ X. In this case, the function ∥·, ·∥ is called a 2-norm on X.

Definition 2. Let {xn} be a sequence in a linear 2-normed space X. The sequence {xn} is said to
convergent in X if there exits an element x ∈ X such that

lim
n→∞

∥xn − x, y∥ = 0

1991 Mathematics Subject Classification. 39B52, 39B72.
Key words and phrases. linear 2-normed space, Cauchy-Jensen mapping, bi-quadratic mapping.
This research was supported by Basic Science Research Program through the National Research Foundation of Ko-

rea(NRF) funded by the Ministry of Education, Science and Technology(grant number 2017028238).
Competing interests. The authors declare that they have no competing interests.
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2 WON-GIL PARK AND JAE-HYEONG BAE

for all y ∈ X. In this case, we say that a sequence {xn} converges to the limit x, simply dented by
limn→∞ xn = x.

Definition 3. A sequence {xn} in a linear 2-normed space X is called a Cauchy sequence if for any
ε > 0, there exists N ∈ N such that for all m,n ≥ N , ∥xm−xn, y∥ < ε for all y ∈ X. For convenience,
we will write limm,n→∞ ∥xn − xm, y∥ = 0 for a Cauchy sequence {xn}. A 2-Banach space is defined to
be a linear 2-normed space in which every Cauchy sequence is convergent.

In the following lemma, we obtain some basic properties in a linear 2-normed space which will be
used to prove the stability results.

Lemma 4. ([1]) Let (X, ∥·, ·∥) be a linear 2-normed space and x ∈ X.
(a) If ∥x, y∥ = 0 for all y ∈ X, then x = 0.
(b)

∣∣∥x, z∥ − ∥y, z∥
∣∣ ≤ ∥x− y, z∥ for all x, y, z ∈ X.

(c) If a sequence {xn} is convergent in X, then limn→∞ ∥xn, y∥ = ∥ limn→∞ xn, y∥ for all y ∈ X.

Throughout this paper, let X be a normed space and Y a 2-Banach space. We introduce the
definitions of Cauchy-Jensen and bi-quadratic mappings.

Definition 5. A mapping f : X × X → Y is called a Cauchy-Jensen mapping if f satisfies the
system of equations

f(x+ y, z) = f(x, z) + f(y, z),
2f
(
x, y+z

2

)
= f(x, y) + f(x, z).

(1)

Definition 6. A mapping f : X×X → Y is called bi-quadratic if f satisfies the system of equations
f(x+ y, z) + f(x− y, z) = 2f(x, z) + 2f(y, z),
f(x, y + z) + f(x, y − z) = 2f(x, y) + 2f(x, z).

(2)

For a mapping f : X ×X → Y , consider the functional equations:

(3) 2f

(
x+ y,

z + w

2

)
= f(x, z) + f(x,w) + f(y, z) + f(y, w)

and
f(x+ y, z + w) + f(x+ y,z − w) + f(x− y, z + w) + f(x− y, z − w)

= 4[f(x, z) + f(x,w) + f(y, z) + f(y, w)].(4)

When X = Y = R, the function f : R×R → R given by f(x, y) := axy + bx and f(x, y) := ax2y2 are
solutions of (3) and (4), respectively.

In 2011, W.-G. Park [4] investigate approximate additive, Jensen and quadratic mappings in 2-
Banach spaces. In this papaer, we also investigate Cauchy-Jensen and bi-quadratic mappings in
2-Banach spaces with different assumptions from [4].

2. Approximate Cauchy-Jensen mappings
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Let φ : X5 → [0,∞) be a function satisfying

φ̃(x, y, z, w, s) :=
∞∑
j=0

1

6j+1

[
φ(2jx, 2jy, 3jz, 3jw, s) + 2φ(2jx, 2jy,−3jz, 3jw, s)(5)

+ φ(2jx, 2jy,−3jz, 3j+1w, s) +
1

2
φ(2jx, 2jy, 3j+1z, 3j+1w, s)

+ 3φ(2jx, 2jy, 3jz,−3jw, s) + 2∥f(2j+1x, 0), t∥+ 5∥f(x, 0), t∥
]
<∞

for all x, y, z, w, s ∈ X, where t = f(s).
Theorem 7. Suppose that f : X ×X → Y is a surjective mapping such that

(6)
∥∥∥∥2f(x+ y,

z + w

2

)
− f(x, z)− f(x,w)− f(y, z)− f(y, w), t

∥∥∥∥ ≤ φ(x, y, z, w, s)

for all x, y, z, w, s ∈ X, where t = f(s). Then there exists a unique Cauchy-Jensen mapping F :
X ×X → Y such that
(7) ∥f(x, y)− f(x, 0)− F (x, y), t∥ ≤ φ̃(x, x, y, y, s)

for all x, y, s ∈ X, where t = f(s).
Proof. Let t = f(s). Letting y = x in (6), we gain∥∥∥∥2f(2x, z + w

2

)
− 2f(x, z)− 2f(x,w), t

∥∥∥∥ ≤ φ(x, x, z, w, s)(8)

for all x, z, w, s ∈ X. Putting w = −z in (8), we get
∥ − 2f(2x, 0) + 2f(x, z) + 2f(x,−z), t∥ ≤ φ(x, x, z,−z, s)(9)

for all x, z, s ∈ X. Replacing z by −z and w by −z in (8), we have

∥f(2x,−z)− 2f(x,−z), t∥ ≤ 1

2
φ(x, x,−z,−z, s)(10)

for all x, z, s ∈ X. By (9) and (10),

∥f(2x,−z) + 2f(x, z)− 2f(2x, 0), t∥ ≤ 1

2
φ(x, x,−z,−z, s) + φ(x, x, z,−z, s)(11)

for all x, z, s ∈ X. Setting w = −3z in (8),
∥2f(2x,−z)− 2f(x, z)− 2f(x,−3z), t∥ ≤ φ(x, x, z,−3z, s)

for all x, z, s ∈ X. By (11) and the above inequality,
(12) ∥6f(x, z) + 2f(x,−3z)− 4f(2x, 0), t∥ ≤ φ(x, x,−z,−z, s) + 2φ(x, x, z,−z, s) +φ(x, x, z,−3z, s)

for all x, z, s ∈ X. Replacing z by 3z in (10),

∥f(2x,−3z)− 2f(x,−3z), t∥ ≤ 1

2
φ(x, x,−3z,−3z, s)
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for all x, z, s ∈ X. By (12) and the above inequality,

∥6f(x, z) + f(2x,−3z)− 4f(2x, 0), t∥

≤ φ(x, x,−z,−z, s) + 2φ(x, x, z,−z, s) + φ(x, x, z,−3z, s) +
1

2
φ(x, x,−3z,−3z, s)

for all x, z, s ∈ X. Replacing z by −z in the above inequality,

∥6f(x,−z) + f(2x, 3z)− 4f(2x, 0), t∥

≤ φ(x, x, z, z, s) + 2φ(x, x,−z, z, s) + φ(x, x,−z, 3z, s) + 1

2
φ(x, x, 3z, 3z, s)

for all x, z, s ∈ X. By (9) and the above inequality,

∥6f(x, z)− f(2x, 3z)− 2f(2x, 0), t∥

≤ φ(x, x, z, z, s) + 2φ(x, x,−z, z, s) + φ(x, x,−z, 3z, s) + 1

2
φ(x, x, 3z, 3z, s) + 3φ(x, x, z,−z, s)

for all x, z, s ∈ X. Replacing x by 2jx and z by 3jy in the above inequality and dividing 6j+1,∥∥∥∥ 1

6j
f(2jx, 3jy)− 1

6j+1
f(2j+1x, 3j+1y)− 2

6j+1
f(2j+1x, 0), t

∥∥∥∥
≤ 1

6j+1

[
φ(2jx, 2jx, 3jy, 3jy, s) + 2φ(2jx, 2jx,−3jy, 3jy, s)

+φ(2jx, 2jx,−3jy, 3j+1y, s) +
1

2
φ(2jx, 2jx, 3j+1y, 3j+1y, s) + 3φ(2jx, 2jx, 3jy,−3jy, s)

]
for all x, y, s ∈ X. For given integers l,m(0 ≤ l < m),∥∥∥∥∥∥ 16l f(2lx, 3ly)− 1

6m
f(2mx, 3my)−

m−1∑
j=l

2

6j+1
f(2j+1x, 0), t

∥∥∥∥∥∥(13)

≤
m−1∑
j=l

1

6j+1

[
φ(2jx, 2jx, 3jy, 3jy, s) + 2φ(2jx, 2jx,−3jy, 3jy, s)

+φ(2jx, 2jx,−3jy, 3j+1y, s) +
1

2
φ(2jx, 2jx, 3j+1y, 3j+1y, s) + 3φ(2jx, 2jx, 3jy,−3jy, s)

]
for all x, y, s ∈ X. By (14) and (13), the sequence { 1

6j
f(2jx, 3jy)} is a Cauchy sequence for all x, y ∈ X.

Since Y is complete, the sequence { 1
6j
f(2jx, 3jy)} converges for all x, y ∈ X. Define F : X ×X → Y

by

F (x, y) := lim
j→∞

1

6j
f(2jx, 3jy)

for all x, y ∈ X.
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By (6), ∥∥∥∥ 1

6j
f

(
2j(x+ y),

3j(z + w)

2

)
− 1

6j
f(2jx, 3jz)− 1

6j
f(2jx, 3jw)

− 1

6j
f(2jy, 3jz)− 1

6j
f(2jy, 3jw), t

∥∥∥∥ ≤ 1

6j
φ(2jx, 2jy, 3jz, 3jw, s)

for all x, y, z, w, s ∈ X. Letting j → ∞ and using (14), F satisfies (3). By Theorem 4 in [6], F is a
Cauchy-Jensen mapping. Setting l = 0 and taking m→ ∞ in (13), one can obtain the inequality (7).
If G : X ×X → Y is another Cauchy-Jensen mapping satisfying (7),

∥F (x, y)−G(x, y), t∥ =
1

6n
∥F (2nx, 3ny)−G(2nx, 3ny), t∥

≤ 1

6n
∥F (2nx, 3ny)− f(2nx, 0)− f(2nx, 3ny), t∥

+
1

6n
∥f(2nx, 2ny) + f(2nx, 0)−G(2nx, 3ny), t∥

≤ 2

6n
φ̃(2nx, 2nx, 3ny, 3ny, s) → 0 as n→ ∞

for all x, y, s ∈ X. Hence the mapping F is the unique Cauchy-Jensen mapping, as desired. □
Corollary 8. Let ε > 0. Suppose that f : X ×X → Y is a surjective mapping satisfying∥∥∥∥2f(x+ y,

z + w

2

)
− f(x, z)− f(x,w)− f(y, z)− f(y, w), t

∥∥∥∥ ≤ ε,

for all x, y, z, w, s ∈ X, where t = f(s) and φε(x, s) :=
3
2ε+∥f(x, 0), t∥+

∑∞
j=0

2
6j+1 ∥f(2j+1x, 0), t∥ <∞

for all x, s ∈ X, where t = f(s). Then there exists a unique Cauchy-Jensen mapping F : X ×X → Y
such that

∥f(x, y)− f(x, 0)− F (x, y), t∥ ≤ φε(x, s)

for all x, y, s ∈ X, where t = f(s).
Proof. Taking φ(x, y, z, w, s) := ε in Theorem 7, we have

φ̃(x, x, y, y, s) =
3

2
ε+ ∥f(x, 0), t∥+

∞∑
j=0

2

6j+1
∥f(2j+1x, 0), t∥ = φε(x, s)

for all x, y, z, w, s ∈ X, where t = f(s). □

3. Approximate bi-quadratic mappings

From now on, let φ : X5 → [0,∞) be a function satisfying

(14) φ̃(x, y, z, w, s) :=

∞∑
j=0

1

16j+1
φ(2jx, 2jy, 2jz, 2jw, s) <∞

for all x, y, z, w, s ∈ X.
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Theorem 9. Let f : X ×X → Y be a surjective mapping such that
∥f(x+ y, z + w) + f(x+ y, z − w) + f(x− y, z + w) + f(x− y, z − w)

−4[f(x, z)− f(x,w)− f(y, z)− f(y, w)], t∥ ≤ φ(x, y, z, w, s)(15)
and let f(x, 0) = 0 and f(0, y) = 0 for all x, y, z, w, s ∈ X, where t = f(s). Then there exists a unique
bi-quadratic mapping F : X ×X → Y such that
(16) ∥f(x, y)− F (x, y), t∥ ≤ φ̃(x, x, y, y, s)

for all x, y, s ∈ X, where t = f(s).
Proof. Let t = f(s). Putting y = x and w = z in (15), we have∥∥∥∥f(x, z)− 1

16
f(2x, 2z), t

∥∥∥∥ ≤ 1

16
φ(x, x, z, z, s)

for all x, z, s ∈ X. Thus we obtain∥∥∥∥ 1

16j
f(2jx, 2jz)− 1

16j+1
f(2j+1x, 2j+1z), t

∥∥∥∥ ≤ 1

16j+1
φ(2jx, 2jx, 2jz, 2jz, s)

for all x, z, s ∈ X and all j. Replacing z by y in the above inequality, we see that∥∥∥∥ 1

16j
f(2jx, 2jy)− 1

16j+1
f(2j+1x, 2j+1y), t

∥∥∥∥ ≤ 1

16j+1
φ(2jx, 2jx, 2jy, 2jy, s)

for all x, y, s ∈ X and all j. For given integers l,m(0 ≤ l < m), we get∥∥∥∥ 1

16l
f(2lx, 2ly)− 1

16m
f(2mx, 2my), t

∥∥∥∥ ≤
m−1∑
j=l

1

16j+1
φ(2jx, 2jx, 2jy, 2jy, s)(17)

for all x, y, s ∈ X. By (17), the sequence { 1
16j
f(2jx, 2jy)} is a Cauchy sequence for all x, y ∈ X. Since

Y is complete, the sequence { 1
16j
f(2jx, 2jy)} converges for all x, y ∈ X. Define F : X ×X → Y by

F (x, y) := lim
j→∞

1

16j
f(2jx, 2jy)

for all x, y ∈ X. By (15), we have∥∥∥∥ 1

16j
f
(
2j(x+ y), 2j(z + w)

)
+

1

16j
f
(
2j(x+ y), 2j(z − w)

)
+

1

16j
f
(
2j(x− y), 2j(z + w)

)
+

1

16j
f
(
2j(x− y), 2j(z − w)

)
− 4

16j
f(2jx, 2jz)− 4

16j
f(2jx, 2jw)− 4

16j
f(2jy, 2jz)− 4

16j
f(2jy, 2jw), t

∥∥∥∥
≤ 1

16j
φ(2jx, 2jy, 2jz, 2jw, s)

for all x, y, z, w, s ∈ X and all j. Letting j → ∞ and using (14), we see that F satisfies (4). By
Theorem 4 in [5], we obtain that F is bi-quadratic. Setting l = 0 and taking m → ∞ in (17), one
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can obtain the inequality (16). If G : X ×X → Y is another bi-quadratic mapping satisfying (16), we
obtain

∥F (x, y)−G(x, y), t∥

=
1

16n
∥F (2nx, 2ny)−G(2nx, 2ny), t∥

≤ 1

16n
∥F (2nx, 2ny)− f(2nx, 2ny), t∥+ 1

16n
∥f(2nx, 2ny)−G(2nx, 2ny), t∥

≤ 2

16n
φ̃(2nx, 2nx, 2ny, 2ny, s)

→ 0 as n→ ∞
for all x, y, s ∈ X. Hence the mapping F is the unique bi-quadratic mapping, as desired. □

Corollary 10. Let ε > 0. Suppose that f : X ×X → Y is a surjective mapping satisfying
∥f(x+ y, z + w) + f(x+ y, z − w) + f(x− y, z + w) + f(x− y, z − w)

−4[f(x, z)− f(x,w)− f(y, z)− f(y, w)], t∥ ≤ ε,

for all x, y, z, w, s ∈ X, where t = f(s). Then there exists a unique bi-quadratic mapping F : X×X →
Y such that

∥f(x, y)− F (x, y), t∥ ≤ 1

15
ε

for all x, y, s ∈ X, where t = f(s).
Proof. Taking φ(x, y, z, w, s) := ε in Theorem 9, we have φ̃(x, x, y, y, s) = 1

15ε for all x, y, z, w, s ∈
X, where t = f(s). □
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Birkhoff Normal Forms, KAM theory and continua of periodic points for certain
planar system
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Abstract. By using the KAM theory and time reversal symmetries we investigate the stability of the equilibrium
solutions of the system:  xn+1 = a

xn+yn

yn+1 = xn
yn

, n = 0, 1, 2, . . . ,

where the parameter a > 0, and initial conditions x0 and y0 are positive numbers. We obtain the Birkhoff normal form
for this system and prove the existence of periodic points with arbitrarily large periods in every neighborhood of the
unique positive equilibrium. We also use the time reversal symmetry method to find effectively some feasible periods and
the corresponding periodic orbits. Finally, we give computational procedure for finding an infinite number of periodic
solutions with the given period. The second order difference equation obtained by eliminating xn from this system is an
equation of the type yn+1 = f(yn, yn−1), where f is decreasing in both variables. Such equation can be embedded into
fifth order difference equation which is increasing in all its arguments and it exhibits chaotic behavior.

Keywords. area preserving map, Birkhoff normal form, difference equation, KAM theory, periodic solutions, symmetry,
time reversal, competitive map, global stable manifold, monotonicity, period-two solution.
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1 Introduction

In this paper we consider the following rational system of difference equations xn+1 = a
xn+yn

yn+1 = xn
yn

, n = 0, 1, 2, . . . , (1)

and the corresponding equation

yn+1 =
a

ynyn−1(1 + yn)
, n = 0, 1, 2, . . . , (2)

where the parameter a > 0, and initial conditions x0 and y0 are positive numbers. System (1) was first considered in [6],
where boundedness of all its solutions was proved using the invariant. We will use this invariant in Section 3 to prove the
stability of the unique equilibrium. Equation (2) gives an example of second order difference equation where transition
function decreases in both variables and yet equation exhibits complicated dynamics. First such example was given in
[5]. We will use similar techniques as in [5] with the addition of the new computational procedure from [7], which uses
an invariant of the system to find effectively continua of periodic solutions of certain feasible periods.

We will show that the corresponding map can be transformed into an area preserving map and using Birkhoff Normal
form we will apply the KAM theorem to prove stability of the unique positive equilibrium and the existence of periodic
points with arbitrarily large period in every neighborhood of the unique positive equilibrium. In addition, we will prove
that the corresponding map is conjugate to its inverse map through the involution map and then use this conjugacy
to find some feasible periods of this map. The method of invariants for proving stability of the equilibrium solution
for all values of parameter a will be used along with Morse’s lemma to prove that the level sets of the invariants are
diffeomorphic with circles. This method was used successfully in [11, 12] and the KAM theory was used for the same
objective in [8, 10, 13, 14].

Let T be the map associated to the system (1), i.e.,

T

(
x
y

)
=

( a
x+y
x
y

)
. (3)
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The map (3) has the unique fixed point (ȳ2, ȳ) in the positive quadrant, where

ȳ3(ȳ + 1) = a.

An invertible mapping T is area preserving if the area of T (A) coincides with the area of A for all measurable subsets
A [9, 12, 18]. We claim that in logarithmic coordinates, i.e., u = ln (x/ȳ2), v = ln (y/ȳ) the map (3) is area preserving.

Lemma 1 The map (3) is area preserving in the logarithmic coordinates.

Proof. The Jacobian matrix of the corresponding transformation T is

JT (x, y) =

(
− a

(x+y)2
− a

(x+y)2
1
y

− x
y2

)
(4)

with
detJT (x, y) =

a

y2(x+ y)
.

We substitute u = ln (x/ȳ2), v = ln (y/ȳ) and rewrite the map in (u, v) coordinates to obtain the transformation(
u
v

)
→
(

ln a− 3 ln ȳ − ln(ȳeu + ev)
u− v

)
(5)

The Jacobian of this transformation is

J(u, v) =

(
− euȳ
euȳ+ev

− ev

euȳ+ev

1 −1

)
(6)

It is easy to see that detJ(u, v) = 1. 2

A point (x̄, ȳ) is a fixed point of T if T (x̄, ȳ) = (x̄, ȳ). A fixed point is elliptic if the eigenvalues of JT (x̄, ȳ) form a
complex conjugate pair λ, λ̄ on the unit circle and is hyperbolic if the the modulus of the eigenvalues is different from 1,
see [9, 12].

Lemma 2 The map T in the (x, y) coordinates has elliptic fixed point (ȳ2, ȳ). In the logarithmic coordinates, the
corresponding fixed points is (0, 0).

Proof. For the fixed points in (x, y) coordinates, solving a/(x̄+ ȳ) = x and x̄/ȳ = ȳ yields the fixed points (ȳ2, ȳ) where
ȳ3(ȳ + 1) = a. Evaluating the Jacobian matrix (4) of T at (ȳ2, ȳ) gives

JT (ȳ2, ȳ) =

(
− a

(ȳ2+ȳ)2 − a

(ȳ2+ȳ)2

1
ȳ

−1

)
(7)

By using a = ȳ3(1 + ȳ) we obtain that the eigenvalues of JT (ȳ2, ȳ) are λ and λ̄ where

λ =
−1− 2ȳ + i

√
4ȳ + 3

2ȳ + 2
. (8)

It is easy to see that |λ| = 1 and so (ȳ2, ȳ) is an elliptic fixed point.
Under the logarithmic coordinate change (x, y) → (u, v), the fixed point (ȳ2, ȳ) becomes (0, 0). Evaluating the

Jacobian matrix (6) of T at (0, 0) gives

J(0, 0) =

(
− ȳ
ȳ+1

− 1
ȳ+1

1 −1

)
(9)

with eigenvalues which are given by (8). 2

This paper is organized as follows. In section 2 the KAM theorem is explained in some detail and Birkhoff normal
form for map T is derived. By using the KAM theory stability of the unique equilibrium and existence of infinite number
of periodic solution is proven except for a single value of the parameter a. Section 3 uses the invariant of the equation
(2) in proving stability for all values of a. In section 4 by using symmetries it is shown that the map T is conjugate to its
inverse through an involution. Then by using time reversal symmetry method some feasible periods and corresponding
orbits of the map T are found. Finally in Section 5 we use the recent method of Gasull and al. [7] to find continua of
p-periodic points lying on the level sets of the invariant I. The method is based on use of resultants and is implemented
by Mathematica. The special attention is given to period-seven solution.
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2 The KAM theory and Birkhoff normal form

The KAM Theorem asserts that in any sufficiently small neighborhood of a non degenerate elliptic fixed point of a
smooth area-preserving map there exists many invariant closed curves.We explain this theorem in some detail. Consider
a smooth, area-preserving mapping (x, y)→ T (x, y) of the plane that has (0, 0) as an elliptic fixed point. After a linear
transformation one can put the map in the form

z → λz + g(z, z̄)

where λ is the eigenvalue of the elliptic fixed point, z = x + iy and z̄ = x − iy are complex variables, and g vanishes
with its derivative at z = 0. Assume that the eigenvalue λ of the elliptic fixed point satisfies the non-resonance condition
λk 6= 1 for k = 1, . . . , q, for some q ≥ 4. Then Birkhoff showed that there exist new, canonical complex coordinates (ζ, ζ̄)
relative to which the mapping takes the normal form

ζ → λζeiτ(ζζ̄) + h(ζ, ζ̄)

in a neighborhood of the elliptic fixed point, where τ(ζζ̄) = τ1|ζ|2 + . . .+τs|ζ|2s is a real polynomial, s = [(q−2)/2], and h
vanishes with its derivatives up to order q−1. The numbers τ1, . . . , τs are called twist coefficients. Consider an invariant
annulus ε < |ζ| < 2ε in a neighborhood of the elliptic fixed point, for ε a very small positive number. Note that under

the neglect of the remainder h, the normal form approximation ζ → λζeiτ(ζζ̄) leaves invariant all circles |ζ|2 = const.
The motion restricted to each of these circles is a rotation by some angle. Also note that if at least one of the twist
coefficients τj is nonzero, the angle of rotation will vary from circle to circle. A radial line through the fixed point will
undergo twisting under the mapping. The KAM theorem (Moser’s twist theorem) says that, under the addition of the
remainder term, most of these invariant circles will survive as invariant closed curves under the full map.

Theorem 1 Assuming that τ(ζζ̄) is not identically zero and ε is sufficiently small, then the map T has a set of invariant
closed curves of positive Lebesque measure close to the original invariant circles. Moreover the relative measure of the
set of surviving invariant curves approaches full measure as ε approaches 0. The surviving invariant closed curves are
filled with dense irrational orbits.

The KAM theorem requires that the elliptic fixed point be non-resonant and non degenerate. Note that for q = 4
the non-resonance condition λk 6= 1 requires that λ 6= ±1 or λ 6= ±i. The above normal form yields the approximation

ζ → λζ + c1ζ
2ζ̄ +O(|ζ|4)

with c1 = iλτ1 and τ1 being the first twist coefficient. We will call an elliptic fixed point non-degenerate if τ1 6= 0.
Consider a general map T that has a fixed point at the origin with complex eigenvalues λ and λ̄ satisfying |λ| = 1

and Im(λ) 6= 0. By putting the linear part of such a map into Jordan Canonical form, we may assume T to have the
following form near the origin

T

(
x1

x2

)
=

(
Re(λ) −Im(λ)
Im(λ) Re(λ)

)(
x1

x2

)
+

(
g1(x1, x2)
g2(x1, x2)

)
(10)

One can now switch to the complex coordinates z = x1 + ix2 to obtain the complex form of the system

z → λz + ξ20z
2 + ξ11zz̄ + ξ02z̄

2 + ξ30z
3 + ξ21z

2z̄ + ξ12zz̄
2 + ξ03z̄

3 +O(|z|4)

The coefficient c1 can be computed directly using the formula below derived by Wan in the context of Hopf bifurcation
theory [19]. In [16] it is shown that when one uses area-preserving coordinate changes this formula by Wan yields the
twist coefficient τ1 that is used to verify the non-degeneracy condition necessary to apply the KAM theorem. We use
the formula:

c1 =
ξ20ξ11(λ̄+ 2λ− 3)

(λ2 − λ)(λ̄− 1)
+
|ξ11|2

1− λ̄
+

2|ξ02|2

λ2 − λ̄
+ ξ21 (11)

where

ξ20 =
1

8
{(g1)x1x1 − (g1)x2x2 + 2(g2)x1x2 + i [(g2)x1x1 − (g2)x2x2 − 2(g1)x1x2 ]} ,

ξ11 =
1

4
{(g1)x1x1 + (g1)x2x2 + i [(g2)x1x1 + (g2)x2x2 ]} ,

ξ02 =
1

8
{(g1)x1x1 − (g1)x2x2 − 2(g2)x1x2 + i [(g2)x1x1 − (g2)x2x2 + 2(g1)x1x2 ]} ,

ξ21 =
1

16
{(g1)x1x1x1 + (g1)x1x2x2 + (g2)x1x1x2 + (g2)x2x2x2 + i [(g2)x1x1x1 + (g2)x1x2x2 − (g1)x1x1x2 − (g1)x2x2x2 ]} .
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Theorem 2 The elliptic fixed point (0, 0), in the (u, v) coordinates, is non-degenerate for a 6= 3
16

and non-resonant for
a > 0.

Proof.
Let F be the function defined by

F

(
u
v

)
=

(
ln a− 3 ln ȳ − ln(ȳeu + ev)

u− v

)
. (12)

Then F has the unique elliptic fixed point (0, 0). The Jacobian matrix of F is given by

JF (u, v) =

(
− euȳ
euȳ+ev

− ev

euȳ+ev

1 −1

)
. (13)

At (0, 0), JF (u, v) has the form

J0 = JF (0, 0) =

(
− ȳ
ȳ+1

− 1
ȳ+1

1 −1

)
. (14)

The eigenvalues of (14) are λ and λ̄ where

λ =
−1− 2y + i

√
4y + 3

2y + 2
. (15)

One can prove that
|λ| = 1,

λ2 =
2ȳ2 − 1

2 (ȳ + 1)2 −
i (2ȳ + 1)

√
4ȳ + 3

2 (ȳ + 1)2 ,

λ3 =
ȳ ((3− 2ȳ) ȳ + 6) + 2

2 (ȳ + 1)3 +
iȳ
√

4ȳ + 3 (3ȳ + 2)

2 (ȳ + 1)3 ,

λ4 =
2ȳ (ȳ ((ȳ − 4) ȳ − 8)− 4)− 1

2 (ȳ + 1)4 −
i (2ȳ + 1)

√
4ȳ + 3

(
2ȳ2 − 1

)
2 (ȳ + 1)4 ,

(16)

from which follows that λk 6= 1 for k = 1, 2, 3, 4 and a > 0.
Then we have that

F

(
u
v

)
=

(
− ȳ
ȳ+1

− 1
ȳ+1

1 −1

)(
u
v

)
+

(
f1(δ, u, v)
f2(δ, u, v)

)
, (17)

where

f1(δ, u, v) =− ln (euȳ + ev) +
uȳ

ȳ + 1
+

v

ȳ + 1
− 3 ln ȳ + ln a

f2(δ, u, v) =0.

(18)

The system (un+1, vn+1) = F (un, vn) takes the form(
un+1

vn+1

)
=

(
− ȳ
ȳ+1

− 1
ȳ+1

1 −1

)(
un
vn

)
+

(
f1(un, vn)
f2(un, vn)

)
, (19)

Let (
un
vn

)
= P

(
ũn
ṽn

)
,

where

P =
1√
D

(
1

2ȳ+2
−
√

4ȳ+3
2ȳ+2

1 0

)
and

P−1 =
√
D

(
0 1

− 2ȳ+2√
4ȳ+3

1√
4ȳ+3

)
,

with

D =

√
4ȳ + 3

2ȳ + 2
.

Then the system (un+1, vn+1) = F (un, vn) becomes(
ũn+1

ṽn+1

)
=

(
−2ȳ−1
2ȳ+2

−
√

4ȳ+3
2ȳ+2√

4ȳ+3
2ȳ+2

−2ȳ−1
2ȳ+2

)(
ũn
ṽn

)
+ P−1H

(
P

(
ũn
ṽn

))
, (20)
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where

H

(
u
v

)
:=

(
f1(u, v)
f2(u, v)

)
.

Let

G

(
u
v

)
=

(
g1(u, v)
g2(u, v)

)
= P−1H

(
P

(
u
v

))
.

The straightforward calculation yields

g1(u, v) =0

g2(u, v) =− 1√
D

ln

(
a

ȳ3

)
− ȳ (u− 2Dv (ȳ + 1))

2D (ȳ + 1)2 +
1√
D

ln

(
ȳe

u−2Dv(ȳ+1)

2
√

D(ȳ+1) + e
u√
D

)
− u

D (ȳ + 1)
.

(21)

By straightforward calculation we obtain that

ξ20|u=v=0 =
ȳ
(
2ȳ
(√

4ȳ + 3 + iȳ
)

+
√

4ȳ + 3− i
)

8 (ȳ + 1)3
√
D (4ȳ + 3)

,

ξ11|u=v=0 =
iȳ

2 (ȳ + 1)
√
D (4ȳ + 3)

,

ξ02|u=v=0 =
iȳ
(
2ȳ
(
ȳ + i

√
4ȳ + 3

)
+ i
√

4ȳ + 3− 1
)

8 (ȳ + 1)3
√
D (4ȳ + 3)

,

ξ21|u=v=0 =
(ȳ − 1) ȳ

(
2iȳ +

√
4ȳ + 3 + i

)
16D (ȳ + 1)3√4ȳ + 3

.

(22)

Since

ξ21ξ11 =
iȳ2
(
2ȳ
(√

4ȳ + 3 + iȳ
)

+
√

4ȳ + 3− i
)

16D (ȳ + 1)4 (4ȳ + 3)
,

ξ11ξ11 =
ȳ2

4D (ȳ + 1)2 (4ȳ + 3)
,

ξ02ξ02 =
ȳ2

16D (ȳ + 1)2 (4ȳ + 3)
.

(23)

the simplification of the expression for c1 yields

c1 =
ξ20ξ11(λ̄+ 2λ− 3)

(λ2 − λ)(λ̄− 1)
+
|ξ11|2

1− λ̄
+

2|ξ02|2

λ2 − λ̄
+ ξ21

=
ȳ (2ȳ − 1) (2ȳ + 2)

(
2iȳ +

√
4ȳ + 3 + i

)
8 (ȳ + 1)2 (4ȳ + 3)2

(24)

One can prove that

τ1 = −iλ̄c1 = − ȳ (2ȳ − 1)

2 (4ȳ + 3)2 ,

which implies that τ1 6= 0 for a 6= 3
16

since ȳ2(1 + ȳ) = a.
2

The following result is a consequence of Moser’s twist map theorem [8, 15, 17, 18].

Theorem 3 Let T be a map (3) associated to the system (1), and (x̄, ȳ) a non-degenerate elliptic fixed point. If a 6= 3
16

then there exist periodic points with arbitrarily large period in every neighbourhood of (x̄, ȳ). In adition, (x̄, ȳ) is a stable
fixed point.

3 Invariant

In this section we prove that the restriction a 6= 3
16

is not necessary for stability of the equilibrium solution.
The system (1) possesses the invariant given by

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

474 M. R. S. Kulenovic et al 470-480



(a) (b)

Figure 1: Some orbits of the map T for (a) a = 0.5 and (b) a = 10.0

I(xn, yn) = xn + yn +
a

xn
+
xn
yn
. (25)

Indeed, it is easy to see that I is continuous and that I(xn+1, yn+1) = I(xn, yn). In this section we use the invariant I
to find a Lyapunov function and prove stability of the equilibrium point for all values of parameter a > 0, see[11, 12].

The partial derivatives of the function I(x, y) are given with

∂I

∂x
= − a

x2
+

1

y
+ 1, (26)

∂I

∂y
= 1− x

y2
.

The unique positive equilibrium of (1) satisfies that x̄ = ȳ2 and ȳ3(ȳ + 1) = a. Equation (26) implies that any
critical point (x, y) of (25) satisfies the system

x = y2

y4 + y3 = a.

Hance, (ȳ2, ȳ) of (1) is the unique positive solution of this system and (ȳ2, ȳ) is critical point of the invariant (25). Thus
the unique equilibrium (ȳ2, ȳ) is critical point of the invariant (25).

Lemma 3 The graph of the function I(x, y) associated with (25) is a simple closed curve in a neighborhood of the
equilibrium point of (1). The equilibrium point (ȳ2, ȳ) is stabile.

Proof. The Hessian matrix assosiated with I(x, y) is

H(x, y) =

(
2a
x3 − 1

y2

− 1
y2

2x
y3

)
with determinant

det(H(x, y)) =
4ay − x2

x2y4
.

For the equilibrium (ȳ2, ȳ) we have

det(H(ȳ2, ȳ)) =
4aȳ − x̄2

x̄2ȳ4
=

4ȳ(ȳ4 + ȳ3)− ȳ4

ȳ8
=

4ȳ5 + 3ȳ4

ȳ8
=

4ȳ + 3

ȳ4
> 0

Thus, in view of Morse’s lema, [9], the level sets of the function I(x, y) are diffeomorphic to circles in the neighborhood
of (x̄, ȳ). In adition, the function

V (x, y) = I(x, y)− I(x̄, ȳ)

is Lyapunov function, and so the equilibrium point (x̄, ȳ) is stable, see [11]. 2
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4 Symmetries

In this section we will show that mat T is conjugate to its inverse map and use this conjugacy to find some feasible
periods of T and corresponding periodic orbits. A transformation R of the plane is said to be a time reversal symmetry
for T if

R−1 ◦ T ◦R = T−1.

If the time reversal symmetry R is an involution, i.e. R2 = I, where I is identity map then the time reversal symmetry
condition is equivalent to

R ◦ T ◦R = T−1,

and T can be written as the composition of two involutions T = I1 ◦ I0 where I0 = R and I1 = T ◦R. Let us note here
that if I0 = R is reversor then so is I1 = T ◦R. Also, the j th involution defined as Ij = T j ◦R is also a reversor.
The invariant sets of the involution maps

S0,1 = {(x, y)|I0,1(x, y) = (x, y)}

are one-dimensional sets called the symmetry lines of the map. When the sets S0,1 are known the search for periodic
orbits can be reduced to one-dimensional root finding problem using the following result, see [2, 8]

Theorem 4 If (x, y) ∈ S0,1 then Tn(x, y) = (x, y) if and only if{
Tn/2(x, y) ∈ S0,1, for n even

T (n±1)/2(x, y) ∈ S1,0, for n odd.

(a) (b) (c)

Figure 2: a) The first fourteen iterations of symmetry line S0 of the map T for a = 0.02 (b) The first
twelve iterations of symmetry line S1 of the map T for a = 0.02 (c) The periodic orbits of period 14
(blue) and 17 (red)

The inverse map of the map T is

T−1(x, y) =

(
ay

x(y + 1)
,

a

x(y + 1)

)
.

The involution R =
(
x, x

y

)
is reversor for T . Indeed,

(R ◦ T ◦R)(x, y) = (R ◦ T )

(
x,
x

y

)
= R

(
ay

x(y + 1)
, y

)
=

(
ay

x(y + 1)
,

a

x(y + 1)

)
= T−1(x, y).

Thus T = I1 ◦ I0 where I0(x, y) = R(x, y) and

I1(x, y) = T ◦R =

(
ay

x(y + 1)
, y

)
.

The symmetry lines corresponding to I0 and I1 are

S0 = {(x, y) : x = y2}, S1 = {(x, y) : ay = x2(y + 1)}.
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Periodic orbits of different orders can be found at the intersection of the symmetry lines Sj , j = 1, 2, ... associated
to the j th involution. So if (x, y) ∈ Sj ∩ Sk then T j−k(x, y) = (x, y). The symmetry lines are also related to each other
by the relation

S2j+i = T j(Si), S2j−i = Ij(Si), ∀i, j.
Now we start with the point (x0,

√
x0) ∈ S0 in search for periodic orbits on the symmetry line S0 with even period

n and impose that (xn/2, yn/2) ∈ S0, where

(xn/2, yn/2) = Tn/2(x0,
√
x0).

This reduces to one-dimensional root finding for the equation xn/2 = y2
n/2, where the unknown is x0.

Periodic orbits on S0 with odd period n are obtained by solving for x0 the equation

ay(n+1)/2 = x2
(n+1)/2(y(n+1)/2 + 1),

where
(x(n+1)/2, y(n+1)/2) = T (n+1)/2(x0,

√
x0).

For example, for a = 0.02 in Figure 2 we have an intersection between the symmetry lines S0 and S14 = T 7(S0),
S4 = T 2(S0) and S18 = T 9(S0), S5 = T 2(S1) and S19 = T 9(S1), and S11 = T 5(S1) and S25 = T 12(S1) of the map T .
The intersection points of these lines correspond to the periodic orbits of period 14.

5 Continua of periodic points for map T

In this section we use resultants and technique from [7] for finding continua of p-periodic points lying on the level sets
of the invariant I.

Let
T p(x, y) = (T p1 (x, y), T p2 (x, y)) .

The idea is to find the values of h for which the system

T p1 (x, y) = x

I(x, y) = h
(27)

has continua of solutions. Let

F (y, h) := Res(numerator (T p1 (x, y)− x), numerator (I(x, y)− h)), (28)

where Res denote the resultant of corresponding expressions. The values of h have to be such that F (y, h) vanishes
identically. We need to collect the factors of the above resultant that only depend on h. Denote by Dp(a, h) the product
of these factors. We introduce the functions dp(a, h) as those factors of Dp(a, h) that remain after removing from this
polynomial all the factors that already appear in some Dk(a, h) where k is either 1 or a proper divisor of p. We call
the conditions dp(a, h) = 0 the resultant p-periodicity conditions associated to the invariant I (RPC from now on), see
[7]. The main fact is that the energy levels filled with periodic points must satisfy the RPC what gives us the necessary
condition for periodic point because the resultant (28) can contain some spurious factors. We will prove in our examples
that the RPC we obtain actually give continua of p-periodic points.

Theorem 5 The RPC of the map T associated to the invariant I for p ≤ 10 are given by dp(a, h) = 0, where:

d2(a, h) = a

d3(a, h) = 1

d4(a, h) = 1 + h

d5(a, h) = a− h− 1

d6(a, h) = a− h2 − 3h− 2

d7(a, h) = a2 − ah− a− h3 − 3h2 − 3h− 1

d8(a, h) = 2a2 − ah2 − 5ah− 4a+ h2 + 2h+ 1

d9(a, h) = −3 + 4a− 3a2 + a3 − 12h+ 9ah− 3a2h

− 19h2 + 6ah2 − 15h3 + ah3 − 6h4 − h5

d10(a, h) = 1 + 5a− 5a2 + a3 + 5h+ 15ah− 8a2h+ 10h2

+ 16ah2 − 3a2h2 + 10h3 + 7ah3 + 5h4 + ah4 + h5
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Proof. For p = 2 we obtain
numerator(T 2

1 (x, y)− x) = −x3 − x2y + ay2,

and

Res(numerator(T 2
1 (x, y)− x), numerator(I(x, y)− h), x) =

ay3(a2 + 4ay + 4ahy + 4ay2 + 3ahy2 − h2y2 − h3y2 + 2ay3 + 2hy3 + 2h2y3 − y4 + ay4 − hy4).

So there is no factor of resultant without dependence on the variable y that can be equal to zero since a > 0 so
we can ensure there are no energy levels formed by continua of period-two points. We come to the same conclusion for
p = 3, so we continue with p = 4 where we have

numerator(T 4
1 (x, y)− x) = −x7 + ax4y − ax5y − 4x6y − x7y + 2a2x2y2 + 2ax3y2 − 2ax4y2 − 6x5y2 − 4x6y2 +

a3y3 + 2a2xy3 + ax2y3 + a2x2y3 − ax3y3 − 4x4y3 − 6x5y3 + a2xy4 − x3y4 − 4x4y4 − x3y5,

and

Res(numerator(T 4
1 (x, y)− x), numerator(I(x, y)− h), x) = a3(1 + h)2y8(1 + y)

(a− 2a2 + a3 + 2ah− 2a2h+ ah2 + 8ay − 4a2y + 20ahy − 4a2hy + 16ah2y + 4ah3y + 8ay2 − 4a2y2 − hy2 + 22ahy2−

5a2hy2 − 4h2y2 + 19ah2y2 − 6h3y2 + 5ah3y2 − 4h4y2 − h5y2 + 2y3 − 4ay3 + 2a2y3 + 8hy3 − 6ahy3 + 12h2y3 − 2ah2y3+

8h3y3 + 2h4y3 − y4 − ay4 + a2y4 − 3hy4 − ahy4 − 3h2y4 − h3y4).

The only factor independent of y is 1 + h which gives d4(a, h) = 1 + h. In an analogous way we compute d5(a, h) and
d6(a, h). For p = 7 we consider the equation

T 4(x, y) = T−3(x, y)

so we obtain

Res(numerator(T 4
1 (x, y)− T−3

1 (x, y)), numerator(I(x, y)− h), x) =

a4(−1− a+ a2 − 3h− ah− 3h2 − h3)2y11(1 + y)3(a+ 4ay + 4ay2 − hy2 − h2y2 + 2y3 + 2hy3),

and d7(a, h) = −1− a+ a2 − 3h− ah− 3h2 − h3. The computation of d8(a, h), d9(a, h) and d10(a, h) is analogous to the
previous computation. 2

Let us now determine the feasibility region R of a map T , that is those pairs (a, h) ∈ R2 that satisfy the condition

{I(x, y) = h} ∩ R2 = {x2 + ay − hxy + x2y + xy2 = 0} ∩ R2 6= 0.

From the property of the invariant I in Lemma 3 we obtain that the equilibrium point (ȳ2, ȳ) is the absolute minimum
of the invariant (25). Let us denote the value of I in the absolute minimum with

hc(ȳ) = I(ȳ2, ȳ) = ȳ(2ȳ + 3)

and therefore the region
R = {(a, h), a > 0 and h ≥ hc(ȳ) and a = ȳ3(ȳ + 1)}

is a feasibility region for the map T.

5.1 Analysis of the 7-periodic RPC

In this section we will determine the number of the level curves associated to the 7-periodic RPC. We will use the
following Lemma from [7],

Lemma 4 Let
Ga(h) = gn(a)hn + gn−1(a)hn−1 + ...+ g1(a)h+ g0(a),

be a family of real polynomials depending also polynomially on a real parameter a. Set Ia = (φ(a),+∞) where φ(a) is a
continuous function. Suppose that there exists an open interval Λ ⊂ R such that

i) There exists a0 ∈ Λ such that Ga0(h) has exactly r ≥ 0 simple roots in Ia0 .

ii) For all a ∈ Λ, Ga(φ(a)) · gn(a) 6= 0.

iii) For all a ∈ Λ, ∆h(Ga) 6= 0, where ∆h(Ga) is disriminant of the polynomial Ga(h).

Then for all a ∈ Λ, Ga(h) has exactly r ≥ 0 simple roots in Ia.
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The disriminant ∆h(Ga) of the polynomial Ga(h) is given as

∆h(Ga) = (−1)
n(n−1)

2
1

an
Res(Ga(h), G′a(h), h).

Let us now for the sake of the convenience rewrite d7(a, h) as one-parametric family of polynomials in h depending on
the parameter ȳ where a = ȳ3(1 + ȳ):

Gȳ(h) := d7(a, h) = g3(ȳ)h3 + g2(ȳ)h2 + g1(ȳ)h+ g0(ȳ),

where g3(ȳ) = −1, g2(ȳ) = −3, g1(ȳ) = −3− ȳ3(1 + ȳ) and g0(ȳ) = y3(y + 1)
(
y4 + y3 − 1

)
− 1. Since (a, h) ∈ R if and

only if h ∈ [hc(ȳ),+∞) = [ȳ(2ȳ+ 3),+∞) and a = ȳ3(1 + ȳ), we have to study the number of real roots of Gȳ(h) = 0 in
the feasibility region. Let us note that

∆h(Gȳ(h)) = ȳ9(ȳ + 1)3 (27ȳ4 + 27ȳ3 + 4
)
> 0,

so hypotheses (iii) of the Lemma 4 is satisfied.
Further, according to Lemma 4, since g3(ȳ) 6= 0, the number of real simple roots in Gȳ(h) is constant on any open

interval where Ga(hc(ȳ)) 6= 0. We have

Gȳ(ȳ(2ȳ + 3)) = (ȳ + 1)5 (ȳ3 − 3ȳ2 − 4ȳ − 1
)
,

and it vanishes in ȳ0 ≈ 4.04892, which is the only positive root of ȳ3−3ȳ2−4ȳ−1 = 0. Hence, the map T has a constant
number of real roots in Iȳ = [hc(ȳ),+∞) = [ȳ(2ȳ + 3),+∞) for ȳ in each of the intervals (0, ȳ0) and (ȳ0,∞). So we
have to determine the number of roots of Gȳ in Iȳ = [ȳ(2ȳ + 3),+∞) for the intervals (0, ȳ0) and (ȳ0,+∞). We can
reduce the problem to study one concrete value of ȳ in each of the intervals mentioned above. Let us consider the value
ȳ = 2 ∈ (0, ȳ0). We can compute

G2(h) = −h3 − 3h2 − 27h+ 551,

and it is easy to see that G2(h) has no simple roots in Iȳ. By Lemma 4 we have that Gȳ(h) has no simple roots in
Iȳ = [ȳ(2ȳ + 3),+∞) for ȳ ∈ (0, ȳ0), i.e. for a ∈ (0, ȳ3

0(ȳ0 + 1)). Similarly, one can see that Gȳ(h) has one simple root in
Iȳ = [ȳ(2ȳ + 3),+∞) for ȳ ∈ (ȳ0,+∞), i.e. a ∈ (ȳ3

0(ȳ0 + 1),+∞).
From the previous discussion we obtain the following theorem:

Theorem 6 Consider the map T given by (3) with positive parameter a and value a0 = ȳ3
0(ȳ0 + 1) ≈ 335.13213. The

set of real 7-periodic points is empty set for a ∈ (0, a0) and it is given by smooth non-empty level sets Ia(x, y) = h for
the values of h satisfying d7(a, h) = 0 for a > a0, with d7 given in Theorem 5 and it is formed by one closed curve
diffeomorphic to S1.
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Abstract. In this paper, we construct a generalization of Durrmeyer type Baskakov

operators based on the concept of (p, q)-integers and bivariate tensor product form. For

the univariate case, we obtain the estimates of moments and central moments of these

operators, establish a local approximation theorem, obtain the estimates on the rate of

convergence and weighted approximation of those operators. For the bivariate case, we

give the rate of convergence by using the weighted modulus of continuity, give some

graphs and numerical examples to illustrate the convergent properties of these operators

to certain functions. We also compare these operators Dn,p,q with another forms.
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1 Introduction

In recent years, (p, q)-integers have been introduced to linear positive operators to

construct new approximation processes. A sequence of (p, q)-analogue of Bernstein opera-

tors was first introduced by Mursaleen [1, 2]. Besides, (p, q)-analogues of Szász-Mirakyan

operators [3] , (p, q)-Baskakov Kantorovich operators [4, 5], (p, q)-Baskakov-Beta opera-

tors [6] and Kantorovich-type Bernstein-Stancu-Schurer operators [7] were also considered.

For further developments, one can also refer to [8, 9, 28]. These operators are double pa-

rameters corresponding to p and q versus single parameter q-type operators [11, 12, 13].

The aim of these generalizations is to provide appropriate and powerful tools to these

application areas such as numerical analysis, CAGD and solutions of differential equations

(see, e. g., [14]).

∗Corresponding author.
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In 2010, Aral and Gupta [15], Gupta [16] introduced certain Durrmeyer type q-

Baskakov operators and got some important approximation properties, motivated by them,

in 2012, Cai and Zeng [17] introduced a new modification of Durrmeyer type one. Re-

cently, Acar et al. [18] introduced a generalization of Durrmeyer type (p, q)-Baskakov

operators which having Baskakov and Szász basis functions defined by

Bp,q
n (f ;x) = [n]p,q

∞∑
k=0

bn,k(p, q;x)

∫ ∞
0

p
k(k−1)

2
([n]p,qt)

k Ep,q (−q[n]p,qt)

[k]p,q!
f

(
pk+n−1

qk−1
t

)
dp,qt, (1)

where

bn,k(p, q;x) =

[
n+ k − 1

k

]
p,q

pk+
n(n−1)

2 q
k(k−1)

2
xk

(1 + x)n+k
p,q

. (2)

From [5], we know
∑∞

k=0 bn,k(p, q;x) = 1. In 2016, Mishra and Pandey [19] introduced the

Stancu type base on operators (1).

Inspired by these results, in this paper, we introduce a generalization of Durrmeyer

type (p, q)-Baskakov operators Dn,p,q(f ;x) as

Dn,p,q(f ;x) = [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)f(pku)dp,qu, (3)

where µ(x) =
pn−2(p2q[n−2]p,qx−1)

[n]p,q
, x ∈

[
1

p2q[n−2]p,q
,∞
)

, 0 < q < p ≤ 1 and

b̃n,k(p, q;x) =

[
n+ k − 1

k

]
p,q

p
n(n−1)+(k+1)(k+2)

4 q
k2−1

2
xk

(1 + x)n+k
p,q

. (4)

The paper is organized as follows: In section 2, we give some basic definitions regard-

ing (p, q)-integers and (p, q)-calculus. In section 3, we estimate the moments and central

moments of these operators (3). In section 4, we establish a local approximation theorem,

obtain the estimates on the rate of convergence and weighted approximation. In section

5, we give some graphs and numerical examples to illustrate the convergent properties for

one variable functions. In section 6-7, we propose the bivariate case, give the rate of con-

vergence by using the weighted modulus of continuity and give some graphs and numerical

analysis for two variables functions. In the last section, we compare the operators Dn,p,q

with D̃n,p,q, and show the former operators give better approximation to f than the latter

ones by graphs.

2 Some notations

We mention some definitions based on (p, q)-integers, details can be found in [20, 21,

22, 23, 24]. For any fixed real number 0 < q < p ≤ 1 and each nonnegative integer k, we

denote (p, q)-integers by [k]p,q, where

[k]p,q =
pk − qk

p− q
.
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Also (p, q)-factorial and (p, q)-binomial coefficients are defined as follows:

[k]p,q! =

{
[k]p,q[k − 1]p,q...[1]p,q, k = 1, 2, ...,

1, k = 0,[
n

k

]
p,q

=
[n]p,q!

[k]p,q![n− k]p,q!
, (n ≥ k ≥ 0).

Let n be a non-negative integer, the (p, q)-Gamma function is defined as

Γp,q(n+ 1) =
(p− q)np,q
(p− q)n

= [n]p,q!,

where (p− q)np,q = (p− q)(p2 − q2)...(pn − qn).

For m,n ∈ N, the (p, q)-Beta function of second kind is given by

Bp,q(m,n) =

∫ ∞
0

tm−1

(1 + pt)m+n
p,q

dp,qt,

where the (p, q)-power basis is given by

(1 + pt)m+n
p,q = (1 + pt)(p+ pqt)(p2 + pq2t)...(pm+n−1 + pqm+n−1t).

The relationship by the (p, q)-Beta and Gamma functions is shown as follows

Bp,q(m,n) =
qΓp,q(m)Γp,q(n)

(pm+1qm−1)m/2 Γp,q(m+ n)
,

if p = 1, q → 1−, it reduces to the classic type B(m,n) = Γ(m)Γ(n)
Γ(m+n) .

The improper (p, q)-integral of f(x) on [0,∞) is defined to be

∫ ∞
0

f(x)dp,qx =

∞∑
j=−∞

∫ qj

pj

qj+1

pj+1

f(x)dp,qx = (p− q)
∞∑

j=−∞

qj

pj+1
f

(
qj

pj+1

)
.

When p = 1, all the definitions of (p, q)-calculus above are reduced to q-calculus.

3 Auxiliary results

Lemma 3.1. For x ∈ [0,∞) and sufficiently large n, the following equalities hold

Dn,p,q(1;x) = 1, (5)

Dn,p,q(t;x) = x, (6)

Dn,p,q(t
2;x) =

[n− 2]p,q[n+ 1]p,q
q2[n− 3]p,q[n]p,q

x2 +

(
p2 + q2

)
p3q3[n− 3]p,q

x− 2pn−2

q3[n− 3]p,q[n]p,q
x

+
pn−4

q4[n− 2]p,q[n− 3]p,q[n]p,q
− 1

p3q4[n− 2]p,q[n− 3]p,q
, (7)
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Dn,p,q(t
3;x)

=
[n+ 1]p,q[n+ 2]p,q[n− 2]2p,q

[n− 3]p,q[n− 4]p,q[n]2p,q
x3 +

(
[5]p,q + [2]2p,qpq

)
pn−2[2]p,q[n+ 1]p,q[n+ 2]p,q

p4q7[n]2p,q[n− 3]p,q[n− 4]p,q
x2

+

(
[5]p,qq

2 + [2]2p,qpq
3 − 3p2

)
[n+ 1]p,q[n+ 2]p,q[n− 2]p,q

p4q7[n]2p,q[n− 3]p,q[n− 4]p,q
x2 +

q5 + 3p3q2 − p5

p7q7[n− 3]p,q[n− 4]p,q
x

+
3p2n−4[2]p,q

q8[n]2p,q[n− 3]p,q[n− 4]p,q
x−

pn−6
(
2p4 + 2q4 + 4pq3 + p3q

)
q8[n]p,q[n− 3]p,q[n− 4]p,q

x

−
[2]2p,q

p7q7[n− 2]p,q[n− 3]p,q[n− 4]p,q
+

pn−8
(
[5]p,q + [2]p,qpq

2
)

q9[n]p,q[n− 2]p,q[n− 3]p,q[n− 4]p,q

− p2n+3[2]p,q
p9q9[n]2p,q[n− 2]p,q[n− 3]p,q[n− 4]p,q

, (8)

Dn,p,q(t
4;x) =

[n+ 1]p,q[n+ 2]p,q[n+ 3]p,q[n− 2]3p,q
q12[n− 3]p,q[n− 4]p,q[n− 5]p,q[n]3p,q

x4 +O

(
1

[n]p,q

)
φ(x), (9)

where φ(x) is depend on x.

Proof. Since∫ ∞
0

uk

(1 + pu)n+k
p,q

dp,qu = Bp,q(k + 1, n− 1) =
qΓp,q(k + 1)Γp,q(n− 1)

(pk+2qk)
k+1
2 Γp,q(n+ k)

=
q[k]p,q![n− 2]p,q!

p
(k+1)(k+2)

2 q
k(k+1)

2 [n+ k − 1]p,q!
,

we have

Dn,p,q(1;x) = [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)dp,qu

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))
[n+ k − 1]p,q!

[k]p,q![n− 1]p,q!
p

n(n−1)+(k+1)(k+2)
4 q

k2−1
2

× pkq[k]p,q![n− 2]p,q!

p
(k+1)(k+2)

2 q
k(k+1)

2 [n+ k − 1]p,q!

=
∞∑
k=0

bn,k(p, q;µ(x)) = 1.

Similarly, we get∫ ∞
0

uk+1

(1 + pu)n+k
p,q

dp,qu =
q[k + 1]p,q![n− 3]p,q!

p
(k+2)(k+3)

2 q
(k+1)(k+2)

2 [n+ k − 1]p,q!
,

thus,

Dn,p,q(t;x) = [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)pkudp,qu
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= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))
[n+ k − 1]p,q!

[k]p,q![n− 1]p,q!
p

n(n−1)+(k+1)(k+2)
4 q

k2−1
2

× p2kq[k + 1]p,q![n− 3]p,q!

p
(k+2)(k+3)

2 q
(k+1)(k+2)

2 [n+ k − 1]p,q!

=
∞∑
k=0

b̃n,k(p, q;µ(x))
p2kq[k + 1]p,qp

n(n−1)+(k+1)(k+2)
4 q

k2−1
2

p
(k+2)(k+3)

2 q
(k+1)(k+2)

2 [n− 2]p,q
.

Since [k + 1]p,q = qk + p[k]p,q, by simple computations, we have

Dn,p,q(t;x) =
[n]p,qµ(x)

pnq2[n− 2]p,q

∞∑
k=0

[
n+ k

k

]
p,q

pk+
n(n+1)

2 q
k(k−1)

2 (µ(x))k

(1 + µ(x))n+k+1
p,q

+
1

p2q[n− 2]p,q

∞∑
k=0

bn,k(p, q;µ(x))

=
[n]p,qµ(x)

pnq2[n− 2]p,q
+

1

p2q[n− 2]p,q
= x.

Next, ∫ ∞
0

uk+2

(1 + pu)n+k
p,q

dp,qu =
q[k + 2]p,q![n− 4]p,q!

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2 [n+ k − 1]p,q!
,

we get

Dn,p,q(t
2;x)

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)p2ku2dp,qu

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

[
n+ k − 1

k

]
p,q

p
n(n−1)+(k+1)(k+2)

4 q
k2−1

2

×
∫ ∞

0

p3kuk+2

(1 + pu)n+k
p,q

dp,qu

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

[
n+ k − 1

k

]
p,q

p
n(n−1)+(k+1)(k+2)

4 q
k2−1

2

× p3kq[k + 2]p,q![n− 4]p,q!

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2 [n+ k − 1]p,q!

=

∞∑
k=0

[
n+ k − 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k
p,q

p
n(n−1)+(k+1)(k+2)

2 p3kqk
2

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2

[k + 1]p,q[k + 2]p,q
[n− 2]p,q[n− 3]p,q

.(10)

Using [k + 1]p,q = qk + p[k]p,q and some computations, we obtain

[k + 1]p,q[k + 2]p,q = [2]p,qq
2k + p[2]2p,qq

k−1[k]p,q + p4[k]p,q[k − 1]p,q. (11)
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Since

∞∑
k=0

[
n+ k − 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k
p,q

p
n(n−1)+(k+1)(k+2)

2 p3kqk
2

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2

p4[k]p,q[k − 1]p,q
[n− 2]p,q[n− 3]p,q

=
[n]p,q[n+ 1]p,qx

2

p2nq6[n− 2]p,q[n− 3]p,q

∞∑
k=0

[
n+ k + 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k+2
p,q

pk+
(n+1)(n+2)

2 q
k(k−1)

2

=
[n]p,q[n+ 1]p,q (µ(x))2

p2nq6[n− 2]p,q[n− 3]p,q
, (12)

and

∞∑
k=0

[
n+ k − 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k
p,q

p
n(n−1)+(k+1)(k+2)

2 p3kqk
2

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2

qk−1[k]p,q
[n− 2]p,q[n− 3]p,q

=
[n]p,qµ(x)

pn+4q5[n− 2]p,q[n− 3]p,q

∞∑
k=0

[
n+ k

k

]
p,q

(µ(x))k

(1 + µ(x))n+k+1
p,q

pk+
n(n+1)

2 q
k(k−1)

2

=
[n]p,qµ(x)

pn+4q5[n− 2]p,q[n− 3]p,q
, (13)

and

∞∑
k=0

[
n+ k − 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k
p,q

p
n(n−1)+(k+1)(k+2)

2 p3kqk
2

p
(k+3)(k+4)

2 q
(k+2)(k+3)

2

[2]p,qq
2k

[n− 2]p,q[n− 3]p,q

=
[2]p,q

p5q3[n− 2]p,q[n− 3]p,q

∞∑
k=0

bn,k(p, q;µ(x))

=
[2]p,q

p5q3[n− 2]p,q[n− 3]p,q
, (14)

combining (10), (11), (12), (13) and (14), we have

Dn,p,q(t
2;x)

=
[n]p,q[n+ 1]p,q (µ(x))2

p2nq6[n− 2]p,q[n− 3]p,q
+

[2]2p,q[n]p,qµ(x)

pn+3q5[n− 2]p,q[n− 3]p,q
+

[2]p,q
p5q3[n− 2]p,q[n− 3]p,q

=
[n− 2]p,q[n+ 1]p,q
q2[n− 3]p,q[n]p,q

x2 +

(
p2 + q2

)
p3q3[n− 3]p,q

x− 2pn−2

q3[n− 3]p,q[n]p,q
x

+
pn−4

q4[n− 2]p,q[n− 3]p,q[n]p,q
− 1

p3q4[n− 2]p,q[n− 3]p,q
.

Using the same methods, we have

Dn,p,q(t
3;x)

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)p3ku3dp,qu
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=
∞∑
k=0

[
n+ k − 1

k

]
p,q

(µ(x))k

(1 + µ(x))n+k
p,q

p
n(n−1)+2k−18

2 q
k2−7k−12

2
[k + 1]p,q[k + 2]p,q[k + 3]p,q
[n− 2]p,q[n− 3]p,q[n− 4]p,q

,

since

[k + 1]p,q[k + 2]p,q[k + 3]p,q

= p9[k]p,q[k − 1]p,q[k − 2]p,q + p4qk−2
(
[5]p,q + [2]2p,qpq

)
[k]p,q[k − 1]p,q

+pq2k−2[2]p,q
(
[5]p,q + [2]2p,qpq

)
[k]p,q + q3k[2]p,q[3]p,q,

by some computations, we have

Dn,p,q(t
3;x)

=
[n]p,q[n+ 1]p,q[n+ 2]p,q (µ(x))3

p3nq12[n− 2]p,q[n− 3]p,q[n− 4]p,q
+

(
[5]p,q + [2]2p,qpq

)
[n]p,q[n+ 1]p,q (µ(x))2

p2n+4q11[n− 2]p,q[n− 3]p,q[n− 4]p,q

+
[2]p,q

(
[5]p,q + [2]2p,qpq

)
[n]p,qµ(x)

pn+7q9[n− 2]p,q[n− 3]p,q[n− 4]p,q
+

[2]p,q[3]p,q
p9q6[n− 2]p,q[n− 3]p,q[n− 4]p,q

=
[n+ 1]p,q[n+ 2]p,q[n− 2]2p,q

[n− 3]p,q[n− 4]p,q[n]2p,q
x3 +

(
[5]p,q + [2]2p,qpq

)
pn−2[2]p,q[n+ 1]p,q[n+ 2]p,q

p4q7[n]2p,q[n− 3]p,q[n− 4]p,q
x2

+

(
[5]p,qq

2 + [2]2p,qpq
3 − 3p2

)
[n+ 1]p,q[n+ 2]p,q[n− 2]p,q

p4q7[n]2p,q[n− 3]p,q[n− 4]p,q
x2 +

q5 + 3p3q2 − p5

p7q7[n− 3]p,q[n− 4]p,q
x

+
3p2n−4[2]p,q

q8[n]2p,q[n− 3]p,q[n− 4]p,q
x−

pn−6
(
2p4 + 2q4 + 4pq3 + p3q

)
q8[n]p,q[n− 3]p,q[n− 4]p,q

x

−
[2]2p,q

p7q7[n− 2]p,q[n− 3]p,q[n− 4]p,q
+

pn−8
(
[5]p,q + [2]p,qpq

2
)

q9[n]p,q[n− 2]p,q[n− 3]p,q[n− 4]p,q

− p2n+3[2]p,q
p9q9[n]2p,q[n− 2]p,q[n− 3]p,q[n− 4]p,q

.

Finally,

Dn,p,q(t
4;x)

= [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;µ(x))

∫ ∞
0

b̃n,k(p, q; pu)p4ku4dp,qu

=

∞∑
k=0

[
n+ k − 1

k

]
p,q

p
n(n−1)+2k−28

2 q
k2−9k−20

2
[k + 1]p,q[k + 2]p,q[k + 3]p,q[k + 4]p,q
[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q

× (µ(x))k

(1 + µ(x))n+k
p,q

,

since

[k + 1]p,q[k + 2]p,q[k + 3]p,q[k + 4]p,q

= p16[k]p,q[k − 1]p,q[k − 2]p,q[k − 3]p,q +
(
[7]p,q + pq[5]p,q + [2]2p,qp

2q2
)
p9qk−3[k]p,q
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×[k − 1]p,q[k − 2]p,q + p4q2k−4
(
[5]p,q + [2]2p,qpq

) (
[6]p,q + p2q2[2]p,q

)
[k]p,q[k − 1]p,q

+pq3k−3[2]p,q
(
[5]2p,q + [2]2p,q[5]p,qpq + p3q3[3]p,q

)
[k]p,q + q4k[2]p,q[3]p,q[4]p,q,

we have

Dn,p,q(t
4;x)

=
[n]p,q[n+ 1]p,q[n+ 2]p,q[n+ 3]p,q

p4nq20[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q
(µ(x))4

+

(
[7]p,q + pq[5]p,q + [2]2p,qp

2q2
)

[n]p,q[n+ 1]p,q[n+ 2]p,q

p3n+5q19[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q

(
µ(x)3

)
+

(
[5]p,q + [2]2p,qpq

) (
[6]p,q + p2q2[2]p,q

)
p2n+9q17[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q

(
µ(x)2

)
+

[2]p,q
(
[5]2p,q + [2]2p,q[5]p,qpq + p3q3[3]p,q

)
[n]p,q

pn+12q14[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q
µ(x)

+
[2]p,q[3]p,q[4]p,q

p14q10[n− 2]p,q[n− 3]p,q[n− 4]p,q[n− 5]p,q

=
[n+ 1]p,q[n+ 2]p,q[n+ 3]p,q[n− 2]3p,q
q12[n− 3]p,q[n− 4]p,q[n− 5]p,q[n]3p,q

x4 +O

(
1

[n]p,q

)
φ(x).

Lemma 3.1 is proved.

Lemma 3.2. For sufficiently large n, we have

Dn,p,q(t− x;x) = 0, (15)

Dn,p,q((t− x)2;x)

=
pnx2

q[n]p,q
+

pn−3x2

q[n− 3]p,q
+

p2n−3x2

q2[n− 3]p,q[n]p,q
+

(
p2 + q2

)
x

p3q3[n− 3]p,q
− 2pn−2x

q3[n− 3]p,q[n]p,q

+
pn−4

q4[n− 2]p,q[n− 3]p,q[n]p,q
− 1

p3q4[n− 2]p,q[n− 3]p,q
= Bn,p,q(x) (16)

= O

(
1

[n]p,q

)(
x2 + x+ 1

)
, (17)

Dn,p,q((t− x)4;x) = O

(
1

[n]p,q

)(
x4 + x3 + x2 + x+ 1

)
. (18)

Proof. (15) is obtained by (5) and (6). Since

[n− 2]p,q[n+ 1]p,q
q2[n− 3]p,q[n]p,q

=

(
pn−3 + q[n− 3]p,q

)
(pn + q[n]p,q)

q2[n− 3]p,q[n]p,q

= 1 +
pn

q[n]p,q
+

pn−3

q[n− 3]p,q
+

p2n−3

q2[n− 3]p,q[n]p,q
,

using lemma 3.1, we have

Dn,p,q((t− x)2;x)
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= Dn,p,q(t
2;x)− 2xMn,p,q(t;x) + x2

= Dn,p,q(t
2;x)− x2

=

[
[n− 2]p,q[n+ 1]p,q
q2[n− 3]p,q[n]p,q

− 1

]
x2 +

(
p2 + q2

)
p3q3[n− 3]p,q

x− 2pn−2

q3[n− 3]p,q[n]p,q
x

+
pn−4

q4[n− 2]p,q[n− 3]p,q[n]p,q
− 1

p3q4[n− 2]p,q[n− 3]p,q

=
pnx2

q[n]p,q
+

pn−3x2

q[n− 3]p,q
+

p2n−3x2

q2[n− 3]p,q[n]p,q
+

(
p2 + q2

)
x

p3q3[n− 3]p,q
− 2pn−2x

q3[n− 3]p,q[n]p,q

+
pn−4

q4[n− 2]p,q[n− 3]p,q[n]p,q
− 1

p3q4[n− 2]p,q[n− 3]p,q
.

Similarly, by some computations, we can obtain (18).

Lemma 3.3. (See theorem 2.1 of [25]). For 0 < qn < pn ≤ 1, set qn := 1−αn, pn := 1−βn
such that 0 ≤ βn < αn < 1, αn → 0, βn → 0 as n → ∞. The following statements are

true

(A) If lim
n→∞

en(βn−αn) = 1 and enβn/n→ 0, then [n]pn,qn →∞.

(B) If lim
n→∞

en(βn−αn) < 1 and enβn(αn − βn)→ 0, then [n]pn,qn →∞.

(C) If limn→∞e
n(βn−αn) < 1, lim

n→∞
en(βn−αn) = 1 and max{enβn/n, enβn(αn − βn)}

→ 0, then [n]pn,qn →∞.

4 Approximation properties

In this section, we establish a local approximation theorem. We give the following

definitions at first, the space of all real valued continuous bounded functions f defined

on the interval [0,∞) is denoted by CB[0,∞). The norm on CB[0,∞) is defined by

||f || = sup{|f(x)| : x ∈ [0,∞)}. The Peetre’s K-functional is given by

K2(f ; δ) = inf
g∈W 2

{||f − g||+ δ||g′′||}, (19)

where δ > 0, W 2 = {g ∈ CB[0,∞) : g′, g′′ ∈ CB[0,∞)}. For f ∈ CB[0,∞), the second

order modulus of smoothness is defined as

ω2(f ;
√
δ) = sup

0<h≤δ
sup

x∈[0,∞)
|f(x+ 2h)− 2f(x+ h) + f(x)|. (20)

By [27], there exists a constant C > 0, such that

K2(f ; δ) ≤ Cω2(f ;
√
δ). (21)

In order to obtain the convergence of operators defined in (3), in the sequel, let p = {pn}
and q = {qn} be sequences satisfying pnn → 1(n → ∞) and the conditions of lemma 3.3

(A), (B) or (C).
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Theorem 4.1. For f ∈ CB[0,∞) and n ≥ 6, we have

|Dn,p,q(f ;x)− f(x)| ≤ Cω2

(
f ;
√
Bn,p,q(x)/2

)
, (22)

where C is a positive constant, Bn,p,q(x) is defined in (16).

Proof. Let g ∈W 2, by Taylor’s expansion, we have

g(t) = g(x) + g′(x)(t− x) +

∫ t

x
(t− u)g′′(u)du, (23)

applying Dn,p,q to (23), using (15), we get

Dn,p,q(g;x)− g(x) = Dn,p,q

(∫ t

x
(t− u)g′′(u)du;x

)
.

Thus, we have,

|Dn,p,q(g;x)− g(x)| =

∣∣∣∣Dn,p,q

(∫ t

x
(t− u)g′′(u)du;x

)∣∣∣∣
≤ Dn,p,q

(∣∣∣∣∫ t

x
|t− u||g′′(u)|du

∣∣∣∣ ;x)
≤ Dn,p,q

(
(t− x)2;x

)
||g′′||

= Bn,p,q(x)||g′′||. (24)

On the other hand, by (3) and (5), we have

Dn,p,q(f ;x) = [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;x)

∫ ∞
0

b̃n,k(p, q; pu)|f(pku)|dp,qu ≤ ||f ||. (25)

Now (24) and (25) imply

|Dn,p,q(f ;x)− f(x)| ≤ |Dn,p,q(f − g;x)− (f − g)(x)|+ |Dn,p,q(g;x)− g(x)|
≤ 2||f − g||+Bn,p,q(x)||g′′||,

from (19), taking infimum on the right hand side over all g ∈W 2, we obtain

|Dn,p,q(f ;x)− f(x)| ≤ 2K2 (f ;Bn,p,q(x)/2) .

Finally, using (21), we get

|Dn,p,q(f ;x)− f(x)| ≤ Cω2

(
f ;
√
Bn,p,q(x)/2

)
.

Theorem 4.1 is proved.
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Let Bx2 [0,∞) be the set of all functions f defined on [0,∞) satisfying the condition

|f(x)| ≤ Mf (1 + x2), where Mf is the constant depending only on f . We denote the

subspace of all continuous functions belonging to Bx2 [0,∞) by Cx2 [0,∞). Let C∗x2 [0,∞)

be the subspace of all functions f ∈ Cx2 [0,∞), for which limx→∞
f(x)
1+x2

is finite. The norm

on C∗x2 [0,∞) is

||f ||x2 = sup
x∈[0,∞)

|f(x)|
1 + x2

.

We denote the usual modulus of continuity of f on the closed interval [0, a] (a > 0) by

ωa(f ; δ) = sup
|t−x|≤δ

sup
x,t∈[0,a]

|f(t)− f(x)|.

Obviously, for a function f ∈ Cx2 [0,∞), the modulus of continuity ωa(f, δ) tends to zero.

Theorem 4.2. Let f ∈ Cx2 [0,∞), ωa+1(f ; δ) be the modulus of continuity on the finite

interval [0, a+ 1] ⊂ [0,∞), where a > 0. Then for n ≥ 6, we have

||Dn,p,q(f)− f ||Cx2 [0,a] ≤ 4Mf (1 + a2)Bn,p,q(a) + 2ωa+1

(
f ;
√
Bn,p,q(a)

)
,

where Bn,p,q(a) is defined in (16).

Proof. For x ∈ [0, a] and t > a+ 1, we have

|f(t)− f(x)| ≤Mf

(
2 + x2 + t2

)
≤Mf

(
2 + 3x2 + 2(t− x)2

)
.

Since t− x ≥ t− a > 1, then (t− x)2 > 1. Thus 2 + 3x2 + 2(t− x)2 ≤ (2 + 3x2)(t− x)2 +

2(t− x)2 = (4 + 3x2)(t− x)2 ≤ (4 + 3a2)(t− x)2 ≤ 4(1 + a2)(t− x)2. Thus, we obtain

|f(t)− f(x)| ≤ 4Mf (1 + a2)(t− x)2. (26)

For x ∈ [0, a] and t ≤ a+ 1, we have

|f(t)− f(x)| ≤ ωa+1(f ; |t− x|) ≤
(

1 +
|t− x|
δ

)
ωa+1(f ; δ), (δ > 0) (27)

From (26) and (27), we get

|f(t)− f(x)| ≤ 4Mf (1 + a2)(t− x)2 +

(
1 +
|t− x|
δ

)
ωa+1(f ; δ). (28)

For x ∈ [0, a] and t ≥ 0, by Schwarz’s inequality and lemma 3.2, we have

|Dn,p,q(f ;x)− f(x)|
≤ Dn,p,q(|f(t)− f(x)|;x)

≤ 4Mf (1 + a2)Dn,p,q

(
(t− x)2;x

)
+ ωa+1(f ; δ)

(
1 +

1

δ

√
Dn,p,q ((t− x)2;x)

)
≤ 4Mf (1 + a2)Bn,p,q(x) + ωa+1(f ; δ)

(
1 +

√
Bn,p,q(x)

δ

)
.

By taking δ =
√
Bn,p,q(x), we get the assertion of theorem 4.2.
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Now we discuss the weighted approximation theorem.

Theorem 4.3. For f ∈ C∗x2 [0,∞) and n ≥ 6, we have

lim
n→∞

||Dn,pn,qn(f)− f ||x2 = 0. (29)

Proof. By using the Korovkin theorem, we see that it is sufficient to verify the following

three conditions

lim
n→∞

||Dn,pn,qn(ti;x)− xi||x2 = 0, i = 0, 1, 2. (30)

Since Dn,pn,qn(1;x) = 1 and Dn,pn,qn(t;x) = x, equality (30) holds true for i = 0 and i = 1.

Finally, for i = 2, from lemma 3.2, we have

||Dn,pn,qn(t2;x)− x2||x2

= sup
x∈[0,∞)

|Dn,pn,qn(t2;x)− x2|
1 + x2

≤
(

pnn
qn[n]pn,qn

+
pn−3
n

qn[n− 3]pn,qn
+

p2n−3
n

q2
n[n− 3]pn,qn [n]pn,qn

)
sup

x∈[0,∞)

x2

1 + x2

+

(
p2
n + q2

n

p3
nq

3
n[n− 3]pn,qn

+
2pn−2
n

q3
n[n− 3]pn,qn [n]pn,qn

)
sup

x∈[0,∞)

x

1 + x2

+

(
pn−4
n

q4
n[n− 2]pn,qn [n− 3]pn,qn [n]pn,qn

+
1

p3
nq

4
n[n− 2]pn,qn [n− 3]pn,qn

)
sup

x∈[0,∞)

1

1 + x2

≤ pnn
qn[n]pn,qn

+
p2
n + q2

n + pnnq
2
n

p3
nq

3
n[n− 3]pn,qn

+
p2n−3
n qn + 2pn−2

n

q3
n[n− 3]pn,qn [n]pn,qn

+
1

p3
nq

4
n[n− 2]pn,qn [n− 3]pn,qn

+
pn−4
n

q4
n[n− 2]pn,qn [n− 3]pn,qn [n]pn,qn

.

We can obtain limn→∞ ||Dn,pn,qn(t2;x)−x2|| = 0 by using lemma 3.3 and limn→∞ p
n
n = 1,

theorem 4.3 is proved.

Table 1: The errors of the approximation of Dn,pn,qn(t2;x) with pn = 0.999999 and different

values of qn and n .

qn
‖f(x)−Dn,pn,qn(f ;x)‖∞

n = 10 n = 20 n = 30 n = 50

0.95 0.756459 0.471385 0.396404 0.348978

0.99 0.545694 0.264869 0.185654 0.126539

0.999 0.502874 0.224749 0.146152 0.087113

0.9999 0.498679 0.220856 0.142352 0.083372

0.99999 0.498261 0.220468 0.141973 0.083000
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Table 2: The errors of the approximation of Dn,pn,qn(t2;x) with qn = 0.99 and different values of

pn and n .

pn = 1− 1/10m
‖f(x)−Dn,pn,qn(f ;x)‖∞

n = 10 n = 20 n = 30 n = 50

m = 3 0.545703746 0.264908767 0.185736472 0.126723749

m = 4 0.545694253 0.264872541 0.185660670 0.126555374

m = 5 0.545693781 0.264869729 0.185654271 0.126540622

m = 6 0.545693738 0.264869456 0.185653644 0.126539167

m = 7 0.545693733 0.264869429 0.185653581 0.126539022
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q = 0.999

Figure 1: The figures of Dn,pn,qn(t2;x) for n =

50, pn = 0.99999 and different values of qn.
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x (p = 0.99999, q=0.9999)

0

0.5

1

1.5

D
n

,p
n
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n

(t
2
, 
x
)

y = x
2

n = 10
n = 20
n = 30
n = 50

Figure 2: The figures of Dn,pn,qn(t2;x) for

pn = 0.99999, qn = 0.9999 and different val-

ues of n.

5 Graphical and numerical analysis for one variable func-

tions

In this section, we give several graphs and numerical examples to show the convergence

of Dn,pn,qn(f ;x) to f(x) with different values of parameters which satisfy the conclusions

of lemma 3.3.

Let f(x) = x2, the graphs of Dn,pn,qn(f ;x) with n = 50, pn = 0.99999 and different

values of qn is shown in Figure 1. The graphs of Dn,pn,qn(f ;x) with pn = 0.99999, qn =

0.9999 and different values of n is shown in Figure 2. The graphs of Dn,pn,qn(f ;x) with

n = 50, qn = 0.95 and different values of pn is shown in Figure 3. Moreover, we give the

errors of the approximation of Dn,pn,qn(f ;x) to f(x) with different parameters in Table 1

and Table 2.
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0

0.2

0.4

0.6

0.8

1

1.2

1.4

D
n

,p
n
,q

n

(t
2
, 

x
)

y = x
2

p = 0.99
p = 0.9999

Figure 3: The figures of Dn,pn,qn(t2;x) for n = 50, qn = 0.95 and different values of pn.

6 Construction of bivariate operators and approximation

properties

We introduce the bivariate tensor product (p, q)-analogue of Durrmeyer type Baskakov

operators as follows

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)

= [n1 − 1]pn1 ,qn1
[n2 − 1]pn2 ,qn2

∞∑
k1=0

∞∑
k2=0

b̃n1,k1(pn1 , qn1 ;µ(x))b̃n2,k2(pn2 , qn2 ; ν(y))

∫ ∞
0

∫ ∞
0

b̃n1,k1(pn1 , qn1 ; pn1u)b̃n2,k2(pn2 , qn2 ; pn2v)f
(
pk1n1

u, pk2n2
v
)
dpn1 ,qn1

udpn2 ,qn2
v, (31)

where

µ(x) =
pn1−2
n1

qn1

(
p2
n1
qn1 [n1 − 2]pn1 ,qn1

x− 1
)

[n1]pn1 ,qn1

,

(
x ≥ 1

p2
n1
qn1 [n1 − 2]pn1 ,qn1

)
,

ν(y) =
pn2−2
n2

qn2

(
p2
n2
qn2 [n2 − 2]pn2 ,qn2

y − 1
)

[n2]pn2 ,qn2

,

(
y ≥ 1

p2
n2
qn2 [n2 − 2]pn2 ,qn2

)
,

0 < qn1 , qn2 < pn1 , pn2 ≤ 1 and b̃n,k(p, q;x) is defined in (4).

Lemma 6.1. Let ei,j(x, y) = xiyj , i, j ∈ N, (x, y) ∈ ([0,∞)× [0,∞)) be the two dimen-

sional test functions and n1, n2 ≥ 6, using lemma 3.1, we easily obtain the following

equalities

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e0,0;x, y) = 1, (32)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e1,0;x, y) = x, (33)
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Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e0,1;x, y) = y, (34)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e1,1;x, y) = xy, (35)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e2,0;x, y) =
[n1 − 2]pn1 ,qn1

[n1 + 1]pn1 ,qn1

q2
n1

[n1 − 3]pn1 ,qn1
[n1]pn1 ,qn1

x2 +

(
p2
n1

+ q2
n1

)
p3
n1
q3
n1

[n1 − 3]pn1 ,qn1

x

−
2pn1−2
n1

q3
n1

[n1 − 3]pn1 ,qn1
[n1]pn1 ,qn1

x+
pn1−4
n1

q4
n1

[n1 − 2]pn1 ,qn1
[n1 − 3]pn1 ,qn1

[n1]pn1 ,qn1

− 1

p3
n1
q4
n1

[n1 − 2]pn1 ,qn1
[n1 − 3]pn1 ,qn1

, (36)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(e0,2;x, y) =
[n2 − 2]pn2 ,qn2

[n2 + 1]pn2 ,qn2

q2
n2

[n2 − 3]pn2 ,qn2
[n2]pn2 ,qn2

y2 +

(
p2
n2

+ q2
n2

)
p3
n2
q3
n2

[n2 − 3]pn2 ,qn2

y

−
2pn2−2
n2

q3
n2

[n2 − 3]pn2 ,qn2
[n2]pn2 ,qn2

y +
pn2−4
n2

q4
n2

[n2 − 2]pn2 ,qn2
[n2 − 3]pn2 ,qn2

[n2]pn2 ,qn2

− 1

p3
n2
q4
n2

[n2 − 2]pn2 ,qn2
[n2 − 3]pn2 ,qn2

. (37)

Lemma 6.2. For sufficiently large n1 and n2, using lemma 6.1 and lemma 3.2, we have

the following statements

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(t− x;x, y) = 0,

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(s− y;x, y) = 0,

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((t− x)2;x, y) = O

(
1

[n1]pn1 ,qn1

)(
x2 + x+ 1

)
= O

(
1

[n1]pn1 ,qn1

)
(x+ 1)2,

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((s− y)2;x, y) = O

(
1

[n2]pn2 ,qn2

)(
y2 + y + 1

)
= O

(
1

[n2]pn2 ,qn2

)
(y + 1)2,

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((t− x)4;x, y) = O

(
1

[n1]pn1 ,qn1

)(
x4 + x3 + x2 + x+ 1

)
= O

(
1

[n1]pn1 ,qn1

)
(x+ 1)4,

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((s− y)4;x, y) = O

(
1

[n2]pn2 ,qn2

)(
y4 + y3 + y2 + y + 1

)
= O

(
1

[n2]pn2 ,qn2

)
(y + 1)4.

Let Bρ be the space of all functions f defined on [0,∞)×[0,∞) satisfying the condition

|f(x)| ≤ Mfρ(x, y), where Mf is a positive constant depending only on f and ρ(x, y) =

1+x2+y2 is a weighted function. We denote the subspace of all continuous functions belong

to Bρ by Cρ. Let C∗ρ be the subspace of all functions f ∈ Cρ, for which lim√
x2+y2→∞

f(x,y)
ρ(x,y)

is finite. The norm on C∗ρ is ||f ||ρ = supx,y∈[0,∞)
|f(x,y)|
ρ(x,y) . For the infinite interval [0,∞),
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f ∈ C∗ρ and δ1, δ2 > 0, İspir and Atakut [28] introduced the weighted modulus of continuity

as

Ωρ(f ; δ1, δ2) = sup
x,y∈[0,∞)

sup
0≤|k1|≤δ1,0≤|k2|≤δ2

|f(x+ k1, y + k2)− f(x, y)|
ρ(x, y)ρ(k1, k2)

,

which satisfy the following inequality

Ωρ(f ; d1δ1, d2δ2) ≤ 4(1 + d1)(1 + d2)(1 + δ2
1)(1 + δ2

2)Ωρ(f ; δ1, δ2), d1, d2 > 0. (38)

From the definition of Ωρ, we have

|f(t, s)− f(x, y)|
≤ ρ(x, y)ρ(|t− x|, |s− y|)Ωρ(f ; |t− x|, |s− y|)
≤

(
1 + x2 + y2

) (
1 + (t− x)2

) (
1 + (s− y)2

)
Ωρ(f ; |t− x|, |s− y|) (39)

Now, we establish the degree approximation of operators Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

in the weighted

space C∗ρ by the weighted modulus of continuity Ωρ.

Theorem 6.3. For f ∈ C∗ρ , then for sufficiently large n1, n2, we have the following in-

equality

sup
x,y∈[0,∞)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)

(ρ(x, y))3 ≤ CΩρ

f ;
1√

[n1]pn1 ,qn1

,
1√

[n2]pn2 ,qn2

 ,

where C is a positive constant.

Proof. From (38) and (39), for δn1 , δn2 > 0, we get

|f(t, s)− f(x, y)|

= 4
(
1 + x2 + y2

) (
1 + (t− x)2

)
(1 + (s− y)2)

(
1 +
|t− x|
δn1

)(
1 +
|s− y|
δn2

)(
1 + δ2

n1

)
×
(
1 + δ2

n2

)
Ωρ(f ; δn1 , δn2)

= 4
(
1 + x2 + y2

) (
1 + δ2

n1

) (
1 + δ2

n2

)(
1 +
|t− x|
δn1

+ (t− x)2 +
|t− x|
δn1

(t− x)2

)
×
(

1 +
|s− y|
δn2

+ (s− y)2 +
|s− y|
δn2

(s− y)2

)
Ωρ(f ; δn1 , δn2),

applying the operators Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

on the above inequality, we have

|Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)|
≤ Dn1,n2

pn1 ,qn1 ,pn2 ,qn2
(|f(t, s)− f(x, y)|;x, y)

≤ 4(1 + x2 + y2)
(
1 + δ2

n1

) (
1 + δ2

n2

)
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
1 +
|t− x|
δn1

+ (t− x)2

+
|t− x|
δn1

(t− x)2;x, y

)
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
1 +
|s− y|
δn2

+ (s− y)2 +
|s− y|
δn2

(s− y)2;x, y

)
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×Ωρ(f ; δn1 , δn2)

= 4
(
1 + x2 + y2

) (
1 + δ2

n1

) (
1 + δ2

n2

)(
1 +

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(|t− x|;x, y)

δn1

+ Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
(t− x)2;x, y

)
+
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
|t− x|(t− x)2;x, y

)
δn1

)

+

(
1 +

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(|s− y|;x, y)

δn2

+Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
(s− y)2;x, y

)
+
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
|s− y|(s− y)2;x, y

)
δn2

)
Ωρ(f ; δn1 , δn2).

Using Cauchy-Schwarz inequality, we get

|Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)|

≤ 4(1 + x2 + y2)

1 +

√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((t− x)2;x, y)

δn1

+Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
(t− x)2;x, y

)

+

√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((t− x)2;x, y)
√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((t− x)4;x, y)

δn1


×
(
1 + δ2

n1

) (
1 + δ2

n2

)1 +

√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((s− y)2;x, y)

δn2

+ Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(
(s− y)2;x, y

)
+
√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((s− y)2;x, y)

×

√
Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

((s− y)4;x, y)

δn2

Ωρ(f ; δn1 , δn2).

Using lemma 6.2, we have

|Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)|

≤ 4(1 + x2 + y2)(1 + δ2
n1

)(1 + δ2
n2

)

1 +
1

δn1

√√√√O

(
1

[n1]pn1 ,qn1

)
(x+ 1)2

+O

(
1

[n1]pn1 ,qn1

)
(x+ 1)2 +

1

δn1

√√√√O

(
1

[n1]pn1 ,qn1

)
(x+ 1)2

√√√√O

(
1

[n1]pn1 ,qn1

)
(x+ 1)4


×

1 +
1

δn2

√√√√O

(
1

[n2]pn2 ,qn2

)
(y + 1)2 +O

(
1

[n2]pn2 ,qn2

)
(y + 1)2

+
1

δn2

√√√√O

(
1

[n2]pn2 ,qn2

)
(y + 1)2

√√√√O

(
1

[n2]pn2 ,qn2

)
(y + 1)4

Ωρ(f ; δn1 , δn2).
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Then, we have

|Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)|

≤ 4(1 + x2 + y2)(1 + δ2
n1

)(1 + δ2
n2

)

(
1 +

1

δn1

√
C1

[n1]pn1 ,qn1

(x+ 1) +
C1

[n1]pn1 ,qn1

(x+ 1)2

+
1

δn1

√
C2

1

[n1]2pn1 ,qn1

(x+ 1)3

)(
1 + δn2

√
C2

[n2]pn2 ,qn2

(y + 1) +
C2

[n2]pn2 ,qn2

(y + 1)2

+
1

δn2

√
C2

2

[n2]2pn2 ,qn2

(y + 1)3

)
Ωρ(f ; δn1 , δn2).

Let δn1 = 1√
[n1]pn1 ,qn1

and δn2 = 1√
[n2]pn2 ,qn2

, we have

|Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y)− f(x, y)|

≤ 4(1 + x2 + y2)

(
1 +

1

[n1]pn1 ,qn1

)(
1 +

1

[n2]pn2 ,qn2

)
C(1 + x2 + y2)2Ωρ(f ; δn1 , δn2),

where C is a positive constant. Theorem 6.3 is proved.

7 Graphical and numerical analysis for two variables func-

tions

In this section, we give several graphs and numerical examples to show the convergence

of Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) to f(x, y) with different values of parameters which satisfy the

conclusions of lemma 3.3.

Let f(x, y) = x2y2, the graphs of Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) with n1 = n2 = 30, pn1 =

pn2 = 0.9999, qn1 = qn2 = 0.999 and f(x, y) = x2y2 are shown in Figure 4. The graphs of

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) with n1 = n2 = 50, pn1 = pn2 = 0.99999, qn1 = qn2 = 0.9999 and

f(x, y) = x2y2 are shown in Figure 5. Moreover, we give the errors of the approximation

of Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) to f(x, y) with different parameters in Table 3 and Table 4.

Table 3: The errors of the approximation of Dn1,n2
pn1

,qn1
,pn2

,qn2
(f ;x, y) with pn1

= pn2
= 0.99999

and different values of qn1
= qn2

= q and n1 = n2 = n .

q
‖f(x)−Dn1,n2

pn1 ,qn1 ,pn2 ,qn2
(f ;x, y)‖∞

n = 10 n = 20 n = 30 n = 50

0.95 2.085144 1.164978 0.949957 0.819780

0.99 1.389169 0.599895 0.405776 0.269094

0.999 1.258631 0.500011 0.313666 0.181816

0.9999 1.246041 0.490490 0.3049678 0.173697
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Figure 4: The figures of (the upper one)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) for n1 = n2 =

30, pn1 = pn2 = 0.9999, qn1 = qn2 = 0.999,

and (the below one) f(x, y) = x2y2 .

Figure 5: The figures of (the upper one)

Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) for n1 = n2 =

50, pn1 = pn2 = 0.99999, qn1 = qn2 = 0.9999,

and (the below one) f(x, y) = x2y2 .

Table 4: The errors of the approximation of Dn1,n2
pn1

,qn1
,pn2

,qn2
(f ;x, y) with qn1 = qn2 = 0.999 and

different values of pn1
= pn2

= p and n1 = n2 = n .

p = 1− 1/10m
‖f(x)−Dn1,n2

pn1 ,qn1 ,pn2 ,qn2
(f ;x, y)‖∞

n = 10 n = 20 n = 30 n = 50

m = 4 1.25863727 0.50001245 0.31366763 0.18181861

m = 5 1.25863086 0.50001052 0.31366566 0.18181572

m = 6 1.25863023 0.50001034 0.31366548 0.18181546

m = 7 1.25863016 0.50001033 0.31366546 0.18181544

8 Further discussion

If we consider the following modified forms D̃n,p,q,

D̃n,p,q(f ;x) = [n− 1]p,q

∞∑
k=0

b̃n,k(p, q;x)

∫ ∞
0

b̃n,k(p, q; pu)f(pku)dp,qu, (40)

where x ∈ [0,∞), b̃n,k(p, q;x) is defined in (4). Here we omit the bivariate forms of oper-

ators (40). By similar computations in section 3, we know these operators (40) reproduce

only constant functions, but not linear functions. We also provide two graphs to show that

the operators Dn,p,q give a better approximation to f than D̃n,p,q and so is the bivariate

case (See Figure 6 and Figure 7), hence it is more appropriate to consider the operators

Dn,p,q and the bivariate ones defined in (31).
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Figure 6: The figures of Dn,pn,qn(f ;x) (the

red one), D̃n,pn,qn(f ;x) (the yellow one)for

n = 50, pn = 0.99999, qn = 0.999, and

f(x) = x2 (the blue one).

Figure 7: The figures of (the mid-

dle one) Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) and

˜Dn1,n2
pn1 ,qn1 ,pn2 ,qn2

(f ;x, y) (the upper one) for

n1 = n2 = 50, pn1 = pn2 = 0.99999, qn1 =

qn2 = 0.9999, and f(x, y) = x2y2 (the

below one).
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[20] M. N. Hounkonnou, J. Désiré, B. Kyemba, R(p, q)-calculus: differentiation and integration,
SUT Journal of Mathematics, 49 (2013), 145-167.

[21] R. Jagannathan, K. S. Rao, Two-parameter quantum algebras, twin-basic numbers, and as-
sociated generalized hypergeometric series, Proceedings of the International Conference on
Number Theory and Mathematical Physics, (2005) 20-21.

[22] J. Katriel, M. Kibler, Normal ordering for deformed boson operators and operator-valued
deformed Stirling numbers, J. Phys. A: Math. Gen. (1992) 24, 2683-2691, printed in the UK.

[23] P. N. Sadjang, On the fundamental theorem of (p, q)-calculus and some (p, q)-Taylor formulas,
(2015) arXiv: 1309.3934v1.

[24] V. Sahai, S. Yadav, Representations of two parameter quantum algebras and p, q-special
functions, J. Math. Anal. Appl., 335(2007), 268-279.

[25] Q. -B. Cai, X. -W. Xu, A basic problem of (p, q)-Bernstein operators, J. Ineq. Appl., 140
(2017), Doi: 10. 1186/s13660-017-1413-0.

[26] G. A. Anastassiou, S. G. Gal, Approximation theory: moduli of continuity and global smooth-
ness preservation, Birkhauser, Boston, 2000.

[27] R. A. DeVore, G. G. Lorentz, Constructive Approximation, Springer, Berlin, 1993.
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Abstract

Making use the fractional integral associated with the convolution product of Sălăgean operator and
Ruscheweyh derivative, we introduce a new class of analytic functions D(µ, λ, α, β) defined on the open unit
disc, and investigate its various characteristics. Further we obtain distortion bounds, extreme points and
radii of close-to-convexity, starlikeness and convexity for functions belonging to the class D(µ, λ, α, β).

Keywords: Analytic functions, univalent functions, radii of starlikeness and convexity, neighborhood property,
Salagean operator, Ruscheweyh operator.
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1 Introduction

Denote by U the unit disc of the complex plane, U = {z ∈ C : |z| < 1} and H(U) the space of holomorphic
functions in U .

Let A (p, t) = {f ∈ H(U) : f(z) = zp +
∑∞
j=p+t ajz

j , z ∈ U}, with A (1, t) = At and H[a, t] = {f ∈ H(U) :

f(z) = a+ atz
t + at+1z

t+1 + . . . , z ∈ U}, where p, t ∈ N, a ∈ C.

Definition 1.1 (Sălăgean [4]) For f ∈ At, and n ∈ N, the operator Sn is defined by Sn : At → At,

S0f (z) = f (z) , S1f (z) = zf ′(z), ..., Sn+1f(z) = z (Snf (z))
′
, z ∈ U.

Remark 1.1 If f ∈ At, f(z) = z +
∑∞
j=t+1 ajz

j, then Snf (z) = z +
∑∞
j=t+1 j

najz
j, z ∈ U .

Definition 1.2 (Ruscheweyh [3]) For f ∈ At and n ∈ N, the operator Rn is defined by Rn : At → At,

R0f (z) = f (z) , R1f (z) = zf ′ (z) , ..., (n+ 1)Rn+1f (z) = z (Rnf (z))
′
+ nRnf (z) , z ∈ U.

Remark 1.2 If f ∈ At, f(z) = z +
∑∞
j=t+1 ajz

j, then Rnf (z) = z +
∑∞
j=t+1

Γ(n+j)
Γ(n+1)Γ(j)ajz

j for z ∈ U .

Definition 1.3 Let n,m ∈ N. Denote by SRm,nλ : At → At the operator given by the Hadamard product of the
Sălăgean operator Sm and the Ruscheweyh derivative Rn, SRm,nf (z) = (Sm ∗Rn) f (z) , for any z ∈ U and
each nonnegative integers m,n.

Remark 1.3 If f ∈ At and f(z) = z +
∑∞
j=t+1 ajz

j, then SRm,nf (z) = z +
∑∞
j=t+1 j

m Γ(n+j)
Γ(n+1)Γ(j)a

2
jz
j, z ∈ U .

Definition 1.4 ([2]) The fractional integral of order λ (λ > 0) is defined for a function f by D−λz f (z) =
1

Γ(λ)

∫ z
0

f(t)

(z−t)1−λ dt, where f is an analytic function in a simply-connected region of the z-plane containing the

origin, and the multiplicity of (z − t)λ−1
is removed by requiring log (z − t) to be real, when (z − t) > 0.

From Definition 1.3 and Definition 1.4, we get the fractional integral associated with the convolution product
of Sălăgean operator and Ruscheweyh derivative, which has the following form

D−λz SRm,nf (z) =
1

Γ (λ+ 2)
zλ+1 +

∞∑
j=t+1

jm+1Γ (n+ j)

Γ (n+ 1) Γ (j + λ+ 1)
a2
jz
j+λ,

for a function f(z) = z +
∑∞
j=t+1 ajz

j ∈ At.
Following the work from [1] we can define the class D(µ, λ, α, β) as follows.
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Definition 1.5 For µ ≥ 0, λ ∈ N, α ∈ C−{0} and 0 < β ≤ 1, let D(µ, λ, α, β) be the subclass of At consisting
of functions that satisfying the inequality∣∣∣∣∣ λ (1− µ)

D−λz SRm,nf(z)
z + µ

(
D−λz SRm,nf (z)

)′
λ (1− µ) D

−λ
z SRm,nf(z)

z + µ
(
D−λz SRm,nf (z)

)′ − α
∣∣∣∣∣ < β (1.1)

2 Coefficient bounds

In this section we obtain coefficient bounds and extreme points for functions is D(µ, λ, α, β).

Theorem 2.1 Let the function f ∈ At. Then f ∈ D(µ, λ, α, β) if and only if

∞∑
j=t+1

(β + 1) (λ+ µj) jm+1Γ (n+ j)

Γ (n+ 1) Γ (j + λ+ 1)
a2
j < β |α| − (β + 1) (λ+ µ)

Γ (λ+ 2)
. (2.1)

The result is sharp for the function F (z) defined by F (z) = z +

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

(β+1)(λ+µj)jm+1Γ(n+j) zj , j ≥ t+ 1.

Proof. Suppose f satisfies (2.1). Then for |z| < 1, we have∣∣∣λ (1− µ)
D−λz SRm,nf(z)

z + µ
(
D−λz SRm,nf (z)

)′∣∣∣− β
∣∣∣λ (1− µ)

D−λz SRm,nf(z)
z + µ

(
D−λz SRm,nf (z)

)′ − α∣∣∣ =∣∣∣ λ+µ
Γ(λ+2)z

λ +
∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) a

2
jz
j+λ−1

∣∣∣− β
∣∣∣ λ+µ

Γ(λ+2)z
λ +

∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) a

2
jz
j+λ−1 − α

∣∣∣ ≤∣∣∣ λ+µ
Γ(λ+2)z

λ
∣∣∣+∣∣∣∑∞j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) a

2
jz
j+λ−1

∣∣∣− β |α|+β ∣∣∣ λ+µ
Γ(λ+2)z

λ
∣∣∣+β ∣∣∣∑∞j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) a

2
jz
j+λ−1

∣∣∣ <
(β+1)(λ+µ)

Γ(λ+2) − β |α|+
∑∞
j=t+1

(β+1)(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) a2

j < 0.

Hence, by using the maximum modulus Theorem and (1.1), f ∈ D(µ, λ, α, β). Conversely, assume that∣∣∣∣∣ λ(1−µ)
D−λz SRm,nf(z)

z +µ(D−λz SRm,nf(z))
′

λ(1−µ)
D
−λ
z SRm,nf(z)

z +µ(D−λz SRm,nf(z))
′−α

∣∣∣∣∣ =

∣∣∣∣ λ+µ
Γ(λ+2)

zλ+
∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

a2
jz
j+λ−1

λ+µ
Γ(λ+2)

zλ+
∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

a2
jz
j+λ−1−α

∣∣∣∣ < β, z ∈ U.

Since Re(z) ≤ |z| for all z ∈ U , we have Re

{
λ+µ

Γ(λ+2)
zλ+

∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

a2
jz
j+λ−1

λ+µ
Γ(λ+2)

zλ+
∑∞
j=t+1

(λ+µj)jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

a2
jz
j+λ−1−α

}
< β. By choosing

choose values of z on the real axis so that λ (1− µ)
D−λz SRm,nf(z)

z +µ
(
D−λz SRm,nf (z)

)′
is real and letting z → 1

through real values, we obtain the desired inequality (2.1).

Corollary 2.2 If f ∈ At be in D(µ, λ, α, β), then

aj ≤

√√√√(β |α| − (β+1)(λ+µ)
Γ(λ+2)

)
Γ (n+ 1) Γ (j + λ+ 1)

(β + 1) (λ+ µj) jm+1Γ (n+ j)
, j ≥ t+ 1, (2.2)

with equality only for functions of the form F (z).

Theorem 2.3 Let f1(z) = z and fj(z) = z −
√

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

(β+1)(λ+µj)jm+1Γ(n+j) zj , j ≥ t+ 1, for µ ≥ 0, λ ∈ N,

α ∈ C−{0} and 0 < β ≤ 1. Then f(z) is in the class D(µ, λ, α, β) if and only if it can be expressed in the form

f(z) =
∞∑
j=1

ωjfj(z), (2.3)

where ωj ≥ 0 and
∑∞
j=1 ωj = 1.

Proof. Suppose f(z) can be written as in (2.3). Then f(z) = z−
∑∞
j=t+1 ωj

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

(β+1)(λ+µj)jm+1Γ(n+j) zj .

Now,
∑∞
j=t+1

√
(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

ωj

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

(β+1)(λ+µj)jm+1Γ(n+j) =
∑∞
j=t+1 ωj = 1− ω1 ≤

1. Thus f ∈ D(µ, λ, α, β).

Conversely, let f ∈ D(µ, λ, α, β). Then by using (2.2), setting ωj =

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

(β+1)(λ+µj)jm+1Γ(n+j) aj ,

j ≥ t+ 1 and ω1 = 1−
∑∞
j=2 ωj , we have f(z) =

∑∞
j=1 ωjfj(z). And this completes the proof of Theorem 2.3.
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3 Distortion bounds

In this section we obtain distortion bounds for the class D(µ, λ, α, β).

Theorem 3.1 If f ∈ D(µ, λ, α, β), then

r −

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt+1 ≤ |f(z)| (3.1)

≤ r +

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt+1

holds if the sequence {σj(µ, λ, α, β)}∞j=t+1 is non-decreasing, and

1− (t+ 1)

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt ≤ |f ′(z)| (3.2)

≤ 1 + (t+ 1)

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt

holds if the sequence {σj(µ,λ,β)
j }∞j=t+1 is non- decreasing, where σj(µ, λ, β) =

√
(β+1)(λ+µj)jm+1Γ(n+j)

Γ(n+1)Γ(j+λ+1) .

The bounds in (3.1) and (3.2) are sharp, for f(z) given by f(z) = z+

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(t+λ+2)

(β+1)(λ+µt+µ)(t+1)m+1Γ(n+t+1)
zt+1,

z = ±r.

Proof. In view of Theorem 2.1, we have
∑∞
j=t+1 aj ≤

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(t+λ+2)

(β+1)(λ+µt+µ)(t+1)m+1Γ(n+t+1)
. We obtain |z| −

|z|t+1∑∞
j=t+1 aj ≤ |f(z)| ≤ |z|+ |z|t+1∑∞

j=t+1 aj . Thus

r −

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt+1 ≤ |f(z)| (3.3)

≤ r +

√√√√ (
β |α| − (β+1)(λ+µ)

Γ(λ+2)

)
Γ (n+ 1) Γ (t+ λ+ 2)

(β + 1) (λ+ µt+ µ) (t+ 1)
m+1

Γ (n+ t+ 1)
rt+1.

Hence (3.1) follows from (3.3). Further,
∑∞
j=t+1 jaj ≤

√
(β|α|− (β+1)(λ+µ)

Γ(λ+2) )Γ(n+1)Γ(t+λ+2)

(β+1)(λ+µt+µ)(t+1)m+1Γ(n+t+1)
. Hence (3.2) follows

from 1− rt
∑∞
j=t+1 jaj ≤ |f ′(z)| ≤ 1 + rt

∑∞
j=t+1 jaj .

4 Radius of starlikeness and convexity

The radii of close-to-convexity, starlikeness and convexity for the class D(µ, λ, α, β) are given in this section.

Theorem 4.1 Let the function f ∈ At belong to the class D(µ, λ, α, β), Then f(z) is close -to-convex of order

δ, 0 ≤ δ < 1 in the disc |z| < r, where r := infj≥t+1

[√
(1−δ)2(β+1)(λ+µj)jm−1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

] 1
t

. The result is sharp,

with extremal function f(z) given by (2.2).

Proof. For given f ∈ At we must show that

|f ′(z)− 1| < 1− δ. (4.1)
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By a simple calculation we have |f ′(z)− 1| ≤
∑∞
j=t+1 jaj |z|

t
. The last expression is less than 1 − δ if∑∞

j=t+1
j

1−δaj |z|
t
< 1.Using the fact that f ∈ D(µ, λ, α, β) if and only if

∑∞
j=t+1

(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

a2
j <

1, (4.1) holds true if j
1−δ |z|

t ≤
∑∞
j=t+1

√
(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

.

Or, equivalently, |z|t ≤
∑∞
j=t+1

√
(1−δ)2(β+1)(λ+µj)jm−1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

, which completes the proof.

Theorem 4.2 Let f ∈ D(µ, λ, α, β). Then
1. f is starlike of order δ, 0 ≤ δ < 1, in the disc |z| < r1 where,

r1 = infj≥t+1

{√
(1−δ)2(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)(j+δ−2)2Γ(j+λ+1)

} 1
t

.

2. f is convex of order δ, 0 ≤ δ < 1, in the disc |z| < r2 where,

r2 = infj≥t+1

{√
(1−δ)2(β+1)(λ+µj)jm−1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)(j−1)2Γ(j+λ+1)

} 1
t

.

Each of these results is sharp for the extremal function f(z) given by (2.3).

Proof. 1. For 0 ≤ δ < 1 we need to show that∣∣∣∣zf ′(z)f(z)
− 1

∣∣∣∣ < 1− δ. (4.2)

We have
∣∣∣ zf ′(z)f(z) − 1

∣∣∣ ≤ ∣∣∣∑∞j=t+1(j−1)aj |z|t

1+
∑∞
j=t+1 aj |z|

t

∣∣∣ . The last expresion is less than 1 − δ if
∑∞
j=t+1

(j+δ−2)
1−δ aj |z|t < 1.

Using the fact that f ∈ D(µ, λ, α, β) if and only if
∑∞
j=t+1

(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

a2
j < 1, (4.2) holds

true if j+δ−2
1−δ |z|

t
<

√
(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

.

Or, equivalently, |z|t <
√

(1−δ)2(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)(j+δ−2)2Γ(j+λ+1)

, which yields the starlikeness of the family.

2. Using the fact that f is convex if and only zf ′ is starlike, we can prove (2) with a similar way of the proof
of (1). The function f is convex if and only if

|zf ′′ (z)| < 1− δ. (4.3)

We have |zf ′′ (z)| ≤
∣∣∣∑∞j=t+1 j(j − 1)aj |z|t−1

∣∣∣ < 1 − δ, i.e.
∑∞
j=t+1

j(j−1)
1−δ aj |z|t−1

< 1. Using the fact that

f ∈ D(µ, λ, α, β) if and only if
∑∞
j=t+1

(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

a2
j < 1, (4.3) holds true if j(j−1)

1−δ |z|
t−1

<√
(β+1)(λ+µj)jm+1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)Γ(j+λ+1)

, or, equivalently, |z|t−1
<

√
(1−δ)2(β+1)(λ+µj)jm−1Γ(n+j)

(β|α|− (β+1)(λ+µ)
Γ(λ+2) )Γ(n+1)(j−1)2Γ(j+λ+1)

, which yields

the convexity of the family.
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[4] G. St. Sălăgean, Subclasses of univalent functions, Lecture Notes in Math., Springer Verlag, Berlin, 1013
(1983), 362-372.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

505 Alb Lupas Alina 502-505



Properties on a subclass of analytic functions defined by a fractional

integral operator

Alb Lupaş Alina
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Abstract

In this paper we have introduced and studied the subclass L(λ, d, α, β) using the fractional integral as-
sociated with the convolution product of Sălăgean operator and Ruscheweyh derivative. The main object is
to investigate several properties such as coefficient estimates, distortion theorems, closure theorems, neigh-
borhoods and the radii of starlikeness, convexity and close-to-convexity of functions belonging to the class
L(λ, d, α, β).
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1 Introduction

Denote by U the unit disc of the complex plane, U = {z ∈ C : |z| < 1} and H(U) the space of holomorphic
functions in U .

Let A (p, t) = {f ∈ H(U) : f(z) = zp +
∑∞
j=p+t ajz

j , z ∈ U}, with A (1, 1) = A and H[a, t] = {f ∈ H(U) :

f(z) = a+ atz
t + at+1z

t+1 + . . . , z ∈ U}, where p, t ∈ N, a ∈ C.

Definition 1.1 (Sălăgean [4]) For f ∈ A, and n ∈ N, the operator Sn is defined by Sn : A → A,

S0f (z) = f (z) , S1f (z) = zf ′(z), ..., Sn+1f(z) = z (Snf (z))
′
, z ∈ U.

Remark 1.1 If f ∈ A, f(z) = z +
∑∞
j=2 ajz

j, then Snf (z) = z +
∑∞
j=2 j

najz
j, z ∈ U .

Definition 1.2 (Ruscheweyh [3]) For f ∈ A and n ∈ N, the operator Rn is defined by Rn : A → A,

R0f (z) = f (z) , R1f (z) = zf ′ (z) , ..., (n+ 1)Rn+1f (z) = z (Rnf (z))
′
+ nRnf (z) , z ∈ U.

Remark 1.2 If f ∈ A, f(z) = z +
∑∞
j=2 ajz

j, then Rnf (z) = z +
∑∞
j=2

Γ(n+j)
Γ(n+1)Γ(j)ajz

j for z ∈ U .

Definition 1.3 Let m,n ∈ N. Denote by SRm,nλ : A → A the operator given by the Hadamard product of the
Sălăgean operator Sm and the Ruscheweyh derivative Rn, SRm,nf (z) = (Sm ∗Rn) f (z) ,for any z ∈ U and
each nonnegative integers m,n.

Remark 1.3 If f ∈ A and f(z) = z +
∑∞
j=2 ajz

j, then SRm,nf (z) = z +
∑∞
j=2 j

m Γ(n+j)
Γ(n+1)Γ(j)a

2
jz
j, z ∈ U .

Definition 1.4 ([2]) The fractional integral of order λ (λ > 0) is defined for a function f by D−λz f (z) =
1

Γ(λ)

∫ z
0

f(t)

(z−t)1−λ dt, where f is an analytic function in a simply-connected region of the z-plane containing the

origin, and the multiplicity of (z − t)λ−1
is removed by requiring log (z − t) to be real, when (z − t) > 0.

From Definition 1.3 and Definition 1.4, we get the fractional integral associated with the convolution product
of Sălăgean operator and Ruscheweyh derivative, which has the following form D−λz SRm,nf (z) = 1

Γ(λ+2)z
λ+1 +∑∞

j=t+1
jm+1Γ(n+j)

Γ(n+1)Γ(j+λ+1)a
2
jz
j+λ, for a function f(z) = z +

∑∞
j=2 ajz

j ∈ A.

We follow the works from [1].
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Definition 1.5 Let the function f ∈ A. Then f(z) is said to be in the class L(λ, d, α, β) if it satisfies the
following criterion: ∣∣∣∣1d

(
z(D−λz SRm,nf (z))′ + αz2(D−λz SRm,nf (z))′′

(1− α)D−λz SRm,nf (z) + αz(D−λz SRm,nf (z))′
− 1

)∣∣∣∣ < β, (1.1)

where λ > 0, ∈ C− {0}, 0 ≤ α ≤ 1, 0 < β ≤ 1, m, n ∈ N, z ∈ U .

In this paper we shall first deduce a necessary and sufficient condition for a function f(z) to be in the class
L(λ, d, α, β). Then obtain the distortion and growth theorems, closure theorems, neighborhood and radii of
univalent starlikeness, convexity and close-to-convexity of order δ, 0 ≤ δ < 1, for these functions.

2 Coefficient Inequality

Theorem 2.1 Let the function f ∈ A. Then f(z) is said to be in the class L(λ, d, α, β) if and only if

∞∑
j=2

jm+1Γ (n+ j)

Γ (j + λ+ 1)

{
αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)

}
a2
j ≤

(αλ+ 1) (β |d| − λ)
Γ (n+ 1)

Γ (λ+ 2)
, (2.1)

where λ > 0, ∈ C− {0}, 0 ≤ α ≤ 1, 0 < β ≤ 1, m, n ∈ N, z ∈ U .

Proof. Let f(z) ∈ L(λ, d, α, β). Assume that inequality (2.1) holds true. Then we find that∣∣∣ z(D−λz SRm,nf(z))′+αz2(D−λz SRm,nf(z))′′

(1−α)D−λz SRm,nf(z)+αz(D−λz SRm,nf(z))′
− 1
∣∣∣ =∣∣∣∣ λ(αλ+1)

Γ(λ+2)
zλ+1+

∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1){αj2+[2α(λ−1)+1]j+(λ−1)[α(λ−1)+1]}a2

jz
j+λ

αλ+1
Γ(λ+2)

zλ+1+
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

[αj+α(λ−1)+1]a2
jz
j+λ

∣∣∣∣ ≤
λ(αλ+1)
Γ(λ+2)

+
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1){αj2+[2α(λ−1)+1]j+(λ−1)[α(λ−1)+1]}a2

j |zj−1|
αλ+1

Γ(λ+2)
−
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

[αj+α(λ−1)+1]a2
j |zj−1|

≤ β|d|.

Choosing values of z on real axis and letting z → 1−, we have∑∞
j=2

jm+1Γ(n+j)
Γ(j+λ+1)

{
αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)

}
a2
j ≤

(αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2) .

Conversely, assume that f(z) ∈ L(λ, d, α, β), then we get the following inequality

Re
{
z(D−λz SRm,nf(z))′+αz2(D−λz SRm,nf(z))′′

(1−α)D−λz SRm,nf(z)+αz(D−λz SRm,nf(z))′
− 1
}
> −β|d|

Re

{
(λ+1)(αλ+1)

Γ(λ+2)
zλ+1+

∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1) [αj

2+(2aλ−α+1)j+λ(αλ−α+1)]a2
jz
j+λ

αλ+1
Γ(λ+2)

zλ+1+
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

[αj+α(λ−1)+1]a2
jz
j+λ

− 1 + β|d|
}
> 0

Re
(αλ+1)(β|d|−λ)

Γ(λ+2)
zλ+1+

∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1){αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}a2

jz
j+λ

αλ+1
Γ(λ+2)

zλ+1+
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

[αj+α(λ−1)+1]a2
jz
j+λ

> 0.

Since Re(−eiθ) ≥ −|eiθ| = −1, the above inequality reduces to
(αλ+1)(β|d|−λ)

Γ(λ+2)
rλ+1−

∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1){αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}a2

jr
j+λj

αλ+1
Γ(λ+2)

rλ+1−
∑∞
j=2

jm+1Γ(n+j)
Γ(n+1)Γ(j+λ+1)

[αj+α(λ−1)+1]a2
jr
j+λ

> 0.

Letting r → 1− and by the mean value theorem we have desired inequality (2.1). This completes the proof
of Theorem 2.1

Corollary 2.2 Let the function f ∈ A be in the class L(λ, d, α, β).

Then aj ≤
√

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1)

{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}
, j ≥ 2.

3 Distortion Theorems

Theorem 3.1 Let the function f ∈ A be in the class L(λ, d, α, β). Then for |z| = r < 1, we have

r −
√

(αλ+1)(λ+2)(β|d|−λ)
2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r

2 ≤ |f(z)| ≤ r +
√

(αλ+1)(λ+2)(β|d|−λ)
2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r

2.

The result is sharp for the function f(z) given by f(z) = z +
√

(αλ+1)(λ+2)(β|d|−λ)
2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}z

2.
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Proof. Given that f(z) ∈ L(λ, d, α, β), from the equation (2.1) and since
2m+1 (n+ 1) {(λ+ 1) [α (λ+ 1 + β |d|) + 1] + β |d|} is non decreasing and positive for j ≥ 2, then we have√

2m+1 (n+ 1) {(λ+ 1) [α (λ+ 1 + β |d|) + 1] + β |d|}
∑∞
j=2 aj ≤∑∞

j=2

√
jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)}aj ≤√

(αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2) , which is equivalent to,

∑∞
j=2 aj ≤

√
(αλ+1)(λ+2)(β|d|−λ)

2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|} .

We obtain for f(z) = z +
∑∞
j=2 ajz

j ,

|f(z)| ≤ |z|+
∑∞
j=2 aj |z|j ≤ r +

∑∞
j=2 ajr

j ≤ r + r2
∑∞
j=2 aj ≤ r +

√
(αλ+1)(λ+2)(β|d|−λ)

2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r
2.

Similarly, |f(z)| ≥ r−
√

(αλ+1)(λ+2)(β|d|−λ)
2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r

2. This completes the proof of Theorem 3.1.

Theorem 3.2 Let the function f ∈ A be in the class L(λ, d, α, β). Then for |z| = r < 1, we have

−
√

(αλ+1)(λ+2)(β|d|−λ)
2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r ≤ |f

′(z)| ≤
√

(αλ+1)(λ+2)(β|d|−λ)
2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r.

The result is sharp for the function f(z) given by f(z) = z +
√

(αλ+1)(λ+2)(β|d|−λ)
2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}z

2.

Proof. We have f ′(z) = 1 +
∑∞
j=2 jajz

j−1 and

|f ′(z)| ≤ 1−
∑∞
j=2 jaj |z|j−1 ≤ 1 +

∑∞
j=2 jajr

j−1 ≤ 1 +
√

(αλ+1)(λ+2)(β|d|−λ)
2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r.

Similarly, |f ′(z)| ≥ 1−
√

(αλ+1)(λ+2)(β|d|−λ)
2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}r. This completes the proof of Theorem 3.2.

4 Closure Theorems

Theorem 4.1 Let the functions fk, k = 1, 2, ..., l, defined by fk(z) = z +
∑∞
j=2 aj,kz

j , aj,k ≥ 0, be in the class

L(λ, d, α, β). Then the function h(z) defined by h(z) =
∑l
k=1 µkfk(z), µk ≥ 0, is also in the class L(λ, d, α, β),

where
∑l
k=1 µk = 1.

Proof. We can write h(z) =
∑l
k=1 µkz +

∑l
k=1

∑∞
j=2 µkaj,kz

j = z +
∑∞
j=2

∑l
k=1 µkaj,kz

j . Furthermore,
since the functions fk(z), k = 1, 2, ..., l, are in the class L(λ, d, α, β), then from Corollary 2.2 we have∑∞
j=2

√
jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)}aj ≤√

(αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2) .

Thus it is enough to prove that∑∞
j=2

√
jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)} (

∑m
k=1 µkaj,k) =∑m

k=1 µk
∑∞
j=2

√
jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)}aj,k ≤∑m

k=1 µk

√
(αλ+ 1) (β |d| − λ) Γ(n+1)

Γ(λ+2) =
√

(αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2) . Hence the proof is complete.

Corollary 4.2 Let the functions fk, k = 1, 2, defined by fk(z) = z +
∑∞
j=2 aj,kz

j , aj,k ≥ 0 be in the class
L(λ, d, α, β). Then the function h(z) defined by h(z) = (1 − ζ)f1(z) + ζf2(z), 0 ≤ ζ ≤ 1, is also in the class
L(λ, d, α, β).

Theorem 4.3 Let f1(z) = z, and fj(z) = z+

√
(αλ+1)(β|d|−λ)

Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1)

{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}
zj , j ≥ 2.

Then the function f(z) is in the class L(λ, d, α, β) if and only if it can be expressed in the form f(z) =
µ1f1(z) +

∑∞
j=2 µjfj(z), where µ1 ≥ 0, µj ≥ 0, j ≥ 2 and µ1 +

∑∞
j=2 µj = 1.

Proof. Assume that f(z) can be expressed in the form

f(z) = µ1f1(z) +
∑∞
j=2 µjfj(z) = z +

∑∞
j=2

√
(αλ+1)(β|d|−λ)

Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1)

{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}
µjz

j . Thus

∑∞
j=2

√
jm+1Γ(n+j)

Γ(j+λ+1)
{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

·√
(αλ+1)(β|d|−λ)

Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1)

{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}
µj =

∑∞
j=2 µj = 1− µ1 ≤ 1. Hence f(z) ∈ L(λ, d, α, β).
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Conversely, assume that f(z) ∈ L(λ, d, α, β). Setting µj =

√
jm+1Γ(n+j)

Γ(j+λ+1)
{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

aj ,

since µ1 = 1−
∑∞
j=2 µj . Thus f(z) = µ1f1(z) +

∑∞
j=2 µjfj(z). Hence the proof is complete.

Corollary 4.4 The extreme points of the class L(d, α, β) are the functions f1(z) = z, and fj(z) = z +√
(αλ+1)(β|d|−λ)

Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1)

{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}
zj , j ≥ 2.

5 Inclusion and Neighborhood Results

We define the δ- neighborhood of a function f(z) ∈ A by Nδ(f) = {g ∈ A : g(z) = z +
∑∞
j=2 bjz

j and∑∞
j=2 j|aj − bj | ≤ δ}.
In particular, for e(z) = z, Nδ(e) = {g ∈ A : g(z) = z +

∑∞
j=2 bjz

j and
∑∞
j=2 j|bj | ≤ δ}.

Furthermore, a function f ∈ A is said to be in the class Lξ(λ, d, α, β) if there exists a function h(z) ∈
L(λ, d, α, β) such that

∣∣∣ f(z)
h(z) − 1

∣∣∣ < 1− ξ, z ∈ U, 0 ≤ ξ < 1.

Theorem 5.1 If δ =
√

(αλ+1)(λ+2)(β|d|−λ)
2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|} , then L(λ, d, α, β) ⊂ Nδ(e).

Proof. Let f ∈ L(λ, d, α, β). Then in view of assertion of Corollary 2.2 and since
jm+1Γ(n+j)
Γ(j+λ+1)

{
αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)

}
≥

2m−1Γ(n+2)
Γ(λ+3) {(λ+ 1) [α (λ+ 1 + β |d|) + 1] + β |d|} for j ≥ 2, we get√

2m−1Γ(n+2)
Γ(λ+3) {(λ+ 1) [α (λ+ 1 + β |d|) + 1] + β |d|}

∑∞
j=2 aj ≤∑∞

j=2

√
jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)}aj ≤√

(αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2) , which implise

∑∞
j=2 aj ≤

√
(αλ+1)(λ+2)(β|d|−λ)

2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|} .

Applying assertion of Corollary 2.2, we obtain
∑∞
j=2 jaj ≤

√
(αλ+1)(λ+2)(β|d|−λ)

2m−1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|} = δ, so we

have f ∈ Nδ(e). This completes the proof of the Theorem 5.1.

Theorem 5.2 If h ∈ L(λ, d, α, β) and

ξ = 1 +
δ

2

√
(αλ+ 1) (λ+ 2) (β |d| − λ)

2m+1 (n+ 1) {(λ+ 1) [α (λ+ 1 + β |d|) + 1] + β |d|}
, (5.1)

then Nδ(h) ⊂ Lξ(d, α, β).

Proof. Suppose that f ∈ Nδ(h), we then find that
∑∞
j=2 j|aj − bj | ≤ δ, which readily implies the following

coefficient inequality
∑∞
j=2 |aj − bj | ≤

δ
2 .

Next, since h ∈ L(d, α, β), we have
∑∞
j=2 bj ≤

√
(αλ+1)(λ+2)(β|d|−λ)

2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|} and we get
∣∣∣ f(z)
h(z) − 1

∣∣∣ ≤∑∞
j=2 |aj−bj |

1−
∑∞
j=2 bj

≤ δ

2

(
1−
√

(αλ+1)(λ+2)(β|d|−λ)

2m+1(n+1){(λ+1)[α(λ+1+β|d|)+1]+β|d|}

) = 1 − ξ, provided that ξ is given by (5.1), thus f ∈

Lξ(λ, d, α, β), where ξ is given by (5.1).

6 Radii of Starlikeness, Convexity and Close-to-Convexity

Theorem 6.1 Let the function f ∈ A be in the class L(λ, d, α, β). Then f is univalent starlike of order δ,

0 ≤ δ < 1, in |z| < r1, where r1 = infj

{
(1−δ)2 j

m+1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

(j−δ)2

} 1
2(j−1)

.

The result is sharp for the function f(z) given by

fj(z) = z +

√√√√ (αλ+ 1) (β |d| − λ) Γ(n+1)
Γ(λ+2)

jm+1Γ(n+j)
Γ(j+λ+1) {αj2 + [α (2λ− 2 + β |d|) + 1] j + [α (λ− 1) + 1] (λ− 1 + β |d|)}

zj , j ≥ 2. (6.1)
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Proof. It suffices to show that
∣∣∣ zf ′(z)f(z) − 1

∣∣∣ ≤ 1 − δ, |z| < r1. Since
∣∣∣ zf ′(z)f(z) − 1

∣∣∣ =

∣∣∣∣∑∞j=2(j−1)ajz
j−1

1+
∑∞
j=2 ajz

k−1 |
∣∣∣∣ ≤∑∞

j=2(j−1)aj |z|j−1

1−
∑∞
j=2 aj |z|j−1 . To prove the theorem, we must show that

∑∞
j=2(j−1)aj |z|j−1

1−
∑∞
j=2 aj |z|j−1 ≤ 1− δ.

It is equivalent to
∑∞
j=2(j − δ)aj |z|j−1 ≤ 1− δ, using Theorem 2.1, we obtain

|z| ≤
{

(1−δ)2 j
m+1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

(j−δ)2

} 1
2(j−1)

. Hence the proof is complete.

Theorem 6.2 Let the function f ∈ A be in the class L(λ, d, α, β). Then f is univalent convex of order δ,

0 ≤ δ ≤ 1, in |z| < r2, where r2 = infj

{
(1−δ)2 j

m−1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

(j−δ)2

} 1
2(j−1)

.

The result is sharp for the function f(z) given by (6.1).

Proof. It suffices to show that
∣∣∣ zf ′′(z)f ′(z))

∣∣∣ ≤ 1−δ, |z| < r2. Since
∣∣∣ zf ′′(z)f ′(z)

∣∣∣ =

∣∣∣∣∑∞j=2 j(j−1)ajz
j−1

1+
∑∞
j=2 jajz

j−1

∣∣∣∣ ≤ ∑∞
j=2 j(j−1)aj |z|j−1

1−
∑∞
j=2 jaj |z|j−1 .

To prove the theorem, we must show that
∑∞
j=2 j(j−1)aj |z|j−1

1−
∑∞
j=2 jaj |z|j−1 ≤ 1− δ, i.e.

∑∞
j=2 j(j − δ)aj |z|j−1 ≤ 1− δ, using

Theorem 2.1, we obtain |z|j−1 ≤ (1−δ)
j(j−δ)

√
jm+1Γ(n+j)

Γ(j+λ+1)
{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

, or

|z| ≤
{

(1−δ)2 j
m−1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

(j−δ)2

} 1
2(j−1)

. Hence the proof is complete.

Theorem 6.3 Let the function f ∈ A be in the class L(λ, d, α, β). Then f is univalent close-to-convex of order

δ, 0 ≤ δ < 1, in |z| < r3, where r3 = infj

{
(1−δ)2 j

m−1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

} 1
2(j−1)

.

The result is sharp for the function f(z) given by (6.1).

Proof. It suffices to show that |f ′(z) − 1| ≤ 1 − δ, |z| < r3. Then |f ′(z) − 1| =
∣∣∣∑∞j=2 jajz

j−1
∣∣∣ ≤∑∞

j=2 jaj |z|j−1. Thus |f ′(z)− 1| ≤ 1− δ if
∑∞
j=2

jaj
1−δ |z|

j−1 ≤ 1. Using Theorem 2.1, the above inequality holds

true if |z|j−1 ≤ (1−δ)
j

√
jm+1Γ(n+j)

Γ(j+λ+1)
{αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

or

|z| ≤
{

(1−δ)2 j
m−1Γ(n+j)
Γ(j+λ+1) {αj2+[α(2λ−2+β|d|)+1]j+[α(λ−1)+1](λ−1+β|d|)}

(αλ+1)(β|d|−λ)
Γ(n+1)
Γ(λ+2)

} 1
2(j−1)

. Hence the proof is complete.
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Abstract

In this paper, we mainly investigate the problem of normal families of meromorphic

functions concerning shared functions, and obtain some normality criteria of meromor-

phic functions sharing a holomorphic function. Our results generalize or extend the

previous theorems given by Ding J. J., Ding L. W. and Yuan W. J..

1 Introduction and main results

Let F be a family of meromorphic functions defined in a domain D. In the sense

of Montel, F is said to be normal in D, if for any sequence {fn} ⊂ F there exists a
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subsequence {fnj} which converges spherically locally uniformly in D, to a meromorphic

function or ∞. For simplicity, we take → to stand for convergence, ⇒ for convergence

spherically locally uniformly, and M(D) (resp. A(D)) for the set of meromorphic (resp.

holomorphic) functions onD. Let F andG two non-constant meromorphic functions defined

in D. Then we say that f and g share a IM if F − a and G − a assume the same zeros

ignoring multiplicity. The zeros of F − a mean the poles of F when a = ∞ .

In 1959, Hayman [9] proposed a conjecture: if F ∈ M(C) is transcendental, then FnF ′

assumes every finite non-zero complex number infinitely often for any positive integer n.

The conjecture is showed to be true by many authors, such as Hayman [10], Mues [17],

Clunie [6], Bergweiler and Eremenko [2], Chen and Fang [4]. Accordingly, Hayman [10]

conjectured that if F is the family of M(D) such that each f ∈ F satisfies fnf ′ ̸= a for a

positive integer n and a non-zero complex number a, then F is normal. This conjecture has

been confirmed by some authors, such as Yang and Zhang [26] , Gu [8], Pang [20], Oshkin

[18] and Pang [20]. In 2008, from the point of shared values, Zhang [29] concluded that

if F is the family of M(D) such that each pair (f, g) of F satisfies that fnf ′ and gng′

share a finite non-zero complex number a IM for n ≥ 2, then F is normal. Recently, Jiang

and Gao [12] generalized Zhang’s result based on the ideas of shared functions. For other

generations, we can refer to [3, 15, 24].

For the case of FnF (k), Zhang and Li [31] proved that if F ∈ M(C) is transcendental,
then FnL[F ]− a has infinitely many zeros for n ≥ 2 and a ̸= 0,∞, where L[F ] = akF

(k) +

ak−1F
(k−1) + · · · + a0F in which ai (i = 0, 1, 2, · · · , k) are small functions of F . Pang

and Zalcman [22] further obtained the corresponding normality criterion as follows: If F

is the family of A(D) such that zeros of each f ∈ F have multiplicities at least k and

such that each f ∈ F satisfies fnf (k) ̸= a for a non-zero complex number a, then F is

normal. Recently, Meng and Hu [16] extended Pang’s result, by replacing fnf (k) ̸= a into

the condition that fnfk and gngk share a IM. Similarly, we also have analogues related to

some conditions of f
(
f (k)

)l
for a positive integer l (refer to [1, 11, 13, 30]).

In 2013, considering the general case of Fn(F (k))l from the view of shared values, Ding,

Ding and Yuan [7] proved a normality criterion as follows: Let a be a non-zero value, if F

is the family of M(D) such that each pair (f, g) of F satisfies that fn(f (k))l and gn(g(k))l

share a non-zero value a, where each f ∈ F has only zeros of multiplicity at least max(k, 2),

then F is normal. Naturally we ask: whether there exists normality theorem when a is a

function?

Take four integers k ≥ 1, m ≥ 0, n ≥ 1 and l ≥ 2. Let a (̸≡ 0) be a holomorphic

function in a domain D such that multiplicities of zeros of a are at most m and divisible by

n+ l. In this paper, we prove the following normality criterion:

2

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

512 Da-Wei Meng et al 511-526



Theorem 1.1. Let F be the family of M(D) such that multiplicities of zeros of each f ∈ F

are at least k+m+1 and such that multiplicities of poles of f are at least m+1 whenever

f have zeros and poles. If each pair (f, g) of F satisfies that fn(f (k))l and gn(g(k))l share

a IM, then F is normal in D.

In special, when k = 1, we may modify Theorem 1.1 as follows:

Theorem 1.2. Suppose a = a(z) as in Theorem 1.1, if F is the family of M(D) such that

each f ∈ F satisfies that fn(f ′)l ̸= a, then F is normal in D.

Similar to the proof of Theorem 1.2, we conclude the following result:

Theorem 1.3. Suppose a = a(z) as in Theorem 1.1, if F is the family of M(D) such that

each f ∈ F satisfies that fn(f ′(z))l = a implies |f(z)| > A for a positive number A, then

F is normal in D.

As a matter of fact, Theorem 1.3 is inspired by the ideas of papers [11, 13] initially.

2 Preliminary lemmas

First of all, we introduce the following Zalcman’s lemma [28]:

Lemma 2.1. Take a positive integer k. Let F be a family of meromorphic functions in

the unit disc △ with the property that zeros of each f ∈ F are of multiplicity at least k. If

F is not normal at a point z0 ∈ ∆, then for 0 ≤ α < k, there exist a sequence {zn} ⊂ ∆

of complex numbers with zn → z0; a sequence {fn} of F ; and a sequence {ρn} of positive

numbers with ρn → 0 such that gn(ξ) = ρ−α
n fn(zn + ρnξ) locally uniformly (with respect

to the spherical metric) to a nonconstant meromorphic function g(ξ) on C. Moreover, the

zeros of g(ξ) are of multiplicity at least k, and the function g(ξ) may be taken to satisfy the

normalization g♯(ξ) ≤ g♯(0) = 1 for any ξ ∈ C. In particular, g(ξ) has at most order 2.

This Lemma is Pang’s generalization [19, 21, 25] to the Main Lemma in [27] (where α

is taken to be 0), with improvements due to Schwick [23], Chen and Gu [5].

Next, by applying the results from [1, 14, 31, 30] we can deduce the following lemma:

Lemma 2.2. Let f be a transcendental meromorphic function in the complex plane. Let

n, l, k be three positive integers and a = a(z) ̸≡ 0 be a polynomial. Then for l ≥ 2, fn(f (k))l−
a has infinitely many zeros.

Finally, we investigate the zeros of fn(f (k))l − a if f is rational, and thus give Lemma

2.3 and 2.4:

3
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Lemma 2.3. Let p ≥ 0, n, k ≥ 1 and l ≥ 2 be four integers, and let a be a non-zero

polynomial of degree p. If f is a non-constant rational function which has only zeros of

multiplicity at least k+p+1 and has only poles of multiplicity at least p+1, then fn(f (k))l−a
has at least two distinct zeros.

Proof. Firstly, we assume that f is a non-constant polynomial. It follows that f (k) ̸≡ 0

from f has only zeros of multiplicity at least k + p+ 1. Hence we have

deg
(
fn(f (k))l

)
≥ n(k + p+ 1) + l(p+ 1) > p = deg(a).

Therefore, it follows that fn(f (k))l−a is also a non-constant polynomial, and hence fn(f (k))l−
a has at least one zero.

Further, we claim that fn(f (k))l−a has at least two distinct zeros if f is a non-constant

polynomial. To the contrary, suppose that fn(f (k))l − a has only one zero z0, which means

fn(z)(f (k))l(z)− a(z) = A′(z − z0)
d,

where A′ is a non-zero constant and d is a positive integer. Since f is a non-constant

polynomial which has only zeros of multiplicity at least k + p + 1, we find f (k) ̸≡ 0, and

hence

d = deg(fn(f (k))l − a) > deg(fn) ≥ n(k + p+ 1) ≥ p+ 2.

By computing we find{
fn(f (k))l

}(p+1)
(z) = A′d(d− 1)...(d− p)(z − z0)

d−p−1,

hence
{
fn(f (k))

l
}(p+1)

has a unique zero z0. Take a zero ξ0 of f , then it is a zero of fn

with multiplicity at least n(k + p + 1). It follows that ξ0 is a zero of
{
fn(f (k))l

}(p)
and{

fn(f (k))l
}(p+1)

, which further implies that ξ0 = z0. Therefore, we obtain
{
fn(f (k))l

}(p)
(z0) =

0. On the other hand, we get
{
fn(f (k))l

}(p)
(z) = b+A′d(d− 1)...(d− p+ 1)(z − z0)

d−p, in

which b is a non-zero constant such that b = a(p)(z). This yields that
{
fn(f (k))l

}(p)
(z0) =

b ̸= 0, which is contradictory to
{
fn(f (k))l

}(p)
(z0) = 0. The claim is proved.

Secondly, we assume that f has poles, and then set

f(z) =
A(z − α1)

m1(z − α2)
m2 · · · (z − αs)

ms

(z − β1)n1(z − β2)n2 · · · (z − βt)nt
, (2.1)

where A is a non-zero constant, αi distinct zeroes of f with s ≥ 0, and βj distinct poles of

f with t ≥ 1. For simplicity, we put

m1 +m2 + · · ·+ms =M ≥ (k + p+ 1)s, (2.2)

4
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n1 + n2 + · · ·+ nt = N ≥ (p+ 1)t. (2.3)

From (2.1), we obtain

f (k)(z) =
(z − α1)

m1−k(z − α2)
m2−k · · · (z − αs)

ms−kg(z)

(z − β1)n1+k(z − β2)n2+k · · · (z − βt)nt+k
, (2.4)

where g is a polynomial of degree ≤ kl(s+ t− 1). From (2.1) and (2.4), we get

fn(z)(f (k))l(z) =
An(z − α1)

M1(z − α2)
M2 · · · (z − αs)

Msgl(z)

(z − β1)N1(z − β2)N2 · · · (z − βt)Nt
, (2.5)

in which

Mi = (n+ l)mi − kl, i = 1, 2, · · · , s,

Nj = (n+ l)nj + kl, j = 1, 2, · · · , t.

Differentiating (2.5) yields{
fn(f (k))l

}(p+1)
(z) =

(z − α1)
M1−p−1(z − α2)

M2−p−1 · · · (z − αs)
Ms−p−1g0(z)

(z − β1)N1+p+1 · · · (z − βt)Nt+p+1
, (2.6)

where g0(z) is a polynomial of degree ≤ (p+ kl + 1)(s+ t− 1).

We claim that fn(f (k))l − a has at least one zero if f is a non-polynomial rational

function. In order to prove this claim, suppose the contrary holds, thus we set

fn(z)(f (k))l(z) = a(z) +
C

(z − β1)N1(z − β2)N2 · · · (z − βt)Nt
, (2.7)

where C is a non-zero constant. Subsequently, (2.7) yields{
fn(f (k))l

}(p+1)
(z) =

g1(z)

(z − β1)N1+p+1 · · · (z − βt)Nt+p+1
, (2.8)

where g1(z) is a polynomial of degree ≤ (p+ 1)(t− 1). Comparing (2.6) with (2.8), we get

(p+ 1)(t− 1) ≥ deg(g1) ≥ (n+ l)M − kls− (p+ 1)s,

and hence

M <
p+ kl + 1

n+ l
s+

p+ 1

n+ l
t. (2.9)

On the other hand, from (2.5) and (2.7) we have

(n+ l)N + klt+ p = (n+ l)M − kls+ deg(gl).

Since deg(gl) ≤ kl(s+ t− 1), we find

(n+ l)N ≤ (n+ l)M − kls+ kl(s+ t− 1)− klt− p,

5
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implying that (n+ l)N < (n+ l)M , and thus we have

N < M. (2.10)

By (2.9), (2.10) and noting that M ≥ (k + p+ 1)s, N ≥ (p+ 1)t, we deduce that

M <
p+ kl + 1

n+ l
s+

p+ 1

n+ l
t ≤

{
p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l

}
M. (2.11)

Noting that l ≥ 2 we immediately obtain

p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l
=

(1 + l)k + 2p+ 2

(n+ l)(k + p+ 1)
≤ 1.

Hence it follows from (2.11) that M < M , which is a contradiction. The claim is proved.

Now we suppose that fn(f (k))l − a has only one zero z0, where f is a non-polynomial

rational function, then we find

fn(z)(f (k))l(z) = a(z) +
C ′(z − z0)

d

(z − β1)N1(z − β2)N2 · · · (z − βt)Nt
, (2.12)

where C ′ is a non-zero constant and d is a positive integer. We distinguish two cases to

deduce contradictions.

Case 1. p ≥ d. Since p ≥ d, the expression (2.5) together with (2.12) imply that

(n+ l)N + klt+ p = (n+ l)M − kls+ deg(gl).

Therefore, we can also conclude (2.10), that is, N < M . Differentiating (2.12), we obtain{
fn(f (k))l

}(p+1)
(z) =

g2(z)

(z − β1)N1+p+1 · · · (z − βt)Nt+p+1
,

where g2(z) is a polynomial of degree at most (p+ 1)t− (p+ 1) + d, and hence

(p+ 1)t− (p+ 1) + d ≥ deg(g2) ≥ (n+ l)M − kls− (p+ 1)s.

Then we have

p+ 1− d

n+ l
≤ p+ kl + 1

n+ l
s+

p+ 1

n+ 1
t−M ≤

{
p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l
− 1

}
M (2.13)

since M ≥ (k + p+ 1)s,N ≥ (p+ 1)t,M > N . It follows that

p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l
< 1

since l ≥ 2. Therefore, from (2.13) we conclude that p+1−d
n+l < 0, a contradiction with the

assumption p ≥ d.

6
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Case 2. d > p. The expression (2.12) yields{
fn(f (k))l

}(p+1)
(z) =

(z − z0)
d−p−1g3(z)

(z − β1)N1+p+1 · · · (z − βt)Nt+p+1
, (2.14)

where g3(z) is a polynomial with deg(g3) ≤ (p + 1)t. We claim that z0 ̸= αi for each i.

Otherwise, if z0 = αi for some i, then (2.12) yields

a(p)(z0) =
{
fn(f (k))l

}(p)
(z0) =

{
fn(f (k))l

}(p)
(αi) = 0

because each αi is a zero of fn(f (k))l of multiplicity > n(k+p+1) ≥ p+2. This is impossible

since deg(a) = p. Hence (z − z0)
d−p−1 is a factor of the polynomial g0 in (2.6). By (2.6)

and (2.14), we conclude that

(p+ 1)t ≥ deg(g3) ≥ (n+ l)M − kls− (p+ 1)s,

which is equivalent to

M ≤ p+ kl + 1

n+ l
s+

p+ 1

n+ l
t. (2.15)

If d ̸= (n+ l)N + klt+ p, then (2.5) together with (2.12) implies

(n+ l)N + klt+ p ≤ (n+ l)M − kls+ deg(gl),

so we get N < M from deg(gl) ≤ kl(s + t − 1). Therefore, by using the facts M ≥
(k + p+ 1)s,N ≥ (p+ 1)t, (2.15) implies a contradiction

M <

{
p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l

}
M ≤M.

Hence d = (n+ l)N + klt+ p.

Now we must have N ≥ M , otherwise, when N < M , we can deduce the contradiction

M < M from (2.15). Comparing (2.6) with (2.14), we find

(p+ kl + 1)(s+ t− 1) ≥ deg(g0) ≥ d− p− 1

since (z − z0)
l−p−1|g0, and hence

(n+ l)N + klt+ p = d ≤ (p+ kl + 1)s+ (p+ kl + 1)t− kl,

which further yields

N <
p+ k + 1

n+ 1
s+

p+ 1

n+ 1
t.

Since M ≥ (k + p+ 1)s and N ≥ (p+ 1)t, it follows from that

N <
p+ kl + 1

(n+ l)(k + p+ 1)
M +

1

n+ l
N.

7
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Hence N ≥M yields

N <

{
p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l

}
N. (2.16)

Since l ≥ 2, we obtain consequently

p+ kl + 1

(n+ l)(k + p+ 1)
+

1

n+ l
≤ 1.

Hence (2.16) yields N < N . This is a contradiction. Proof of Lemma 2.3 is completed.

Lemma 2.4. Let p ≥ 0,n ≥ 1 and l ≥ 2 be three integers such that p is divisible by n + l,

and let a be a non-zero polynomial of degree p. If f is a non-constant rational function,

then fn(f ′)l − a has at least one zero.

Proof. If f is a non-constant polynomial, then f ′ ̸≡ 0. We consequently conclude that

deg
(
fn(f ′)l

)
= (n+ l) deg(f)− l ̸= p

since p is divisible by n + l. It follows that fn(f ′)l − a is also a non-constant polynomial,

so that fn(f ′)l − a has at least one zero.

If f has poles, we can express f by (2.1) again, and then, by differentiating (2.1), we

deduce that

f ′(z) =
(z − α1)

m1−1(z − α2)
m2−1 · · · (z − αs)

ms−1h(z)

(z − β1)n1+1(z − β2)n2+1 · · · (z − βt)nt+1
, (2.17)

where h(z) is a polynomial of form

h(z) = (M −N)zs+t−1 + · · · .

From (2.1) and (2.17), we obtain

fn(f ′)l =
P

Q
,

in which

P (z) = An(z − α1)
(n+l)m1−l(z − α2)

(n+l)m2−l · · · (z − αs)
(n+l)ms−lhl(z),

Q(z) = (z − β1)
(n+l)n1+l(z − β2)

(n+l)n2+l · · · (z − βt)
(n+l)nt+l.

We suppose, to the contrary, that fnf ′ − a has no zero. When M ̸= N , we have

fnf ′ = a+
B

Q
=
P

Q
,

where B is a non-zero constant. Therefore, we obtain

deg(P ) = deg(Qa+B) = deg(Q) + p.

8
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Note deg(hl) ≥ l(s+ t− 1) implies that

(n+ l)M − ls+ l(s+ t− 1) ≥ (n+ l)N + lt+ p,

or equivalently

(n+ l)M −N ≥ (p+ l),

which further yields M > N and deg(h) = s+ t− 1. It follows that

(n+ l)M − ls+ l(s+ t− 1) = (n+ l)N + lt+ p.

Thus we immediately obtain

M −N =
p+ l

n+ l
,

which is impossible sinceM−N is an integer. Therefore, fnf ′−a has at least one zero.

3 Proof of Theorem 1.1

Without loss of generality, we may assume that D = {z ∈ C | |z| < 1}. For any point z0

in D, either a(z0) = 0 or a(z0) ̸= 0 holds. For simplicity, we assume z0 = 0 and distinguish

two cases.

Case 1. a(0) ̸= 0. To the contrary, we suppose that F is not normal at z0 = 0. Then,

by Lemma 2.1, there exist a sequence {zj} of complex numbers with zj → 0 (j → ∞); a

sequence {fj} of F ; and a sequence {ρj} of positive numbers with ρj → 0 (j → ∞) such

that

gj(ξ) = ρ
− lk

n+l

j fj(zj + ρjξ)

converges uniformly to a non-constant meromorphic function g(ξ) in C with respect to the

spherical metric. Moreover, g(ξ) is of order at most 2. By Hurwitz’s theorem, the zeros of

g(ξ) have at least multiplicity k +m+ 1.

On every compact subset of C which contains no poles of g, we have uniformly

fnj (zj + ρjξ)(f
(k)
j (zj + ρjξ))

l − a(zj + ρjξ)

= gnj (ξ)(g
(k)
j (ξ))l − a(zj + ρjξ) ⇒ gn(ξ)(g(k)(ξ))l − a(0). (3.1)

If gn(g(k))l ≡ a(0), then g has no zeros and poles. Then there exist constants ci such that

(c1, c2) ̸= (0, 0), and

g(ξ) = ec0+c1ξ+c2ξ2

since g is a non-constant meromorphic function of order at most 2. Obviously, this is

contrary to the case gn(g(k))l ≡ a(0). Hence we have gn(g(k))l ̸≡ a(0).

9
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By Lemma 2.2 and Lemma 2.3, the function gn(g(k))l − a(0) has two distinct zeros ξ0

and ξ∗0 . We choose a positive number δ small enough such that D1 ∩D2 = ∅ and such that

gn(g(k))l − a(0) has no other zeros in D1 ∪D2 except for ξ0 and ξ∗0 , where

D1 = {ξ ∈ C | |ξ − ξ0| < δ}, D2 = {ξ ∈ C | |ξ − ξ∗0 | < δ}.

By (3.1) and Hurwitz’s theorem, there exist points ξj ∈ D1, ξ
∗
j ∈ D2 such that

fnj (zj + ρjξj)(f
(k)
j (zj + ρjξj))

l − a(zj + ρjξj) = 0,

and

fnj (zj + ρjξ
∗
j )(f

(k)
j (zj + ρjξ

∗
j ))

l − a(zj + ρjξ
∗
j ) = 0

for sufficiently large j.

By the assumption in Theorem 1.1, fn1 (f
(k)
1 )l and fnj (f

(k)
j )l share a IM for each j. It

follows

fn1 (zj + ρjξj)(f
(k)
1 (zj + ρjξj))

l − a(zj + ρjξj) = 0,

and

fn1 (zj + ρjξ
∗
j )(f

(k)
1 (zj + ρjξ

∗
j ))

l − a(zj + ρjξ
∗
j ) = 0.

By letting j → ∞, and noting zj + ρjξj → 0, zj + ρjξ
∗
j → 0, we obtain

fn1 (0)(f
(k)
1 (0))l − a(0) = 0.

Since the zeros of fn1 (ξ)(f
(k)
1 (ξ))l − a(ξ) has no accumulation points, in fact we have

zj + ρjξj = 0, zj + ρjξ
∗
j = 0,

or equivalently

ξj = −zj
ρj
, ξ∗j = −zj

ρj
.

This contradicts with the facts that ξj ∈ D1, ξ
∗
j ∈ D2, D1 ∩D2 = ∅. Thus F is normal at

z0 = 0.

Case 2. a(0) = 0. We assume that z0 = 0 is a zero of a of multiplicity p. Then we have

p ≤ m by the assumption. Write a(z) = zpb(z), in which b(0) = bp ̸= 0. Since multiplicities

of all zeros of a are divisible by n + l, then d = p
n+l is just a positive integer. Thus we

obtain a new family of M(D) as follows

H =

{
f(z)

zd

∣∣∣∣ f ∈ F

}
.

We claim that H is normal at 0.

10
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Otherwise, if H is not normal at 0, then by lemma 2.1 there exist a sequence {zj} of

complex numbers with zj → 0 (j → ∞); a sequence {hj} of H ; and a sequence {ρj} of

positive numbers with ρj → 0 (j → ∞) such that

gj(ξ) = ρ
− lk

n+l

j hj(zj + ρjξ) (3.2)

converges uniformly to a non-constant meromorphic function g(ξ) in C with respect to the

spherical metric, where g♯(ξ) ≤ 1, ord(g) ≤ 2, and hj has the following form

hj(z) =
fj(z)

zd
.

We will deduce contradiction by distinguishing two cases.

Subcase 2.1. There exists a subsequence of
zj
ρj
, for simplicity we still denote it as

zj
ρj
,

such that
zj
ρj

→ c as j → ∞, where c is a finite number. Thus we have

Fj(ξ) =
fj(ρjξ)

ρ
lk

n+l
+d

j

=
(ρjξ)

dhj(zj + ρj(ξ − zj
ρj
))

(ρj)d(ρj)
lk

n+l

⇒ ξdg(ξ − c) = h(ξ),

and

Fn
j (ξ)(F

(k)
j (ξ))l − a(ρjξ)

ρpj
=
fnj (ρjξ)(f

(k)
j (ρjξ))

l − a(ρjξ)

ρpj
⇒ hn(ξ)(h(k)(ξ))l − bpξ

p. (3.3)

Noting p ≤ m, it follows from Lemma 2.2 and Lemma 2.3 that hn(ξ)(h(k)(ξ))l−bpξp has

at least two distinct zeros. Similar to the proof of Case1, we can obtain a contradiction.

Subcase 2.2. There exists a subsequence of
zj
ρj
, for simplicity we still denote it as

zj
ρj
,

such that
zj
ρj

→ ∞ as j → ∞. Then we deduce that

f
(k)
j (zj + ρjξ) =

{
(zj + ρjξ)

dhj(zj + ρjξ)
}(k)

= (zj + ρjξ)
dh

(k)
j (zj + ρjξ) +

k∑
i=1

ai(zj + ρjξ)
d−ih

(k−i)
j (zj + ρjξ)

= (zj + ρjξ)
dρ

− nk
n+l

j g
(k)
j (ξ) +

k∑
i=1

ai(zj + ρjξ)
d−iρ

− nk
n+l

+i

j g
(k−i)
j (ξ),

in which ai(i = 1, 2, ..., k) are all constants. Thus the expansion of (f
(k)
j (zj + ρjξ))

l can be

stated as

(g
(k)
j (ξ))l(zj + ρjξ)

ld(ρjξ)
− nlk

n+l +
∑
l0<l

k∏
i=0

(aig
(k−i)
j (ξ))li(zj + ρjξ)

ld(ρjξ)
− nlk

n+l

(
ρj

zj + ρjξ

)∑k
i=1 ili

,

where li(i = 0, 1, ..., k) are arbitrary non-negative integers satisfying
∑k

i=0 li = l.

11
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Since
zj
ρj

→ ∞, b(zj + ρjξ) → bp as j → ∞, it follows that

bp
fnj (zj + ρjξ)(f

(k)
j (zj + ρjξ))

l

a(zj + ρjξ)
− bp

=
bp(zj + ρjξ)

(n+l)dgnj (ξ)(g
(k)
j (ξ))l

b(zj + ρjξ)(zj + ρjξ)p

+
∑
l0<l

bp(zj + ρjξ)
(n+l)dgnj (ξ)

∏k
i=0(aig

(k−i)
j (ξ))li

b(zj + ρjξ)(zj + ρjξ)p

(
ρj

zj + ρjξ

)∑k
i=1 ili

− bp

⇒ gn(ξ)(g(k)(ξ))l − bp (3.4)

on every compact subset of C which contains no poles of g.

Since all zeros of fj ∈ F have at least multiplicity k+m+1, then multiplicities of zeros of

g are at least k+1. Then from Lemma 2.2 and Lemma 2.3, the function gn(ξ)(g(k)(ξ))l− bp
has at least two distinct zeros. With similar discussion to the proof of Case1, we can get a

contradiction.

Hence the claim is proved, that is, H is normal at z0 = 0. Therefore, for any sequence

{ft} ⊂ F there exist ∆r = {z : |z| < r} and a subsequence {htk} of {ht(z) = ft(z)/z
d} ⊂ H

such that htk ⇒ I or ∞ in ∆r, where I is a meromorphic function. Next we distinguish two

cases.

Case A. Assume ftk(0) ̸= 0 when k is sufficiently large. Then I(0) = ∞, and hence for

arbitrary R > 0, there exists a positive number δ with 0 < δ < r such that |I(z)| > R when

z ∈ ∆δ. Hence when k is sufficiently large, we have |htk(z)| > R
2 , which means that 1

ftk
is

holomorphic in ∆δ. In fact, when |z| = δ
2 ,∣∣∣∣ 1

ftk(z)

∣∣∣∣ = ∣∣∣∣ 1

htk(z)z
d

∣∣∣∣ ≤M =
2d+1

Rδd
.

By applying maximum principle, we have∣∣∣∣ 1

ftk(z)

∣∣∣∣ ≤M

for z ∈ ∆δ/2. It follows from Motel’s normal criterion that there exists a convergent subse-

quence of {ftk}, that is, F is normal at 0.

Case B. There exists a subsequence of ftk , for simplicity we still denote it as ftk , such

that ftk(0) = 0. Then we get I(0) = 0 since htk(z) =
ftk (z)

zd
⇒ I(z), and hence there exists

a positive number ρ with 0 < ρ < r such that I(z) is holomorphic in ∆ρ and has a unique

zero z = 0 in ∆ρ. Therefore, we have ftk(z) ⇒ zdI(z) in ∆ρ since htk converges spherically

locally uniformly to a holomorphic function I in ∆ρ. Thus F is normal at 0.

Similarly, we can prove that F is normal at arbitrary z0 ∈ D, hence F is normal in D.

12
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4 Proof of Theorem 1.2

Similar to the proof of Theorem 1.1, we assume that D = {z ∈ C | |z| < 1} and z0 = 0,

and then distinguish two cases by either a(0) = 0 or a(0) ̸= 0.

Case 1. a(0) ̸= 0. To the contrary, we suppose that F is not normal at 0. By using

the notations in the proof of Theorem 1.1, we also obtain

fnj (zj + ρjξ)(f
′
j(zj + ρjξ))

l − a(zj + ρjξ) (4.1)

= gnj (ξ)(g
′
j(ξ))

l − a(zj + ρjξ) ⇒ gn(ξ)(g′(ξ))l − a(0),

where gn(g(k))l ̸≡ a(0).

By Lemma 2.2 and Lemma 2.4, the function gn(g′)l − a(0) has a zero η0. By (4.1) and

Hurwitz’s theorem, there exist points ηj → η0 (j → ∞) such that for sufficiently large j,

zj + ρjηj ∈ D and

fnj (zj + ρjηj)(f
′
j(zj + ρjηj))

l − a(zj + ρjηj) = 0,

which contradicts the assumption that fn(f ′)l ̸= a.

Case 2. a(0) = 0. By using the notations in the proof of Theorem 1.1, we also get the

formulas (3.1)–(3.4). Therefore, with the similar method in Case 1, we can prove that F

is normal at z0 = 0, and hence F is normal in D.

5 Proof of Theorem 1.3

We also take the assumptions in the proof of Theorem 1.1, distinguishing two cases as

follows:

Case 1. a(0) ̸= 0. Similar to the proof of proof of Theorem 1.2, we get that gn(g′)l−a(0)
has a zero η0. By Hurwitz’s theorem, there exist points ηj → η0 (j → ∞) such that

for sufficiently large j, zj + ρjηj ∈ D and fnj (zj + ρjηj)(f
′
j(zj + ρjηj))

l = a(zj + ρjηj).

Consequently, we have |gj(ηj)| = |ρ
− lk

n+l

j fj(zj+ρjηj)| ≥ |ρ
− lk

n+l

j |A, which implies that g(η0) =

∞. This contradicts the assumption that gn(g′(η0))
l = a(0). Hence F is normal at z0 = 0.

Case 2. a(0) = 0. We also obtain the formulas (3.1)–(3.4), thus we can prove that F

is normal by using the similar method of Case 1.
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1 Introduction and Preliminaries

In 1989, Bakhtin [2] introduced the notion of b-metric spaces and studied the concept of b-metric spaces as a

generalization of metric spaces. Also he proved the Banach contraction principle in b-metric spaces. After that the

study of fixed point theorems in b-metric spaces is followed by some other mathematicians (see [1], [5], [13]).

In 2011, Ran and Rarings [12] introduced the existence of fixed point in partially ordered metric spaces and studied

1Corresponding Author
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some applications to matrix equations.

Guo and Lakshmikantham [8] introduced the concept of coupled fixed point. later on Bhaskar and Lakshmikan-

tham [3] introduced the notions of a mixed monotone mappings and then established some coupled fixed point

theorems for mixed monotone mappings. They also discussed the existence and uniqueness of the solution for

periodic boundary value problems.

In 2009, Lakshmikantham and Ciric [9] defined g- monotone property and proved coupled coincidence and cou-

pled common fixed points theorems for nonlinear mappings satisfying certain contractive conditions in partially

ordered metric spaces. Some remarkable contributions on this line can be seen in [4], [10], [11].

In 2012, Gordji et al. [7], proved some coupled fixed point theorems for a contractive-type mappings with the

mixed weakly monotone property in partially ordered metric spaces. In this article, utilizing the notion of a mixed

weakly monotone pair of mappings we prove coupled common fixed points theorems for mappings on partially

ordered b-metric spaces.

First we recall some basic definitions, notions, lemmas, and examples which will be needed in the sequel.

Definition 1.1. [5] Let X be a (nonempty) set and s ≥ 1 be a given real number. A function d : X ×X → [0,∞)

is called a b-metric on X if, for all x, y, z ∈ X , the following conditions hold:

(i) d(x, y) = 0 if and only if x = y;

(ii) d(x, y) = d(y, x);

(iii) d(x, z) ≤ s[d(x, y) + d(y, z)].

In this case, the pair (X, d) is called a b-metric space. If (X,-) is still a partially ordered set, then (X,-, d) is

called a partially ordered b-metric space.

Definition 1.2. [3] An element (x, y) ∈ X × X is called coupled fixed point of a mapping F : X × X → X if

x = F (x, y) and y = F (y, x).

Definition 1.3. [3] Let (X, d,-) be a partially ordered set and f : X ×X → X be mapping. We say that f has

the mixed monotone property on X if, for all x, y ∈ X ,

x1, x2 ∈ X,x1 - x2 ⇒ f(x1, y) - f(x2, y)

and y1, y2 ∈ X, y1 - y2 ⇒ f(x, y1) % f(x, y2).

Definition 1.4. [7] let (X,-) be a partially ordered set and f, g : X ×X → X be mappings. We say that a pair

(f, g) has the mixed weakly monotone property on X , if for all x, y ∈ X ,we have

x - kf(x, y), f(y, x) - y implies f(x, y) - g(f(x, y), f(y, x)), g(f(y, x), f(x, y)) - f(y, x)

and x - g(x, y), g(y, x) - y implies g(x, y) - f(g(x, y), g(y, x)), f(g(y, x), g(x, y)) - g(y, x).
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For mixed weakly monotone property related examples one is suggested to refer [7]

Remark 1.1. [7] Let (X,-) be a partially ordered set, f : X × X → X be a map with the mixed monotone

property on X . Then for all n ∈ N, the pair (fn, fn) has the mixed weakly monotone property on X .

Lemma 1.1. [7] Let (X, d) be a metric space. Then X × X is a metric space with the metric Dd given by

Dd((x, y), (u, v)) = d(x, u) + d(y, v), for all x, y, u, v ∈ X .

2 Main result

In this section, some fixed point theorems for contraction conditions described by rational expressions are proved.

Lemma 2.1. Let (X, d) be a b-metric space. Then X × X is a b-metric space with the b-metric D given by

D((x, y), (u, v)) = d(x, u) + d(y, v), for all x, y, u, v, w, t ∈ X .

Proof. For all x, y, u, v, w, t ∈ X , we have D((x, y), (u, v)) ∈ [0,∞) and

D((x, y), (u, v)) = 0 if and only if d(x, u) + d(y, v) = 0

if and only if x = u, y = v, that is (x, y) = (u, v) and

D((x, y), (u, v)) = d(x, u) + d(y, v)

= d(u, x) + d(v, y) = D((u, v), (x, y)).

Also, D((x, y), (u, v)) = d(x, u) + d(y, v)

≤ s[d(x,w) + d(w, u)] + s[d(y, t) + d(t, v)]

≤ s[d(x,w) + d(y, t)] + s[d(w, u) + d(t, v)]

≤ s[D((x, y), (w, t)) +D((w, t), (u, v))].

Hence, D is a b-metric on X ×X.

Let (X, d,-) be a partially ordered complete metric space. We consider the product space X × X with the

following partial order, for all (x, y), (u, v) ∈ X ×X

(x, y) - (u, v)⇔ x - u, y % v.

Also let (X ×X,D) be a b-metric space with the following metric

D((x, y), (u, v)) = d(x, u) + d(y, v), for all (x, y), (u, v) ∈ X ×X.
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Theorem 2.1. Let (X, d,-) be a partially ordered complete b-metric space. Let f, g : X × X → X be the

mappings such that the pair (f, g) has the mixed weakly monotone property onX . Suppose there exists α, β, γ, δ ∈

[0, 1) with α+ β + 2s(γ + δ) < 1
2 such that

d(f(x, y), g(u, v)) - α
[1 +D((x, y), (f(x, y), f(y, x)))].D((u, v), (g(u, v), g(v, u)))

[1 +D((x, y), (u, v))]
+ βD((x, y), (u, v))

+ γ[D((x, y), (f(x, y), f(y, x))) +D((u, v), (g(u, v), g(v, u)))]

+ δ[D((u, v), (f(x, y), f(y, x))) +D((x, y), (g(u, v), g(v, u)))]

(2.1)

for all x, y, u, v ∈ X with x - u and y % v and D is defined as in Lemma 2.1. Let x0, y0 ∈ X be such that

x0 - f(x0, y0), y0 % f(y0, x0) or x0 - g(x0, y0), y0 % g(y0, x0). If f or g is continuous, then f and g have a

coupled common fixed point in X .

Proof. We construct two Cauchy sequence in X . Let x0, y0 ∈ X , be such that x0 - f(x0, y0), y0 % f(y0, x0).

Put x1 = f(x0, y0), y1 = f(y0, x0), x2 = g(x1, y1), y2 = g(y1, x1)

Continuing this, way x2n+1 = f(x2n, y2n), y2n+1 = f(y2n, x2n),

x2n+2 = g(x2n+1, y2n+1), y2n+2 = g(y2n+1, x2n+1) for all n ∈ N.

From the choice of x0, y0 and the (f, g) has mixed weakly monotone property, we have

x1 =f(x0, y0) - g(f(x0, y0), f(y0, x0) = g(x1, y1) = x2 ⇒ x1 - x2,

x2 =g(x1, y1) - f(g(x1, y1), g(y1, x1) = f(x2, y2) = x3 ⇒ x2 - x3.

Similarly, y1 =f(y0, x0) % g(f(y0, x0), f(x0, y0) = g(y1, x1) = y2 ⇒ y1 % y2,

y2 =g(y1, x1) % f(g(y1, x1), g(x1, y1) = f(y2, x2) = y3 ⇒ y2 % y3.

Therefore, we acquire

x0 - x1 - x2 - . . . xn - xn+1 - . . .

y0 % y1 % y2 % . . . yn % yn+1 % . . .

the sequences {xn} and {yn} are monotone increasing and decreasing respectively. Applying (2.1), we obtain

d(x2n+1, x2n+2) = d(f(x2n, y2n), g(x2n+1, y2n+1))

- α [1+D((x2n,y2n),(f(x2n,y2n),f(y2n,x2n)))]D((x2n+1,y2n+1),(g(x2n+1,y2n+1),g(y2n+1,x2n+1)))
[1+D((x2n,y2n),(x2n+1,y2n+1))]

+ βD((x2n, y2n), (x2n+1, y2n+1))

+ γ[D((x2n, y2n), (f(x2n, y2n), f(y2n, x2n))) +D((x2n+1, y2n+1), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))]

+ δ[D((x2n+1, y2n+1), (f(x2n, y2n), f(y2n, x2n))) +D((x2n, y2n), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))]
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d(x2n+1, x2n+2) - α
[1 +D((x2n, y2n), (x2n+1, y2n+1))]D((x2n+1, y2n+1), (x2n+2, y2n+2))

[1 +D((x2n, y2n), (x2n+1, y2n+1))]

+ βD((x2n, y2n), (x2n+1, y2n+1))+

γ[D((x2n, y2n), (x2n+1, y2n+1)) +D((x2n+1, y2n+1), (x2n+2, y2n+2))]+

δ[D((x2n+1, y2n+1), (x2n+1, y2n+1)) +D((x2n, y2n), (x2n+2, y2n+2))]

d(x2n+1, x2n+2) -(α+ γ)D((x2n+1, y2n+1), (x2n+2, y2n+2))+

(β + γ)D((x2n, y2n), (x2n+1, y2n+1)) + δD((x2n, y2n), (x2n+2, y2n+2))

-(α+ γ)D((x2n+1, y2n+1), (x2n+2, y2n+2))+

(β + γ)D((x2n, y2n), (x2n+1, y2n+1))+

sδ[D((x2n, y2n), (x2n+1, y2n+1)) +D((x2n+1, y2n+1), (x2n+2, y2n+2))]

-(α+ γ)[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)]+

(β + γ)[d(x2n, x2n+1) + d(y2n, y2n+1)]+

sδ[d(x2n, x2n+1) + d(x2n+1, x2n+2) + d(y2n, y2n+1) + d(y2n+1, y2n+2)]

d(x2n+1, x2n+2) -(α+ γ + sδ)[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)]+

(β + γ + sδ)[d(x2n, x2n+1) + d(y2n, y2n+1)] for all n ∈ N.
(2.2)

Similarly, we have

d(y2n+1, y2n+2) -(α+ γ + sδ)[d(y2n+1, y2n+2) + d(x2n+1, x2n+2)]+

(β + γ + sδ)[d(y2n, y2n+1) + d(x2n, x2n+1)] for all n ∈ N.
(2.3)

Thus it follows from (2.2) and (2.3) that

d(x2n+1, x2n+2) + d(y2n+1, y2n+2) -2(α+ γ + sδ)[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)]+

2(β + γ + sδ)[d(x2n, x2n+1) + d(y2n, y2n+1)]

or

d(x2n+1, x2n+2) + d(y2n+1, y2n+2) -
2(β + γ + sδ)

1− 2(α+ γ + sδ)
[d(x2n, x2n+1) + d(y2n, y2n+1)] for all n ∈ N.

(2.4)

Moreover, if we apply (2.1), then we have

d(x2n+2, x2n+3) = d(g(x2n+1, y2n+1), f(x2n+2, y2n+2))

- α [1+D((x2n+1,y2n+1),(g(x2n+1,y2n+1),g(y2n+1,x2n+1)))]D((x2n+2,y2n+2),(f(x2n+2,y2n+2),f(y2n+2,x2n+2)))
[1+D((x2n+1,y2n+1),(x2n+2,y2n+2))]

+βD((x2n+1, y2n+1), (x2n+2, y2n+2)) + γ[D((x2n+1, y2n+1), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))

+D((x2n+2, y2n+2), (f(x2n+2, y2n+2), f(y2n+2, x2n+2)))]+δ[D((x2n+2, y2n+2), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

531 Deepak Singh et al 527-543



6

+D((x2n+1, y2n+1), (f(x2n+2, y2n+2), f(y2n+2, x2n+2)))]

d(x2n+2, x2n+3) - α
[1 +D((x2n+1, y2n+1), (x2n+2, y2n+2))]D((x2n+2, y2n+2), (x2n+3, y2n+3))

[1 +D((x2n+1, y2n+1), (x2n+2, y2n+2))]

+ βD((x2n+1, y2n+1), (x2n+2, y2n+2))+

γ[D((x2n+1, y2n+1), (x2n+2, y2n+2)) +D((x2n+2, y2n+2), (x2n+3, y2n+3))]+

δ[D((x2n+2, y2n+2), (x2n+2, y2n+2)) +D((x2n+1, y2n+1), (x2n+3, y2n+3))]

d(x2n+2, x2n+3) -(α+ γ)D((x2n+2, y2n+2), (x2n+3, y2n+3))+

(β + γ)D((x2n+1, y2n+1), (x2n+2, y2n+2)) + δD((x2n+1, y2n+1), (x2n+3, y2n+3))

-(α+ γ)D((x2n+2, y2n+2), (x2n+3, y2n+3))+

(β + γ)D((x2n+1, y2n+1), (x2n+2, y2n+2))+

sδ[D((x2n+1, y2n+1), (x2n+2, y2n+2)) +D((x2n+2, y2n+2), (x2n+3, y2n+3))]

(α+ γ + sδ)[D(x2n+2, y2n+2), d(x2n+3, y2n+3)]+

(β + γ + sδ)[D(x2n+1, y2n+1), d(x2n+2, y2n+2)]

d(x2n+2, x2n+3) -(α+ γ + sδ)[d(x2n+2, x2n+3) + d(y2n+2, y2n+3)]+

(β + γ + sδ)[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)], for all n ∈ N.
(2.5)

Similarly, we have

d(y2n+2, y2n+3) -(α+ γ + sδ)[d(y2n+2, y2n+3) + d(x2n+2, x2n+3)]+

(β + γ + sδ)[d(y2n+1, y2n+2) + d(x2n+1, x2n+2)], for all n ∈ N.
(2.6)

Thus it follows from (2.5) and (2.6) that

d(x2n+2, x2n+3) + d(y2n+2, y2n+3) -2(α+ γ + sδ)[d(x2n+2, x2n+3) + d(y2n+2, y2n+3)]+

2(β + γ + sδ)[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)]

or

d(x2n+2, x2n+3)+d(y2n+2, y2n+3) -
2(β + γ + sδ)

1− 2(α+ γ + sδ)
[d(x2n+1, x2n+2)+d(y2n+1, y2n+2)], for all n ∈ N.

(2.7)

Moreover, it follows from (2.4) and (2.7) that

d(x2n+2, x2n+3)+d(y2n+2, y2n+3) -
[ 2(β + γ + sδ)

1− 2(α+ γ + sδ)

]2
[d(x2n, x2n+1)+d(y2n, y2n+1)], for all n ∈ N.

(2.8)
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Let λ = 2(β+γ+sδ)
1−2(α+γ+sδ) . Then 0 ≤ λ < 1 and

d(x2n+1, x2n+2) + d(y2n+1, y2n+2) -λ[d(x2n, x2n+1) + d(y2n, y2n+1)]+

-λ3[d(x2n−2, x2n−1) + d(y2n−2, y2n−1)]

-λ5[d(x2n−4, x2n−3) + d(y2n−4, y2n−3)]

...

-λ2n+1[d(x0, x1) + d(y0, y1)]

and d(x2n+2, x2n+3) + d(y2n+2, y2n+3) -λ[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)]+

-λ.λ2n+1[d(x0, x1) + d(y0, y1)]

-λ2n+2[d(x0, x1) + d(y0, y1)] for all n ∈ N.

Now, for all m,n ≥ 1 with n ≤ m, we have

d(x2n+1, x2m+1) + d(y2n+1, y2m+1) - s[d(x2n+1, x2n+2) + d(x2n+2, x2m+1)]

+ s[d(y2n+1, y2n+2) + d(y2n+2, x2m+1)]

-s[(x2n+1, x2n+2) + d(y2n+1, y2n+2] + s[x2n+2, x2m+1) + d(y2n+2, y2m+1]

-s[(x2n+1, x2n+2) + d(y2n+1, y2n+2] + s2[x2n+2, x2n+3) + d(y2n+2, y2n+3]

+ s2[d(x2n+3, x2m+1) + d(y2n+3, y2m+1)]

-s[(x2n+1, x2n+2) + d(y2n+1, y2n+2] + s2[x2n+2, x2n+3) + d(y2n+2, y2n+3]

+ . . .+ s2(m−n)[d(x2m, x2m+1) + d(y2m, y2m+1)]

-sλ2n+1[d(x0, x1) + d(y0, y1)] + s2λ2n+2[d(x0, x1) + d(y0, y1)]

+ . . .+ s2(m−n)λ2m[d(x0, x1) + d(y0, y1)]

-sλ2n+1[1 + sλ+ (sλ)2 + . . .+ (sλ)2(m−n)−1][d(x0, x1) + d(y0, y1)]

-
sλ2n+1

1− sλ
[d(x0, x1) + d(y0, y1)].

Similarly, we have

d(x2n, x2m+1) + d(y2n, y2m+1) -sλ
2n[1 + sλ+ (sλ)2 + . . .+ (sλ)2(m−n)][d(x0, x1) + d(y0, y1)]

-
sλ2n

1− sλ
[d(x0, x1) + d(y0, y1)].

d(x2n, x2m) + d(y2n, y2m) -sλ2n[1 + sλ+ (sλ)2 + . . .+ (sλ)2(m−n)−1][d(x0, x1) + d(y0, y1)]

-
sλ2n

1− sλ
[d(x0, x1) + d(y0, y1)]
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and

d(x2n+1, x2m) + d(y2n+1, y2m) -sλ2n+1[1 + sλ+ (sλ)2 + . . .+ (sλ)2(m−n−1)][d(x0, x1) + d(y0, y1)]

-
sλ2n+1

1− sλ
[d(x0, x1) + d(y0, y1)].

Hence for all m,n ≥ 1 with n ≤ m, it follows that

d(xn, xm) + d(yn, ym) -
sλn

1− sλ
[d(x0, x1) + d(y0, y1)].

Since 0 ≤ λ < 1, we can conclude that

d(xn, xm) + d(yn, ym) → 0 as n → ∞, which implies that d(xn, xm) → 0 and d(yn, ym) → 0 as m,n → ∞.

Therefore the sequences {xn} and {yn} are Cauchy sequence in X .

Since (X, d) be a partially ordered complete b-metric space, then there exist x, y ∈ X such that xn → x and

yn → y as n→∞.

Suppose that f is a continuous then we have

x = lim
n→∞

x2n+1 = lim
n→∞

f(x2n, y2n) = f(x, y)

and y = lim
n→∞

y2n+1 = lim
n→∞

f(y2n, x2n) = f(y, x).

this implies (x, y) is coupled fixed point of f .

Taking u = x and v = y in (2.1), we have

d(f(x, y), g(x, y)) + d(f(y, x), g(y, x))

- α
[1 +D((x, y), (f(x, y), f(y, x)))]D((x, y), (g(x, y), g(y, x)))

[1 +D((x, y), (x, y))]
+ βD((x, y), (x, y))

+ γ[D((x, y), (f(x, y), f(y, x))) +D((x, y), (g(x, y), g(y, x)))]

k + δ[D((x, y), (f(x, y), f(y, x))) +D((x, y), (g(x, y), g(y, x)))]

+ α
[1 +D((y, x), (f(y, x), f(x, y)))]D((y, x), (g(y, x), g(x, y)))

[1 +D((y, x), (y, x))]
+ βD((y, x), (y, x))

+ γ[D((y, x), (f(y, x), f(x, y))) +D((y, x), (g(y, x), g(x, y)))]

+ δ[D((y, x), (f(y, x), f(x, y))) +D((y, x), (g(y, x), g(x, y)))]

- α[1 +D((x, y), (x, y))]D((x, y), (g(x, y), g(y, x)))

+ γ[D((x, y), (x, y))) +D((x, y), (g(x, y), g(y, x)))]

+ δ[D((x, y), (x, y))) +D((x, y), (g(x, y), g(y, x)))]

+ α[1 +D((y, x), (y, x))]D((y, x), (g(y, x), g(x, y)))

+ γ[D((y, x), (y, x)) +D((y, x), (g(y, x), g(x, y)))]

+ δ[D((y, x), (y, x)) +D((y, x), (g(y, x), g(x, y)))].
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Hence, we have

d(x, g(x, y)) + d(y, , g(y, x)) - (α+ γ + δ)[D((x, y), (g(x, y), g(y, x)))+

D((y, x), (g(y, x), g(x, y)))]

- 2(α+ γ + δ)[d(x, g(x, y)) + d(y, g(y, x))]

Since 2(α+ γ + δ) < 1, we get d(x, g(x, y)) = 0, d(y, g(y, x)) = 0 ⇒ x = g(x, y), y = g(y, x)).

This implies (x, y) is a coupled fixed point of g. Hence (x, y) is a coupled common fixed point of f and g when f

is continuous.

Similarly, we can prove that (x, y) is a coupled common fixed point of f and g when g is continuous.

Next result is proved, relaxing continuity.

Theorem 2.2. Let (X, d,-) be a partially ordered complete b-metric space. Assume that X has the following

property:

1 if {xn} is a increasing sequence with xn → x, then xn - x for all n ∈ N ;

2 if {yn} is a decreasing sequence with yn → y, then yn % y for all n ∈ N.

Let f, g : X ×X → X be the mappings such that the pair (f, g) has the mixed weakly monotone property on X .

Also, Suppose there exists α, β, γ, δ ∈ [0, 1) with α+ β + 2s(γ + δ) < 1
2 such that

d(f(x, y), g(u, v)) - α
[1 +D((x, y), (f(x, y), f(y, x)))].D((u, v), (g(u, v), g(v, u)))

[1 +D((x, y), (u, v))]
+ βD((x, y), (u, v))

+ γ[D((x, y), (f(x, y), f(y, x))) +D((u, v), (g(u, v), g(v, u)))]

+ δ[D((u, v), (f(x, y), f(y, x))) +D((x, y), (g(u, v), g(v, u)))]

for all x, y, u, v ∈ X with x - u and y % v and D is defined as in Lemma 2.1. Let x0, y0 ∈ X be such that

x0 - f(x0, y0), y0 % f(y0, x0) or x0 - g(x0, y0), y0 % g(y0, x0), then f and g have a coupled common fixed

point in X .

Proof. Following the proof of Theorem 2.1, we only have to show that

f(x, y) = g(x, y) = x, f(y, x) = g(y, x) = y.
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It is clear that

D((x, y), (f(x, y), f(y, x))) - s[D((x, y), (x2n+2, y2n+2)) +D((x2n+2, y2n+2), (f(x, y), f(y, x)))]

= sD((x, y), (x2n+2, y2n+2)) + sD((g(x2n+1, y2n+1), g(y2n+1, x2n+1)), (f(x, y), f(y, x)))

= sD((x, y), (x2n+2, y2n+2)) + sd(f(x, y), g(x2n+1, y2n+1)) + sd(f(y, x), g(y2n+1, x2n+1))

- sD((x, y), (x2n+2, y2n+2))+

sα
{ [1 +D((x, y), (f(x, y), f(y, x)))]D((x2n+1, y2n+1), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))

1 +D((x, y), (x2n+1, y2n+1))
+

βD((x, y), (x2n+1, y2n+1))+

γ[D((x, y), (f(x, y), f(y, x))) +D((x2n+1, y2n+1), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))]+

δ[D((x2n+1, y2n+1), (f(x, y), f(y, x))) +D((x, y), (g(x2n+1, y2n+1), g(y2n+1, x2n+1)))]
}

+ sα
{ [1 +D((x, y), (f(x, y), f(y, x)))]D((y2n+1, x2n+1), (g(y2n+1, x2n+1), g(x2n+1, y2n+1)))

1 +D((y, x), (y2n+1, x2n+1))
+

βD((y, x), (y2n+1, x2n+1))+

γ[D((y, x), (f(y, x), f(x, y))) +D((y2n+1, x2n+1), (g(y2n+1, x2n+1), g(x2n+1, y2n+1)))]+

δ[D((y2n+1, x2n+1), (f(y, x), f(x, y))) +D((y, x), (g(y2n+1, x2n+1), g(x2n+1, y2n+1)))]
}
.

(2.9)

Letting n→∞ in (2.9), we obtain

d(x, f(x, y) + d(y, f(y, x))) - sγD((x, y), (f(x, y), f(y, x)))+

sδD((y2n+1, x2n+1), (f(x, y), f(y, x)))+

sγD((y, x), (f(y, x), f(x, y)))+

sδD((y2n+1, x2n+1), (f(y, x), f(x, y)))

- 2s(γ + δ)[d(x, f(x, y) + d(y, f(y, x)))]

and, since 2s(γ + δ) < 1
2 , we have d(x, f(x, y)) + d(y, f(y, x)) = 0 and so f(x, y) = x, f(y, x) = y.

Similarly we can show that g(x, y) = x and g(y, x) = y. Therefore (x, y) is a coupled common fixed point of f

and g.

Following example establishes validity of Theorem 2.1.

Examplex 2.1. Consider (R, d,≤), where≤ represents the b-metric with usual order relation and metric d(x, y) =

(|x− y|)2 = (x− y)2 on R, where s = 2.

Let f, g : R× R→ R be two functions defined by

f(x, y) =
10x− 5y + 115

120
, g(x, y) =

16x− 8y + 184

192
.
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Then the pair (f, g) has the mixed weakly monotone property.

In order to verify the condition (2.1), first we notice that

0 ≤ α [1 +D((x, y), (f(x, y), f(y, x)))].D((u, v), (g(u, v), g(v, u)))

[1 +D((x, y), (u, v))]
,

0 ≤ γ[D((x, y), (f(x, y), f(y, x))) +D((u, v), (g(u, v), g(v, u)))],

0 ≤ δ[D((u, v), (f(x, y), f(y, x))) +D((x, y), (g(u, v), g(v, u)))] for all x, y ∈ R.

Thus it is sufficient to show that d(f(x, y), g(u, v)) ≤ βD((x, y), (y, v)).

Now, d(f(x, y), g(u, v)) =(|f(x, y)− g(u, v)|)2

=

(∣∣∣∣10x− 5y + 115

120
− 16u− 8v + 184

192

∣∣∣∣)2

≤
(

1

12
|x− u|+ 1

24
|y − v|

)2

≤
(

1

12
(|x− u|+ |y − v|)

)2

≤
[
1

3
(|x− u|2 + |y − v|2)

]
, ∀x, y ∈ R

≤βD((x, y), (y, v)).

For β = 1
3 and choosing α, γ, δ ≥ 0 such that α+ β+2s(γ+ δ) ≤ 1

2 , Thus condition (2.1) is satisfied. Following

Figure 1 and Figure 2 show that (1, 1) is the coupled fixed point of mapping f .

Figure 1: [Figure showing x=f(x,y)]
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Figure 2: [Figure showing y=f(y,x)]

Next two Figure 3 and Figure 4 are demonstrating that (1, 1) is coupled fixed point of mapping g also.

Figure 3: [Figure showing x=g(x,y)]

Thus we conclude that (1, 1) is a coupled common fixed point of f and g.
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Figure 4: [Figure showing y=g(y,x)]

Theorem 2.3. In Theorems 2.1 and 2.2, if X is a total ordered set with ordering -, then a coupled common fixed

point of f and g is unique and x = y.

Proof. If (x∗, y∗) ∈ X ×X is another coupled common fixed point of f and g, then, invoking (2.1), we have

d(x, x∗) + d(y, y∗) = d(f(x, y), g(x∗, y∗)) + d(f(y, x), g(y∗, x∗))

- α
[1 +D((x, y), (f(x, y), f(y, x)))].D((x∗, y∗), (g(x∗, y∗), g(y∗, x∗)))

[1 +D((x, y), (x∗, y∗))]
+

βD((x, y), (x∗, y∗))+

γ[D((x, y), (f(x, y), f(y, x))) +D((x∗, y∗), (g(x∗, y∗), g(y∗, x∗)))]+

δ[D((x∗, y∗), (f(x, y), f(y, x))) +D((x, y), (g(x∗, y∗), g(y∗, x∗)))]+

α
[1 +D((y, x), (f(y, x), f(x, y)))].D((y∗, x∗), (g(y∗, x∗), g(x∗, y∗)))

[1 +D((y, x), (y∗, x∗))]
+

βD((y, x), (y∗, x∗))+

γ[D((y, x), (f(y, x), f(x, y))) +D((y∗, x∗), (g(y∗, x∗), g(x∗, y∗)))]+

δ[D((y∗, x∗), (f(y, x), f(x, y))) +D((y, x), (g(y∗, x∗), g(x∗, y∗)))]

= 2β(d(x, x∗) + d(y, y∗))+

2δ(d(x∗, f(x, y)) + d(y∗, f(y, x)) + d(x, g(x∗, y∗)) + d(y, g(y∗, x∗)))

= (2β + 4δ)(d(x, x∗) + d(y, y∗))

and hence d(x, x∗) + d(y, y∗) = (2β + 4δ)(d(x, x∗) + d(y, y∗))
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Since, (2β + 4δ) ≤ 1
2 , we have d(x, x∗) + d(y, y∗) = 0 which implies that x = x∗ and y = y∗. On the other

hand, we have

d(x, y) = d(f(x, y), g(y, x))

� α [1 +D((x, y), (f(x, y), f(y, x)))].D((y, x), (g(y, x), g(x, y)))

[1 +D((x, y), (y, x))]
+ βD((x, y), (y, x))

+ γ[D((x, y), (f(x, y), f(y, x))) +D((y, x), (g(y, x), g(x, y)))]

+ δ[D((y, x), (f(x, y), f(y, x))) +D((x, y), (g(y, x), g(x, y)))]

� (β + 2δ)(d(x, y) + d(y, x))

� (2β + 4δ)d(x, y).

Since (2β + 4δ) ≤ 1
2 , we have d(x, y) = 0 and x = y. This complete the proof.

Let f : X × X → X be a mapping. Now we denote fn+1(x, y) = f(fn(x, y), fn(y, x)), for all x, y ∈ X

and n ∈ N k8

3 Application to metric space

Taking s = 1, f = g and α = γ = δ = 0 in Theorem 2.1, we get the following:

Corollary 3.1. Let (X, d,-) be a partially ordered complete metric space. Let f : X ×X → X be the mapping

such that f has the mixed monotone property on X . Suppose there exists β ∈ [0, 1) with β < 1
2 such that

d(f(x, y), f(u, v)) - βD((x, y), (u, v))

for all x, y, u, v ∈ X with x - u and y % v and D is defined as in Lemma 2.1. Let x0, y0 ∈ X be such that

x0 - f(x0, y0), y0 % f(y0, x0). If f is continuous, then f has a coupled fixed point in X .

3.1 Application to system of integral equations

Consider the following system of integral equations:

u(t) = p(t) +

∫ T

0

λ(t, s)[f1(s, u(s)) + f2(s, v(s))]ds

v(t) = p(t) +

∫ T

0

λ(t, s)[f1(s, v(s)) + f2(s, u(s))]ds.

(3.1)

We consider the space X = C([0, T ],R) of continuous functions defined on [0, T ]. Obviously, the space with the

metric given by

d(u, v) = max
t∈[0,T ]

|u(t)− v(t)|, u, v ∈ C([0, T ],R)
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is a complete metric space. Consider on X = C([0, T ],R) the natural partial order relation, that is,

u, v ∈ C([0, T ],R), u ≤ v ⇐⇒ u(t) ≤ v(t), t ∈ [0, T ].

Theorem 3.1. Consider the problem (3.1) and assume that the following conditions are satisfied:

(i) f1, f2 : [0, T ]× R→ R are continuous;

(ii) p : [0, T ]→ R is continuous;

(iii) λ : [0, T ]× R→ [0,∞) is continuous;

(iv) there exists c > 0 and β ∈ [0, 1) with β < 1
2 such that for all u, v ∈ R, v ≥ u,

0 ≤ f1(s, v)− f1(s, u) ≤ c β(v − u)

0 ≤ f2(s, u)− f2(s, v) ≤ c β(v − u);

(v) assume that c maxt∈[0,1]
∫ 1

0
λ(t, s)ds ≤ 1;

(vi) there exists x0, y0 ∈ X such that

x0(t) ≥ p(t) +
∫ T

0

λ(t, s)[f1(s, x0(s)) + f2(s, y0(s))]ds

y0(t) ≤ p(t) +
∫ T

0

λ(t, s)[f1(s, y0(s)) + f2(s, x0(s))]ds.

Then the system of integral equation (3.1) has a unique solution in X2 with (X = C([0, T ],R)).

Proof. Consider the mapping F : X ×X → X defined by

F (u, v)(t) = p(t) +

∫ T

0

λ(t, s)[f1(s, u(s)) + f2(s, v(s))]ds, (3.2)

for all u, v ∈ X and t ∈ [0, T ]. Now, we shall show that all the conditions of Corollary 3.1 are satisfied. From the

condition (iv) of the Theorem 3.1, it is easy to prove that F has mixed monotone property.

Now, for x, y, u, v ∈ X with x ≥ u, y ≤ v we have

d(F (x, y), F (u, v)) = max
t∈[0,T ]

|F (x, y)(t)− F (u, v)(t)|

= max
t∈[0,T ]

∣∣∣ ∫ T

0

λ(t, s)
[
f1(s, x(s)) + f2(s, y(s))

]
ds−

∫ T

0

λ(t, s)
[
f1(s, u(s)) + f2(s, v(s))

]
ds
∣∣∣

≤ max
t∈[0,T ]

[ ∫ T

0

|f1(s, x(s))− f1(s, u(s))|.|λ(t, s)|ds+
∫ T

0

|f1(s, y(s))− f1(s, v(s))|.|λ(t, s)|ds
]

= max
t∈[0,T ]

c β
[ ∫ T

0

|x(s)− u(s)|.|λ(t, s)|ds+
∫ T

0

|y(s)− v(s)|.|λ(t, s)|ds
]

≤
[
max
t∈[0,T ]

|x(t)− u(t)|+ max
t∈[0,T ]

|y(t)− v(t)|
]
c β

∫ T

0

|λ(t, s)|ds

≤ β(d(x, u) + d(y, v))

= βD((x, y), (u, v)).
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Which implies d(F (x, y), F (u, v)) ≤ βD((x, y), (u, v)).

Which is just the contractive condition given in Corollary 3.1. Therefore, from Corollary 3.1, we deduce that, F

has a coupled fixed point (x, y) in X , that is the system of integral equations has a solution.

The following example shows that the superiority of Theorem3.1

Examplex 3.1. Consider the following integral equation in X = C([0, 1], R)

F (u, v)(t) =
t2 + 8

5
+

∫ 1

0

s2

35(t+ 4)

[
u(s) +

1

v(s) + 1

]
ds. (3.3)

It is easy to verify that the aforesaid equation is the special case of equation 3.2, in which

p(t) =
t2 + 8

5
, λ(t, s) =

s2

35(t+ 4)
, f1(s, t) = t, f2(s, t) =

1

t+ 1
.

Indeed, the function p, λ, f1 and f2 are continuous. Hence the assumption (i)-(iii) are fulfilled. Further, for all

u, v ∈ R, v ≥ u there exist C = 16 > 0 and β = 1
4 ∈ [0, 1) with β < 1

2 such that

0 ≤ f1(s, v)− f1(s, u) ≤ cβ(v − u),

0 ≤ f2(s, u)− f2(s, v) ≤ cβ(v − u).

Thus the condition (iv) of Theorem 3.1 is satisfied. For condition (v), we have

c max
t∈[0,1]

∫ T

0

λ(t, s)ds = 16 max
t∈[0,1]

∫ 1

0

s2

35(t+ 4)
ds = max

t∈[0,1]

16

105(t+ 4)
≤ 1

shows the validity of condition (v).

Consider x0(t) = 1 and y0(t) = 1, then we get

p(t) +

∫ 1

0

λ(t, s)[f1(s, x0(s)) + f2(s, y0(s))]ds =
t2 + 8

5
+

∫ 1

0

s2

35(t+ 4)
[f1(s, 1) + f2(s, 1)]ds

=
t2 + 8

5
+

∫ 1

0

s2

35(t+ 4)

[
1 +

1

2

]
ds

=
t2 + 8

5
+

3

70(t+ 4)

(s3
3

)1
0

=
t2 + 8

5
+

3

70(t+ 4)
≥ 1

that is x0 ≥ f(x0, y0).

Similarly, one can show that y0 ≤ f(y0, x0). It follows that all the conditions are satisfied. Thus the integral

equation (3.3) has a solution in X2 with X = C([0, 1], R).
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FUNCTIONAL INEQUALITIES IN FUZZY NORMED SPACES

AND ITS STABILITY

GILJUN HAN AND CHANG IL KIM∗

Abstract. In this paper, we investigate the functional inequality

N(f(x+ 2y) − 3f(x+ y) + 3f(x) − f(x− y) − 6f(y), t)

≥ N(f(2x+ y) + f(2x− y) − 2f(x+ y) − 2f(x− y) − 12f(x), kt)

for some fixed nonzero real number k and prove the generalized Hyers-Ulam

stability for it in fuzzy Banach spaces by fixed point methods.

1. Introduction

In 1940, Ulam proposed the following stability problem (cf. [25]):

“Let G1 be a group and G2 a metric group with the metric d. Given a constant
δ > 0, does there exist a constant c > 0 such that if a mapping f : G1 −→
G2 satisfies d(f(xy), f(x)f(y)) < c for all x, y ∈ G1, then there exists a unique
homomorphism h : G1 −→ G2 with d(f(x), h(x)) < δ for all x ∈ G1?”

In the next year, Hyers [12] gave a partial solution of Ulam,s problem for the case of
approximate additive mappings. Subsequently, his result was generalized by Aoki
([1]) for additive mappings and by Rassias [24] for linear mappings to consider the
stability problem with unbounded Cauchy differences. During the last decades, the
stability problem of functional equations have been extensively investigated by a
number of mathematicians (see [4], [5], [6], [9], and [19]).

In 2001, Rassias [23] introduced the following cubic functional equation

(1.1) f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y) = 0

and every solution of the cubic functional equation is called a cubic mapping and
in ([14]), the following cubic functional equation was investigated

(1.2) f(2x+ y) + f(2x− y) = 2f(x+ y) + 2f(x− y) + 12f(x).

Katsaras [15] defined a fuzzy norm on a vector space to construct a fuzzy vector
topological structure on the space. Later, some mathematicians have defined fuzzy
norms on a vector space in different points of view. In particular, Bag and Samanta
[2], following Cheng and Mordeson [3], gave an idea of fuzzy norm in such a manner
that the corresponding fuzzy metric is of Kramosil and Michalek type [16].

In [10], Glányi showed that if a mapping f : X −→ Y satisfies the following
functional inequality

(1.3) ‖2f(x) + 2f(y)− f(xy−1)‖ ≤ ‖f(xy)‖,

2010 Mathematics Subject Classification. 39B62, 39B72, 54A40, 47H10.

Key words and phrases. Hyers-Ulam stability, fuzzy normed space, fixed point theorem.
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2 GILJUN HAN AND CHANGIL KIM

then f satisfies the Jordan-Von Neumann functional equation

2f(x) + 2f(y)− f(xy−1) = f(xy).

Glányi [11] and Fechner [8] proved the Hyers-Ulam stability of (1.3). Park, Cho,
and Han [22] proved the Hyers-Ulam stability of the following functional inequality:

(1.4) ‖f(x) + f(y) + f(z)‖ ≤ ‖f(x+ y + z)‖.

Further, Park [21] proved the generalized Hyers-Ulam stability of the Cauchy addi-
tive functional inequality (1.4) in fuzzy Banach spaces using the fixed point method
if f is an odd mapping.

In this paper, we investigate the following functional inequality related by (1.1)
and (1.2)

N(f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y), t)

≥ N(f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x), kt)
(1.5)

for some fixed nonzero real number k and prove the generalized Hyers-Ulam stability
for (1.5) in fuzzy Banach spaces by fixed point methods.

2. preliminaries

In this paper, we use the definition of fuzzy normed spaces given in [2], [17], and
[18].

Definition 2.1. Let X be a real vector space. A function N : X × R −→ [0, 1] is
called a fuzzy norm on X if for any x, y ∈ X and any s, t ∈ R,

(N1) N(x, t) = 0 for t ≤ 0;
(N2) x = 0 if and only if N(x, t) = 1 for all t > 0;
(N3) N(cx, t) = N(x, t

|c| ) if c 6= 0;

(N4) N(x+ y, s+ t) ≥ min{N(x, s), N(y, t)};
(N5) N(x, ·) is a nondecreasing function of R and limt→∞N(x, t) = 1;
(N6) for any x 6= 0, N(x, ·) is continuous on R.

In this case, the pair (X,N) is called a fuzzy normed space.

Let (X,N) be a fuzzy normed space and {xn} a sequence in X. Then (i) {xn}
is said to be Cauchy in (X,N) if for any ε > 0, there exists an m ∈ N such that
N(xn+p − xn, t) > 1 − ε for all n ≥ m, all positive integer p, and any t > 0 and
(ii) {xn} is said to be convergent in (X,N) if there exists an x ∈ X such that
limn→∞N(xn − x, t) = 1 for all t > 0. In this case, x is called the limit of the
sequence {xn} in X and one denotes it by N − limn→∞ xn = x.

Example 2.2. For example, it is well known that for any normed space (X, || · ||)
and any nonnegative real number ε, the mapping NX : X ×R −→ [0, 1], defined by

NX(x, t) =

{
0, if t ≤ 0

t
t+ε||x|| , if t > 0 ,

is a fuzzy norm on X([17], [18], and [19]).

It is well known that every convergent sequence in a fuzzy normed space is
Cauchy. A fuzzy normed space is said to be complete if each Cauchy sequence in it
is convergent and a complete fuzzy normed space is called a fuzzy Banach space.
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In 1996, Isac and Rassias [13] were the first to provide applications of stabil-
ity theory of functional equations for the proof of new fixed point theorems with
applications.

Theorem 2.3. [7] Let (X, d) be a complete generalized metric space and let J :
X −→ X be a strictly contractive mapping with some Lipschitz constant L with
0 < L < 1. Then for each given element x ∈ X, either d(Jnx, Jn+1x) =∞ for all
nonnegative integer n or there exists a positive integer n0 such that
(1) d(Jnx, Jn+1x) <∞ for all n ≥ n0 ;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞};
(4) d(y, y∗) ≤ 1

1− L
d(y, Jy) for all y ∈ Y .

Throughout this paper, we assume that X is a linear space, (Y,N) is a fuzzy
Banach space, and (Z,N ′) is a fuzzy normed space.

3. Solutions of (1.5)

In this section, we investigate the solution and prove the generalized Hyers-Ulam
stability of the functional inequality (1.5) in fuzzy Banach spaces. For any mapping
f : X −→ Y , let

Af (x, y) = f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x)

and

Bf (x, y) = f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y).

By (N5), we can easily shown the following lemma.

Lemma 3.1. Let αi : [0,∞) −→ [0,∞)(i = 1, 2, · · ·, n) be a mapping and r a
positive real numbers with r > 1 and y, z, z1, z2, ·, zn ∈ Y . Suppose that

N(y, t) ≥ min{N(z, rnt), N(z1, α1(t)), N(z2, α2(t)), · · ·, N(zn, αn(t))}

for all t > 0 and all n ∈ N. Then

N(y, t) ≥ min{N(z1, α1(t)), N(z2, α2(t)), · · ·, N(zn, αn(t))}

for all t > 0.

By Lemma 3.1, we have the following corollary.

Corollary 3.2. Let r be a real number with r > 1 and y ∈ Y . Suppose that

N(y, t) ≥ N(y, rt)

for all t > 0. Then y = 0.

Using Lemma 3.1 and Corollary 3.2, we will prove the following theorem :

Theorem 3.3. Let f : X −→ Y be a mapping. Suppose that k is a real number
with k > 4. Then f is cubic if and only if f is a solution of (1.5).

Proof. Letting x = 0 and y = 0 in (1.5), we have

N(f(0), t) ≥ N
(
f(0),

3

7
kt
)

for all t > 0 and sicne 3
7k > 1, by Corollary 3.2, we get f(0) = 0.
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Suppose that f is a solution of (1.5). Letting x = 0 in (1.5), we have

(3.1) N(f(2y)− 9f(y)− f(−y), t) ≥ N(f(y) + f(−y), kt)

for all y ∈ X and all t > 0 and letting y = −x in (1.5), we have

(3.2) N(f(2x)− 3f(x) + 5f(−x), t) ≥ N(f(3x)− 2f(2x)− 11f(x), kt)

for all x ∈ X and all t > 0. Letting y = x in (1.5), we have

(3.3) N(f(3x)− 3f(2x)− 3f(x), t) ≥ N(f(3x)− 2f(2x)− 11f(x), kt)

for all x ∈ X and all t > 0. By (3.1) and (3.2), we get

N(6f(x) + 6f(−x), t)

≥ min
{
N
(
f(2x)− 9f(x)− f(−x),

t

2

)
, N
(
f(2x)− 3f(x) + 5f(−x),

t

2

)}
≥ min

{
N
(
f(x) + f(−x),

kt

2

)
, N
(
f(3x)− 2f(2x)− 11f(x),

kt

2

)}
for all x ∈ X and all t > 0 and so we obtain

N(f(x) + f(−x), t)

≥ min{N(f(x) + f(−x), 3kt), N(f(3x)− 2f(2x)− 11f(x), 3kt)}
(3.4)

for all x ∈ X and all t > 0. For any x ∈ X, let

G(x) = f(3x)− 2f(2x)− 11f(x), H(x) = f(x) + f(−x)

for all x ∈ X. By (3.1), (3.4), and (N5), we have

N(f(2x)− 8f(x), t) ≥ min
{
N
(
f(2x)− 9f(x)− f(−x),

t

2

)
, N
(
H(x),

t

2

)}
≥ min

{
N
(
H(x),

kt

2

)
, N
(
H(x),

3kt

2

)
, N
(
G(x),

3kt

2

)}
≥ min

{
N
(
H(x),

kt

2

)
, N
(
G(x),

3kt

2

)}(3.5)

for all x ∈ X and all t > 0. Further, by (3.3), (3.5), and (N5), we have

N(G(x), t) ≥ min
{
N
(
f(3x)− 3f(2x)− 3f(x),

t

2

)
, N
(
f(2x)− 8f(x),

t

2

)}
≥ min

{
N
(
G(x),

kt

2

)
, N
(
H(x),

kt

4

)
, N
(
G(x),

3kt

4

)}
≥ min

{
N
(
G(x),

kt

2

)
, N
(
H(x),

kt

4

)}(3.6)

for all x ∈ X and all t > 0 and since k > 4, by (3.6) and (N5), we have

N(G(x), t) ≥ min
{
N
(
G(x),

kt

2

)
, N
(
H(x),

kt

4

)}
≥ min

{
N
(
G(x),

k2t

22

)
, N
(
H(x),

k2t

23

)
, N
(
H(x),

kt

4

)}
≥ min

{
N
(
G(x),

k2t

22

)
, N
(
H(x),

kt

4

)}
for all x ∈ X and all t > 0. Hence by induction, we get

(3.7) N(G(x), t) ≥ min
{
N
(
G(x),

knt

2n

)
, N
(
H(x),

kt

4

)}
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for all x ∈ X, all t > 0 and all n ∈ N. By Lemma 3.1 and (3.7), we obtain

N(G(x), t) ≥ N
(
H(x),

kt

4

)
for all x ∈ X and all t > 0. By (3.4) and (N5), we have

N(G(x), t) ≥ N
(
H(x),

kt

4

)
≥ min

{
N
(
H(x),

(3k)2t

12

)
, N
(
G(x),

(3k)2t

12

)}
≥ min

{
N
(
H(x),

(3k)3t

12

)
, N
(
G(x),

(3k)3t

12

)
, N
(
G(x),

(3k)2t

12

)}
≥ min

{
N
(
H(x),

(3k)3t

12

)
, N
(
G(x),

(3k)2t

12

)}
(3.8)

for all x ∈ X and all t > 0. By induction and (3.8), we get

(3.9) N(G(x), t) ≥ N
(
G(x),

(3k)2t

12

)
for all x ∈ X and all t > 0. By (3.9) and Corollary 3.2, we get

(3.10) G(x) = f(3x)− 2f(2x)− 11f(x) = 0

for all x ∈ X. By (3.4) and (3.10), we get

(3.11) N(H(x), t) ≥ N(H(x), 3kt)

for all x ∈ X and by Corollary 3.2, we have

(3.12) H(x) = f(x) + f(−x) = 0

for all x ∈ X. Hence f is an odd mapping. Further, by (3.5), (3.10), and (3.12),
we get

(3.13) f(2x) = 8f(x)

for all x ∈ X. Now, letting x = 2y in (1.5), by (3.13), we have

N(8f(x+ y)− 3f(2x+ y) + 24f(x)− f(2x− y)− 6f(y), t)

≥ N(f(4x+ y) + f(4x− y)− 2f(2x+ y)− 2f(2x− y)− 96f(x), kt)
(3.14)

for all x, y ∈ X and all t > 0 and letting y = −y in (3.14), by (3.12), we have

N(8f(x− y)− 3f(2x− y) + 24f(x)− f(2x+ y) + 6f(y), t)

≥ N(f(4x+ y) + f(4x− y)− 2f(2x+ y)− 2f(2x− y)− 96f(x), kt)
(3.15)

for all x, y ∈ X and all t > 0. By (3.14) and (3.15), we have

N(4Af (x, y), t) ≥ N
(
Af (2x, y),

kt

2

)
for all x, y ∈ X and all t > 0 and so we have

(3.16) N(Af (x, y), t) ≥ N(Af (2x, y), 2kt)

for all x, y ∈ X and all t > 0. Letting y = 2y in (1.5), we have

N(f(x+ 4y)− 3f(x+ 2y) + 3f(x)− f(x− 2y)− 48f(y), t)

≥ N(8f(x+ y) + 8f(x− y)− 2f(x+ 2y)− 2f(x− 2y)− 12f(x), kt)
(3.17)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

548 GILJUN HAN ET AL 544-555



6 GILJUN HAN AND CHANGIL KIM

for all x, y ∈ X and all t > 0 and interchang x and y in (3.17), by (3.12) and (1.5),
we get

N(f(4x+ y)− 3f(2x+ y) + 3f(y) + f(2x− y)− 48f(x), t)

≥ N(8f(x+ y)− 8f(x− y)− 2f(2x+ y) + 2f(2x− y)− 12f(y), kt)

= N(−2Af (x, y)− 4Bf (y,−x), kt)

≥ min
{
N
(
Af (x, y),

kt

6

)
, N
(
Bf (y,−x),

kt

6

)}
≥ min

{
N
(
Af (x, y),

kt

6

)
, N
(
Af (y,−x),

k2t

6

)}
≥ min

{
N
(
Af (x, y),

kt

6

)
, N
(
Af (y, x),

k2t

6

)}
(3.18)

for all x, y ∈ X and all t > 0. Letting y = −y in (3.18), we get

N(f(4x− y)− 3f(2x− y)− 3f(y) + f(2x+ y)− 48f(x), t)

≥ min
{
N
(
Af (x,−y),

kt

6

)
, N
(
Af (−y,−x),

k2t

6

)}
≥ min

{
N
(
Af (x, y),

kt

6

)
, N
(
Af (y, x),

k2t

6

)}(3.19)

for all x, y ∈ X. By (3.16), (3.18), (3.19), and (N5), we have

N(Af (x, y), t) ≥ N(Af (2x, y), 2kt) ≥ min
{
N
(
Af (x, y),

k2t

6

)
, N
(
Af (y, x),

k3t

6

)}
for all x, y ∈ X and all t > 0. By Lemma 3.1 and induction, we get

Af (x, y) = f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x) = 0

for all x, y ∈ X. Thus f is a cubic mapping. �

By Theorem 3.3, we have the following corollaries :

Corollary 3.4. Let f : X −→ Y be a mapping. Suppose that a, b are real numbers
with |a| > 4|b| > 0. Then f is cubic if and only if f satisfies the following inequlaity

(3.20) N(aBf (x, y), t) ≥ N(bAf (x, y), t)

for all x, y ∈ X and all t > 0.

Corollary 3.5. Let f : X −→ Y be a mapping. Suppose that a is a real number
with |a| > 8. Then f is cubic if and only if f satisfies the following inequlaity

(3.21) N(aBf (x, y) +Af (x, y), t) ≥ N(Af (x, y), t)

for all x, y ∈ X and all t > 0.

Proof. By (3.21) and (N5), we have

N(Bf (x, y), t) = N(aBf (x, y), |a|t)

≥ min
{
N
(
aBf (x, y) +Af (x, y),

|a|
2
t
)
, N
(
Af (x, y),

|a|
2
t
)}

= N
(
Af (x, y),

|a|
2
t
)

for all x, y ∈ X and all t > 0. Hence by Theorem 3.3, we have the result. �
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Using the fuzzy norm NX : X×R −→ [0, 1] in Exmaple 2.2, we have the following
corollary :

Corollary 3.6. Let (X, || · ||) be a normed space and f : X −→ Y a mapping.
Suppose that a is a real number with |a| > 8. Then f is cubic if and only if f
satisfies the following inequlaity

(3.22) ‖aBf (x, y) +Af (x, y)‖ ≤ ‖Af (x, y)‖

for all x, y ∈ X.

4. The generalized Hyers-Ulam stability for (1.5)

Now, we will prove the generalized Hyers-Ulam stability for (1.5) in fuzzy normed
spaces.

Theorem 4.1. Assume that φ : X3 −→ [0,∞) is a function such that

(4.1) N ′(φ(2x, 2y), t) ≥ N ′(8Lφ(x, y), t)

for all x, y ∈ X, t > 0 and some real number L with 0 < L < 1. Let f : X −→ Y
be a mapping such that f(0) = 0 and

(4.2) N(Bf (x, y), t) ≥ min{N(Af (x, y), kt), N ′(φ(x, y), t)}

for all x, y ∈ X and t > 0. Then there exists a unique cubic mapping C : X −→ Y
such that

(4.3) N(f(x)− C(x),
1

8(1− L)
t) ≥ Ψ(x, t)

for all x ∈ X, t > 0, and some real number k with k > 4,

where Ψ(x, t) = min
{
N ′
(
φ(x.x), 3kt4

)
, N ′

(
φ(x.− x), 3t2

)
, N ′

(
φ(0, x), t2

)}
.

Proof. Letting x = 0 in (4.2), by (N2), we have

(4.4) N(f(2y)− 9f(y)− f(−y), t) ≥ min{N(H(y), kt), N ′(φ(0, y), t)}

for all y ∈ X and t > 0 and letting y = −x in (4.2), by (N2), we have

(4.5) N(f(2x) + 5f(−x)− 3f(x), t) ≥ min{N(G(x), kt), N ′(φ(x.− x), t)}

for all x ∈ X and t > 0. Letting y = x in (4.2), we have

(4.6) N(f(3x)− 3f(2x)− 3f(x), t) ≥ min{N(G(x), kt), N ′(φ(x.x), t)}

for all x ∈ X and all t > 0. By (4.4) and (4.5), we get

N(H(x), t)

≥ min{N(H(x), 3kt), N(G(x), 3kt), N ′(φ(0, x), 3t), N ′(φ(x.− x), 3t)}
(4.7)

for all x ∈ X and all t > 0. Similar to the proof of Theorem 3.3, by (4.7), we have

(4.8) N(H(x), t) ≥ min{N(G(x), 3kt), N ′(φ(0, x), 3t), N ′(φ(x.− x), 3t)}
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for all x ∈ X and all t > 0. By (4.4), (4.8), and (N5), we get

N(f(2x)− 8f(x), t) ≥ min
{
N
(
H(x),

t

2

)
, N
(
f(2x)− 9f(x)− f(−x),

t

2

)}
≥ min

{
N
(
H(x),

t

2

)
, N
(
H(x),

kt

2

)
, N ′

(
φ(0, x),

t

2

)}
≥ min

{
N
(
G(x),

3kt

2

)
, N ′

(
φ(x.− x),

3t

2

)
, N ′

(
φ(0, x),

t

2

)}

(4.9)

for all x ∈ X and all t > 0 and by (4.6), (4.9), and (N5), we get

N(G(x), t) ≥ min
{
N
(
f(3x)− 3f(2x) + 5f(−x),

t

2

)
, N
(
f(2x)− 8f(x),

t

2

)}
≥ min

{
N
(
G(x),

kt

2

)
, N ′

(
φ(x.x),

t

2

)
, N ′

(
φ(x.− x),

3t

4

)
, N ′

(
φ(0, x),

t

4

)}
(4.10)

for all x ∈ X and all t > 0. Since k > 4, by (4.10) and (N5), we obtain

N(G(x), t) ≥ min
{
N ′
(
φ(x.x),

t

2

)
, N ′

(
φ(x.− x),

3t

4

)
, N ′

(
φ(0, x),

t

4

)}
(4.11)

for all x ∈ X and all t > 0. By (4.9), (4.11), and (N5), we get

N(f(2x)− 8f(x), t)

≥ min
{
N ′
(
φ(x.x),

3kt

4

)
, N ′

(
φ(x.− x),

9kt

8

)
, N ′

(
φ(0, x),

3kt

8

)
,

N ′
(
φ(x.− x),

3t

2

)
, N ′

(
φ(0, x),

t

2

)}
≥ min

{
N ′
(
φ(x.x),

3kt

4

)
, N ′

(
φ(x.− x),

3t

2

)
, N ′

(
φ(0, x),

t

2

)}
(4.12)

for all x ∈ X and all t > 0.
Consider the set S = {g | g : X −→ Y } and the generalized metric d on S

defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct) ≥ Ψ(x, t),∀x ∈ X,∀t > 0}.
Then (S, d) is a complete metric space(See [20]). Define a mapping J : S −→ S by
Jg(x) = 1

8g(2x) for all x ∈ X and all g ∈ S.
Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (4.1), we have

N(Jg(x)− Jh(x), ct) = N(g(2x)− h(2x), 8ct) ≥ Ψ(2x, 8t) ≥ Ψ(x,
t

L
)

for all x ∈ X and t > 0. Hence N(Jg(x)− Jh(x), cLt) ≥ Ψ(x, t) for all x ∈ X and
t > 0 and thus d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S. Moreover, by (4.12), we have
d(Jf, f) ≤ 1

8 <∞. By Theorem 2.3, there exists a mapping C : X −→ Y which is
a fixed point of J such that d(Jnf,A)→ 0 as n→∞. That is,

(4.13) C(x) = N − lim
n→∞

f(2nx)

23n

for all x ∈ X. Replacing x, and y by 2nx and 2ny in (4.2), respectively, by (4.1),
we have

N(Bf (2nx, 2n), 23nt)

≥ min
{
N(Af (2nx, 2ny), 23nt), N ′

(
φ(x, y),

1

Ln
t
)}(4.14)
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for all x, y ∈ X and all n ∈ N. Letting n→∞ in (4.14), C is a solution of (1.5) and
so by Theorem 3.3, C is a cubic mapping. Since d(f, Jf) ≤ 1

8 , by Theorem 2.3, we
have (4.17).

Now, we show the uniqueness of C. Let C0 be another cubic mapping with
(4.17). Then for any positive integer n,

C(x) =
C(2nx)

23n
, C0(x) =

C0(2nx)

23n

for all x ∈ X. Hence by (4.17), (N3) and (N4), we have

N(C(x)− C0(x), t) = N(C(2nx)− C0(2nx), 23nt) ≥ Ψ(2nx, 23n8(1− L)t)

≥ Ψ
(
x,

8(1− L)t

Ln

)
for all x ∈ X, t > 0, and all n ∈ N. Hence, letting n→∞ in the above inequality,
we have C(x) = C0(x) for all x ∈ X. �

By Corollary 3.5 and Theorem 4.1, we can show that the following corollaries:

Corollary 4.2. Let ε and p be real numbers with ε ≥ 0 and 0 < p < 3
2 . Let

f : X −→ Y be a mapping such that

(4.15) N(Bf (x, y), t) ≥ min
{
N(Af (x, y), kt),

t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)

}
for all x, y ∈ X, all t > 0 and some real number k with k > 4. Then there exists a
unique cubic mapping C : X −→ Y such that

N(f(x)− C(x), t) ≥ (8− 22p)t

(8− 22p)t+ 2ε‖x‖2p

for all x ∈ X and all t > 0.

Corollary 4.3. Assume that φ : X3 −→ [0,∞) is a function with (4.1) Let f :
X −→ Y be a mapping such that f(0) = 0 and

(4.16) N(aBf (x, y) +Af (x, y), t) ≥ min{N(Af (x, y), t), N ′(φ(x, y), t)}

for all x, y ∈ X, all t > 0 and some real numbers a with |a| > 8. Then there exists
a unique cubic mapping C : X −→ Y such that

(4.17) N(f(x)− C(x),
1

8(1− L)
t) ≥ Ψ(x, t)

for all x ∈ X, t > 0, and some fixed real number k with k > 4,

where Ψ(x, t) = min
{
N ′
(
φ(x.x), 3|a|t8

)
, N ′

(
φ(x.− x), 3t2

)
, N ′

(
φ(0, x), t2

)}
.

Proof. By (N5) and (4.16), we have

N(Bf (x, y), t) ≥ min
{
N
(
aBf (x, y) +Af (x, y),

|a|
2
t
)
, N
(
Af (x, y),

|a|
2
t
)}

≥ min
{
N
(
Af (x, y),

|a|
2
t
)
, N ′

(
φ(x, y),

|a|
2
t
)}

≥ min
{
N
(
Af (x, y),

|a|
2
t
)
, N ′

(
φ(x, y), t

)}
for all x, y ∈ X, all t > 0. Hence we have the results. �
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Corollary 4.4. Let ε and p be real numbers with ε ≥ 0 and 0 < p < 3
2 . Let

f : X −→ Y be a mapping such that

N(aBf (x, y) +Af (x, y), t)

≥ min
{
N(Af (x, y), t),

t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)

}(4.18)

for all x, y ∈ X, all t > 0 and some real number a with |a| > 8. Then there exists
a unique cubic mapping C : X −→ Y such that

N(f(x)− C(x), t) ≥ (8− 22p)t

(8− 22p)t+ 2ε‖x‖2p

for all x ∈ X and all t > 0.

Related with Theorem 4.1, we can also have the following theorem. And the
proof is similar to that of Theorem 4.1.

Theorem 4.5. Assume that φ : X3 −→ [0,∞) is a function such that

(4.19) N ′
(
φ
(x

2
,
y

2

)
, t
)
≥ N ′

(L
8
φ(x, y), t

)
for all x, y ∈ X, t > 0 and some L with 0 ≤ L < 1. Let f : X −→ Y be a mapping
with f(0) = 0 and (4.2). Then there exists a unique cubic mapping C : X −→ Y
such that

(4.20) N
(
f(x)− C(x),

L

1− L
t
)
≥ Ψ0(x, t)

for all x ∈ X, t > 0, and some fixed real number k with k > 4,

where Ψ0(x, t) = min
{
N ′
(
φ(x.x), 6kt

)
, N ′

(
φ(x.− x), 12t

)
, N ′

(
φ(0, x), 4t

)}
.

Proof. By (4.12) in Theorem 4.1, we get

N
(
f(x)− 8f

(x
2

)
, t
)

≥ min
{
N ′
(
φ(x.x),

6kt

L

)
, N ′

(
φ(x.− x),

12t

L

)
, N ′

(
φ(0, x),

4t

L

)}(4.21)

for all x ∈ X and all t > 0.
Consider the set S = {g | g : X −→ Y } and the generalized metric d on S

defined by

d(g, h) = inf{c ∈ [0,∞) | N(g(x)− h(x), ct) ≥ Ψ0(x, t),∀x ∈ X,∀t > 0}.

Then (S, d) is a complete metric space(See [20]). Define a mapping J : S −→ S by

Jg(x) = 8g
(

1
2x
)

for all x ∈ X and all g ∈ S.

Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (4.19), we have

N(Jg(x)− Jh(x), ct) = N
(

8g
(1

2
x
)
− 8h

(1

2
x
)
, ct
)
≥ Ψ0

(1

2
x,
t

8

)
≥ Ψ0

(
x,
t

L

)
for all x ∈ X and t > 0. Hence N(Jg(x)− Jh(x), cLt) ≥ Ψ0(x, t) for all x ∈ X and
t > 0 and thus d(Jg, Jh) ≤ Ld(g, h) for any g, h ∈ S. Moreover, by (4.21) we have
d(f, Jf) ≤ L <∞. The rest of the proof is similar to Theorem 4.1. �

By Corollary 3.6 and Theorem 4.5, we can show that the following corollaries:
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Corollary 4.6. Let ε and p be real numbers with ε ≥ 0 and p > 3
2 . Let f : X −→ Y

be a mapping such that

(4.22) N(Bf (x, y), t) ≥ min
{
N(Af (x, y), kt),

t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)

}
for all x, y ∈ X, all t > 0 and some real number k with k > 4. Then there exists a
unique cubic mapping C : X −→ Y such that

N(f(x)− C(x), t) ≥ (22p − 8)t

(22p − 8)t+ 2ε‖x‖2p

for all x ∈ X and all t > 0.

Corollary 4.7. Assume that φ : X3 −→ [0,∞) is a function with (4.1) Let f :
X −→ Y be a mapping such that f(0) = 0 and

(4.23) N(aBf (x, y) +Af (x, y), t) ≥ min{N(Af (x, y), t), N ′(φ(x, y), t)}
for all x, y ∈ X, all t > 0 and some real numbers a, b with |a| > 8. Then there
exists a unique cubic mapping C : X −→ Y such that

(4.24) N(f(x)− C(x),
L

1− L
t) ≥ Ψ0(x, t)

for all x ∈ X, t > 0, and some fixed real number k with k > 4,

where Ψ0(x, t) = min
{
N ′
(
φ(x.x), 3|a|t

)
, N ′

(
φ(x.− x), 12t

)
, N ′

(
φ(0, x), 4t

)}
.

Corollary 4.8. Let ε and p be real numbers with ε ≥ 0 and p > 3
2 . Let f : X −→ Y

be a mapping such that

N(aBf (x, y) +Af (x, y), t)

≥ min
{
N(Af (x, y), t),

t

t+ ε(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)

}(4.25)

for all x, y ∈ X, all t > 0 and some real number a with |a| > 8. Then there exists
a unique cubic mapping C : X −→ Y such that

N(f(x)− C(x), t) ≥ (22p − 8)t

(22p − 8)t+ 2ε‖x‖2p

for all x ∈ X and all t > 0.
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Matematički, 36(2001), 63-72.
[24] Th. M. Rassias, On the stability of the linear mapping in Banach sapces, Proc. Amer. Math.

Sco. 72(1978), 297-300.

[25] S. M. Ulam, Problems in modern mathematics, Science Editions John Wiley and Sons, Inc.,
New York, 1964.

Department of Mathematics Education, Dankook University, 152, Jukjeon-ro, Suji-

gu, Yongin-si, Gyeonggi-do, 448-701, Korea
E-mail address: gilhan@dankook.ac.kr

Department of Mathematics Education, Dankook University, 126, Jukjeon, Yongin,

Gyeonggi, South Korea 448-701, KOREA
E-mail address: kci206@hanmail.net

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.3, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

555 GILJUN HAN ET AL 544-555



 

556



TABLE OF CONTENTS, JOURNAL OF COMPUTATIONAL 
ANALYSIS AND APPLICATIONS, VOL. 27, NO. 3, 2019 

 

Modified Halpern's iteration without assumptions on fixed point set in metric space, Kanyarat 
Cheawchan and Atid Kangtunyakarn,………………………………………………………393 

Convergence of double acting iterative scheme for a family of generalized 𝜑𝜑-weak contraction 
mappings in CAT(0) spaces, Kyung Soo Kim,…………………………………………….404 

On solution of a system of differential equations via fixed point theorem, Muhammad Nazam, 
Muhammad Arshad, Choonkil Park, Ozlem Acar, Sungsik Yun, and George A. Anastassiou,417 

Some equalities and inequalities for K-g-frames, Zhong-Qi Xiang and Yin-Suo Jia,………427 

AQ-functional equation in matrix non-Archimedean fuzzy normed spaces, Jung-Rye Lee, 
George A. Anastassiou, Choonkil Park, Murali Ramdoss, and Vithya Veeramani,…………438 

Existence of continuous selection for some special kind of multivalued mappings, G. Poonguzali, 
Muthiah Marudai, George A. Anastassiou, and Choonkil Park,…………………………….447 

Refined stability of set-valued functional equations, Hong-Mei Liang, Hark-Mahn Kim, and 
Hwan-Yong Shin,……………………………………………………………………………453 

Approximate Cauchy-Jensen and bi-quadratic mappings in 2-Banach spaces, Won-Gil Park and 
Jae-Hyeong Bae,…………………………………………………………………………….463 

Birkhoff Normal Forms, KAM theory and continua of periodic points for certain planar system, 
M. R. S. Kulenović, E. Pilav, and N. Mujić,…………………………………………………470 

Durrmeyer type (p, q)-Baskakov operators for functions of one and two variables, Qing-Bo Cai 
and Guorong Zhou,…………………………………………………………………………..481 

A subclass of analytic functions defined by a fractional integral operator, Alb Lupaș Alina,502 

Properties on a subclass of analytic functions defined by a fractional integral operator, Alb Lupaș 
Alina,…………………………………………………………………………………………506 

Normal criteria of meromorphic functions concerning holomorphic functions, Da-Wei Meng, 
San-Yang Liu, and Hong-Yan Xu,……………………………………………………………511 

 

 



TABLE OF CONTENTS, JOURNAL OF COMPUTATIONAL 
ANALYSIS AND APPLICATIONS, VOL. 27, NO. 3, 2019 

(continued) 

 

Mixed Weakly Monotone Mappings and its Application to System of Integral Equations via 
Fixed Point Theorems, Deepak Singh, Om Prakash Chauhan, Afrah A N Abdou, and Garima 
Singh,………………………………………………………………………………………527 

Functional inequalities in fuzzy normed spaces and its stability, Giljun Han, Chang Il Kim,544 




