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Abstract: The purpose of this paper is to obtain common fixed point theorem in-
volving two pair of weakly compatible mappings in complete fuzzy metric spaces. Some
related results and illustrative examples are also discussed.

Keywords: common fixed point; weakly compatible mapping; complete fuzzy metric space; coinci-

dence point; point of coincidence

2010 MSC: 47H10, 54E50, 54E40, 46S50.

1. Introduction and preliminaries

Let (X, d) be a metric space. A mapping T : X → X is said to be contraction if
there exists α ∈ (0, 1) such that for all x, y ∈ X,

d(Tx, Ty) ≤ αd(x, y). (1)

If the metric space (X, d) is complete, then the mapping satisfying (1) has a unique
fixed point.
Rhoades [11] assumed a weakly contractive mapping f : X → X which satisfies the
condition

d(fx, fy) ≤ d(x, y)− ϕ(d(x, y)), (2)

where x, y ∈ X and ϕ : [0,∞) → [0,∞) is a continuous and nondecreasing function
such that ϕ(t) = 0 if and only if t = 0. Rhoades [11] obtained the following extension.

Theorem 1.1. ([11]) Let T : X → X be a weakly contractive mapping, where (X, d) is
a complete metric space. Then T has a unique fixed point.

Dutta and Choudhury [7] introduced a new generalization of contraction principle
in the following theorem.

Theorem 1.2. ([7]) Let (X, d) be a complete metric space and let T : X → X be a
self-mapping satisfying the inequality

ψ(d(fx, fy)) ≤ ψ(d(x, y))− ϕ(d(x, y)) (3)

for all x, y ∈ X, where φ, ϕ : [0,∞) → [0,∞) are both continuous and monotone
nondecreasing functions with ψ(t) = ϕ(t) = 0 if and only if t = 0. Then T has a unique
fixed point.

0Corresponding authors: dyshin@uos.ac.kr (Dong Yun Shin), baak@hanyang.ac.kr (Choonkil Park)
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Common fixed point theorems of weakly compatible mappings

Several researchers have studied the existence of fixed points and common fixed points
of mappings (see [1, 2, 3, 4, 5, 6, 8, 9, 10, 12]).

In this article, we give a fixed point theorem for contraction maps in complete fuzzy
metric space, which improves and generalizes the above-mentioned result of Dutta and
Choudhury.

We recall some definitions before giving the main result of this article.

Definition 1.3. A binary operation ∗ : [0, 1]2 → [0, 1] is called a continuous t-norm if
([0, 1], ∗) is an Abelian topological monoid, i.e.,

(1) ∗ is associative and commutative;
(2) ∗ is continuous;
(3) a ∗ 1 = a for all a ∈ [0, 1];
(4) a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d for all a, b, c, d ∈ [0, 1].

Definition 1.4. A 3-tuple (X,M, ∗) is called a fuzzy metric space if X is an arbitrary
set, ∗ is a continuous t-norm and M is a fuzzy set on X2×(0,∞) satisfying the following
conditions:

(1) M(x, y, t) > 0,
(2) M(x, y, t) = 1 if and only if x = y,
(3) M(x, y, t) = M(y, x, t),
(4) M(x, y, t) ∗M(y, z, s) ≤M(x, z, t+ s),
(5) M(x, y, .) : (0,∞)→ [0, 1] is continuous,
for all x, y, z ∈ X and t, s > 0.

Definition 1.5. Let f and g be self-maps on a set X. If w = fx = gx for some x ∈ X,
then x is called coincidence point of f and g, and w is called a point of coincidence of
f and g.

Definition 1.6. Let f and g be two self-maps on a set X. Then f and g are said to
be weakly compatible if they commute at every coincidence point.

2. Main results

Theorem 2.1. Let (X,M, t) be a complete fuzzy metric space, and let E be a nonempty
closed subset of X. Let S, T : E → E and I, J : E → X be mappings satisfying
T (E) ⊂ I(E) and S(E) ⊂ J(E) and for every x, y ∈ X,

ψ(M(Sx, Ty, t)) ≤ ψ(MI,J(x, y))− ϕ(MI,J(x, y)), (4)

where ψ : [0,∞)→ [0,∞) is a continuous and nondecreasing function such that ψ(t) = 0
if and only if t = 0. ϕ : [0,∞)→ [0,∞) is a lower semi-continuous function such that
ϕ(t) = 0 if and only if t = 0, and

MI,J(x, y) = max
{
M(Ix, Jy, t),M(Ix, Sx, t),M(Jy, Ty, t), (5)

1

2

(
M(Ix, Ty, t) +M(Jy, Sx, t)

)}
.
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If one of S(E), T (E), I(E), JE is a closed subset of X, then {S, I} and {T, J} have a
unique point of coincidence in X. Moreover, if {S, I} and {T, J} are weakly compatible,
then S, T, I and J have a unique common fixed point in X.

Proof. Let x0 be an arbitrary point in X. Since T (E) ⊂ I(E) and S(E) ⊂ J(E), we
can define the sequences {xn} and {yn} in X by

y2n−1 = Sx2n−2 = Jx2n−1, y2n = Tx2n−1 = Ix2n, n = 1, 2, · · · .

Suppose that yn0 = yn0+1 for some n0. Then the sequence {yn} is constant for n ≥ n0.
Indeed, let n0 = 2k. Then y2k = y2k+1 and it follows from (4) that

ψ(M(y2k+1, y2k+2, t)) = ψ(M(Sx2k, Tx2k+1, t))

≤ ψ(MI,J(x2k, x2k+1))− ϕ(MI,J(x2k, x2k+1)),
(6)

where

MI,J(x2k, x2k+1)

= max
{
M(y2k, y2k+1, t),M(y2k, Sx2k, t),M(y2k+1, Tx2k+1, t),

1

2

(
M(y2k, Tx2k+1, t) +M(y2k+1, Sx2k, t)

)}
= max

{
0, 0,M(y2k+1, y2k+2, t),

1

2

(
M(y2k, y2k+2, t) + 0

)}
= max

{
M(y2k+1, y2k+2, t),

1

2
M(y2k, y2k+2, t)

}
= M(y2k+1, y2k+2, t).

By (6), we get

ψ(M(y2k+1, y2k+2, t)) ≤ ψ(M(y2k+1, y2k+2, t))− ϕ(M(y2k+1, y2k+2, t)),

and so ϕ(M(y2k+1, y2k+2, t)) ≤ 0 and y2k+1 = y2k+2.
Similarly, if n0 = 2k+ 1, then one easily obtains that y2k+2 = y2k+3 and the sequence
{yn} is constant (starting from some n0). Therefore, {S, I} and {T, J} have a point of
coincidence in X.

Now, suppose that M(yn, yn+1, t) > 0 for each n. We shall show that for each
n = 0, 1, · · · ,

M(yn+1, yn+2, t) ≤MI,J(xn, xn+1) = M(yn, yn+1, t). (7)

Using (4), we obtain that

ψ(M(y2n+1, y2n+2, t)) = ψ(M(Sx2n, Tx2n+1, t))

≤ ψ(MI,J(x2n, x2n+1))− ϕ(MI,J(x2n, x2n+1))

< ψ(MI,J(x2n, x2n+1)).

(8)

On the other hand, the control function ψ is nondecreasing. Then

M(y2n+1, y2n+2, t) ≤MI,J(x2n, x2n+1). (9)
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Moreover, we have

MI,J(x2n, x2n+1)

= max
{
M(y2n, y2n+1, t),M(y2n, Sx2n, t),M(y2n+1, Tx2n+1, t),

1

2

(
M(y2n, Tx2n+1, t) +M(y2n+1, Sx2n, t)

)}
= max

{
M(y2n, y2n+1, t),M(y2n, y2n+1, t),

M(y2n+1, y2n+2, t),
1

2
M(y2n, y2n+2, t)

}
≤ max

{
M(y2n, y2n+1, t),M(y2n+1, y2n+2, t),

1

2

(
M(y2n, y2n+1, t) +M(y2n+1, y2n+2)

)}
≤ max

{
M(y2n, y2n+1, t),M(y2n+1, y2n+2, t)

}
.

If M(y2n+1, y2n+2, t) ≥ M(y2n, y2n+1, t), then by using the last inequality and (9), we
have MI,J(x2n, x2n+1) = M(y2n+1, y2n+2, t) and (8) implies that

ψ(M(y2n+1, y2n+2, t)) = ψ(M(Sx2n, Tx2n+1, t))

≤ ψ(M(y2n+1, y2n+2, t))− ϕ(M(y2n+1, y2n+2, t)),

which is only possible when M(y2n+1, y2n+2, t) = 0. It is a contradiction. Hence
M(y2n+1, y2n+2, t) ≤ M(y2n, y2n+1, t) and MI,J(x2n, x2n+1) ≤ M(y2n, y2n+1, t). By defi-
nition, MI,J(x2n, x2n+1) ≥M(y2n, y2n+1, t), and so (7) is proved for {M(y2n+1, y2n+2, t)}.

In a similar way, one can obtain that

M(y2n+3, y2n+2, t) ≤MI,J(x2n+2, x2n+1) = M(y2n+2, y2n+1, t).

So (7) holds for each n ∈ N.
It follows that the sequence {M(yn, yn+1, t)} is nondecreasing and the limit

lim
n→∞

M(yn, yn+1, t) = lim
n→∞

MI,J(xn, xn+1)

exists. We denote this limit by d∗. We have d∗ ≥ 0.
Suppose that d∗ > 0. Then

ψ(M(yn+1, yn+2, t)) ≤ ψ(MI,J(xn, xn+1))− ϕ(MI,J(xn, xn+1)).

Passing to the (upper) limit when n→∞, we get

ψ(d∗) ≤ ψ(d∗)− lim inf
n→∞

ϕ(MI,J(xn, xn+1)) ≤ ψ(d∗)− ϕ(d∗),

i.e., ϕ(d∗) ≤ 0. Using the properties of control functions, we get that d∗ = 0, which is
a contradiction. Hence we have limn→∞M(yn, yn+1, t) = 0.
Now we show that {yn} is a Cauchy sequence in X.
It is enough to prove that {y2n} is a Cauchy sequence. Suppose the contrary. Then,
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for some ε > 0, there exist subsequences {y2n(k)} and {y2m(k)} of {y2n} such that n(k)
is the smallest index satisfying

n(k) > m(k) and M(yn(k), ym(k), t) ≥ ε.

In particular, M(yn(k)−2, ym(k), t) < ε. Using the triangle inequality and the known
relation |d(x, z)− d(x, y)| ≤ d(x, z), we obtain that

lim
k→∞

M(y2n(k), y2m(k), t) = lim
k→∞

M(y2n(k), y2m(k)−1, t) = lim
k→∞

M(y2n(k)+1, y2m(k), t)

= lim
k→∞

M(y2n(k)+1, y2m(k)−1, t) = ε.

By the definition of M(x, y, t) and by using the previous limits, we get that

lim
k→∞

MI,J(x2n(k), x2m(k)−1) = ε.

Indeed,

MI,J(x2n(k), x2m(k)−1)

= max
{
M(y2n(k), y2m(k)−1, t),M(y2n(k), y2n(k)+1, t),M(y2m(k)−1, y2m(k), t),

1

2

(
M(y2n(k), y2m(k), t) +M(y2n(k)+1, y2m(k)−1, t)

)}
→ max

{
ε, 0, 0,

1

2
(ε+ ε)

}
= ε.

Applying (4), we obtain

ψ(M(y2n(k)+1, y2m(k), t)) = ψ(M(Sx2n(k), Tx2m(k)−1, t))

≤ ψ(MI,J(x2n(k), x2m(k)−1))− ϕ(MI,J(x2n(k), x2m(k)−1)).

Passing to the limit k →∞, we obtain that ψ(ε) ≤ ψ(ε)−ϕ(ε), which is a contradiction.
Therefore, {yn} is a Cauchy sequence in the complete metric (X, d). So there exists
u ∈ X such that limn→∞ yn = u.

On the other hand, E is closed and {yn} ⊂ E. Then u ∈ E. Suppose that I(E) is
closed. Then there exists v ∈ E such that

u = Iv. (10)

We claim that Sv = u. Using (4) and (10), we have

ψ(M(Sv, y2n, t)) = ψ(M(Sv, Tx2n−1, t)) ≤ ψ(MI,J(v, x2n−1))−ϕ(MI,J(v, x2n−1)), (11)

where

MI,J(v, x2n−1) = max
{
M(y2n−1, u, t),M(u, Sv, t),M(y2n−1, Tx2n−1, t),

1

2

(
M(y2n−1, Sv, t) +M(u, Tx2n−1, t)

)}
→ max

{
0,M(u, Sv, t), 0,

1

2
M(u, Sv, t)

}
= M(u, Sv, t).
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Passing to the limit when n→∞ in (11), we get

ψ(M(u, Sv, t)) ≤ ψ(M(u, Sv, t))− ϕ(M(u, Sv, t)).

It follows that
u = Sv. (12)

Since u = Sv ∈ SE ⊂ JE, there exists w ∈ E such that

u = Jw. (13)

We claim that Tw = u. By (4), we get

ψ(M(u, Tw, t)) = ψ(M(Sv, Tw, t)) ≤ ψ(MI,J(v, w))− ϕ(MI,J(v, w)),

where

MI,J(v, w) = max
{
M(u, u, t),M(Iv, Sv, t),M(Jw, Tw, t),

1

2

(
M(Jw, Sv, t) +M(Iv, Tw, t)

)}
= max

{
0, 0,M(u, Tw, t),

1

2
M(u, Tw, t)

}
= M(u, Tw, t).

Hence (2) implies that

ψ(M(u, Tw, t)) ≤ ψ(M(u, Tw, t))− ϕ(M(u, Tw, t)).

It follows that
u = Tw. (14)

Combining (10) and (12) yields
u = Iv = Sv, (15)

that is, u is a point of coincidence of I and S. Combining (13) and (14) yields

u = Jw = Tw, (16)

that is, u is a point of coincidence of J and T .
To prove the uniqueness property of u, suppose that u

′
is another point of coincidence

of I and S, that is,

u
′
= Iv

′
= Sv

′

for some v
′ ∈ E. By (4), we have

ψ(M(u
′
, u, t)) = ψ(M(Sv

′
, Tw, t)) ≤ ψ(MI,J(v

′
, w))− ϕ(MI,J(v

′
, w)),

where

MI,J(v
′
, w) = max

{
M(u

′
, u, t), 0, 0,

1

2

(
M(u

′
, u, t) +M(u

′
, u, t)

)}
= M(u

′
, u, t).

It follows from (2) that u
′
= u.

Now, suppose that u is another point of coincidence of J and T , that is,

u = jw
′
= Tw

′
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for some w
′ ∈ E. Using (4), we obtain

ψ(M(u, u, t)) = ψ(M(Sv, Tw, t
′
)) ≤ ψ(MI,J(v, w

′
))− ϕ(MI,J(v, w

′
)),

where

MI,J(v, w
′
) = max

{
M(u, u, t), 0, 0,

1

2

(
M(u, u, t) +M(u, u, t)

)}
= M(u, u, t).

It follows from (2) that u = u.
Therefore, u is the unique point of coincidence of {S, I} and {T, J}.

Now, if {S, I} and {T, J} are weakly compatible, then by (15) and (16), we have
Su = S(Iv) = I(Sv) = Iu = w1 and Tu = T (Jw) = J(Tw) = Ju = w2. By (4), we
have

ψ(M(w1, w2, t)) = ψ(M(Su, Tu, t)) ≤ ψ(MI,J(u, u))− ϕ(MI,J(u, u)),

where

MI,J(u, u) = max
{
M(w1, w2, t), 0, 0,

1

2

(
M(w1, w2, t) +M(w1, w2, t)

)}
= M(w1, w2, t).

It follows that w1 = w2, that is,

Su = Iu = Tu = Ju. (17)

By (4) and (17), we have

ψ(M(Sv, Tu, t)) ≤ ψ(MI,J(v, u)− ϕ(MI,J(v, u)),

where

MI,J(v, u) = max
{
M(Iv, Ju, t),M(Iv, Sv, t),M(Ju, Tu, t),

1

2

(
M(Iv, Tu, t) +M(Sv, Tu, t)

)}
= max

{
M(Sv, Tu, t), 0, 0,

1

2

(
M(Sv, Tu, t) +M(Sv, Tu, t)

)}
= M(Sv, Tu, t).

Therefore, we deduce that Sv = Tu, that is, u = Tu. It follows from (17) that

u = Su = Iu = Tu = Ju.

Then u is the unique common fixed point of S, I, J and T .
The rest of the proof is similar to the above case and so the rest will be omitted. �

Example 2.2. Let X = [0, 1] be equipped with the natural metric d(x, y) = |x−y|. Now
for t ∈ [0,∞) define

M(x, y, t) =

{
0 if t = 0 and x, y ∈ X
t

t+|x−y| if t 6= 0 and x, y ∈ X.
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Clearly, (X,M, ∗) is a fuzzy metric on X, where ∗ is defined as a ∗ b = ab. This fuzzy
metric space is complete.

Let E = {0, 1
2
, 1} and we define T, S : E → E as

T0 = T1 = 0 and T 1
2

= 1, Sx = 0.
We also define I, J : E → X as
I0 = I1 = 0 and I 1

2
= 1, J0 = J1 = 0 and J 1

2
= 1.

The functions ψ : ϕ : [0,∞)→ [0,∞) are defined as
ψ(t) = t and ϕ(t) = t

4
.

Then
ψ(M(Sx, Ty, t)) ≤ ψ(MI,J(x, y))− ϕ(MI,J(x, y)).
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Abstract

This paper proposes a latent Chikungunya viral infection model with saturated incidence rate. To take

into account the time lag between the initial viral contacts uninfected monocytes and the production of new

active CHIKV particles the model is incorporated by intracellular discrete or distributed time delays. We

study the qualitative behavior of the model. Using the method of Lyapunov function, we established the

global stability of the steady states of the model. The effect of the time delay on the stability of the steady

states has also been shown by numerical simulations.

Keywords: Chikungunya virus infection; Latency; Time delay; Global stability; Lyapunov function.

1 Introduction

Mathematical analysis of viral infection models plays a substantial role in understanding the dynamics of human

viruses (such as HIV, HCV, HBV, HTLV and Chikungunya virus). The models have been developed to mainly

describe the relation among virus particles, uninfected target cells and infected cells [1]-[15]. The effect of

Cytotoxic T Lymphocytes (CTL) immune response or humoral immune response has also been modeled (see

e.g. [10]-[15]. Two main classes of mathematical models of viral infection have been proposed in the literature.

The first class of models are given by ordinary differential equations. The second class of models is given by

delay differential equations which incorporate the time lag between the initial viral contacts a target cell and

the production of new active viruses. Modeling the virus dynamics with two types of infected cells, latently

infected cells and actively infected cells has been studied by several researchers (see e.g. [2] and [14]). The

latent viral infection model has been formulated as [2]:

Ṡ(t) = µ− aS(t)− bV (t)S(t), (1)

L̇(t) = (1− ρ)bV (t)S(t)− (θ + λ)L(t), (2)

İ(t) = ρbV (t)S(t) + λL(t)− εI(t), (3)

V̇ (t) = mI(t)− rV (t), (4)

where, S, L, I and V are the concentrations of uninfected cells, latently infected cells, actively infected cells and

free virus particles. Parameters a and µ represent the death rate and birth rate constants of the uninfected cells,

respectively. The uninfected cells become infected at rate bSV , where b is a constant. The parameters θ, ε and

r denote the death rate constants of the latently infected cells, actively infected cells and free virus particles,

respectively. An actively infected cell produces an average number m of virus particles. The parameter λ is the

latent to active transmission rate constant. A fraction (1−ρ) of infected cells is assumed to be latently infected

cells and the remaining ρ becomes actively infected cells, where 0 < ρ < 1.
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Chikungunya virus (CHIKV) is an alphavirus and is transmitted to humans by Aedes aegypti and Aedes

albopictus mosquitos. In the CHIKV literature, most of the mathematical models have been presented to

describe the disease transmission in mosquito and human populations (see e.g. [17]-[22]). However, only few

works have devoted for mathematical modeling of the dynamics of the CHIKV within host. In 2017, Wang

and Liu [16] have presented a mathematical model for in host CHIKV infection model without considering the

latent infection.

The objective of this paper is to propose a CHIKV infection model which improves the model presented in

[16] by taking into account (i) two types of infected monocytes, latently infected monocytes and actively infected

monocytes, (ii) two types of discrete or distributed time delays (iii) saturated incidence rate which is suitable

to model the nonlinear dynamics of the CHIKV especially when its concentration is high. We investigate the

nonnegativity and boundedness of the solutions of the CHIKV dynamics model. We show that the CHIKV

dynamics is governed by one bifurcation parameter (the basic reproduction numbers R0). We use Lyapunov

direct method to establish the global stability of the model’s equilibria.

2 CHIKV model with discrete time delays

We consider a within-host CHIKV dynamics model with latently infected monocytes taking into account two

discrete time delays.

Ṡ(t) = µ− aS(t)− bV (t)S(t)

1 + πV (t)
, (5)

L̇(t) =
(1− ρ)e−δ1τ1bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)
− (θ + λ)L(t), (6)

İ(t) =
ρe−δ2τ2bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)
+ λL(t)− εI(t), (7)

V̇ (t) = mI(t)− rV (t)− qB(t)V (t), (8)

Ḃ(t) = η + cB(t)V (t)− δB(t), (9)

where, S, L, I, V , and B are the concentrations of uninfected monocytes, latently infected monocytes, actively

infected monocytes CHIKV particles and B cells, respectively. The CHIKV particles are attacked by the B

cells at rate qV B. The B cells are produced at constant rate η, proliferated at rate cBV and die at rate

δB. τ1 denotes the time between the CHIKV contacts the uninfected monocytes and latent infection, while τ2

denotes the time between monocytes infection and the production of active CHIKV particles. The probability

of latently and actively infected monocytes surviving to the age of τ1 and τ2 are represented by e−δ1τ1 and

e−δ2τ2 , respectively, where δ1 and δ2 are. We consider the following initial conditions:

S(ϑ) = ϕ1(ϑ), L(ϑ) = ϕ2(ϑ), I(ϑ) = ϕ3(ϑ), V (ϑ) = ϕ4(ϑ), B(ϑ) = ϕ5(ϑ),

ϕi(ϑ) ≥ 0, ϑ ∈ [−τ, 0] and ϕi ∈ C ([−τ, 0] ,R≥0) , i = 1, 2, ..., 5, (10)

where τ = max {τ1, τ2} and C is the Banach space of continuous functions mapping the interval [−τ, 0] into

R≥0 with norm ‖ϕj‖ = sup
−τ≤ϑ≤0

|ϕj(ϑ)| . Then the uniqueness of the solution for t > 0 is guaranteed [23].

2.1 Preliminaries

In this subsection we show the nonnegativity and boundedness of solutions as well as the existence of the steady

states of system (5)-(9).
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Lemma 1. The solutions of system (5)-(9) with the initial states (10) are nonnegative and ultimately

bounded.

Proof. From Eqs. (5) and (9) we have Ṡ
∣∣∣
S=0

= µ > 0 and Ḃ
∣∣∣
B=0

= η > 0. Thus, S(t) > 0 and B(t) > 0

for all t ≥ 0. Moreover, for t ∈ [0, τ ] we have

L(t) = ϕ2(0)e−(θ+λ)t +

∫ t

0

(
(1− ρ)e−δ1τ1bS(ω − τ1)V (ω − τ1)

1 + πV (ω − τ1)

)
e−(θ+λ)(t−ω)dω ≥ 0,

I(t) = ϕ3(0)e−εt +

∫ t

0

(
ρe−δ2τ2bS(ω − τ2)V (ω − τ2)

1 + πV (ω − τ2)
+ λL(ω)

)
e−ε(t−ω)dω ≥ 0,

V (t) = ϕ4(0)e
−

t∫
0

(c+qB(u))u
+

∫ t

0

mI(ω)e
−

t∫
ω

(c+qB(u))du
dω ≥ 0.

By recursive argument, we get L(t) ≥ 0, I(t) ≥ 0 and V (t) ≥ 0 for all t ≥ 0.

Next, we establish the boundedness of the model’s solutions. The nonnegativity of the model’s solution

implies that dS(t)
dt ≤ µ− aS(t), which yields lim

t→∞
supS(t) ≤ µ

a . Let us define

X1(t) = (1− ρ)e−δ1τ1S(t− τ1) + L(t),

then

Ẋ1(t) = (1− ρ)e−δ1τ1
(
µ− aS(t− τ1)− bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)

)
+ (1− ρ)e−δ1τ1

bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)
− (θ + λ)L(t)

≤ µ(1− ρ)e−δ1τ1 − σ1
(
(1− ρ)e−δ1τ1S(t− τ1) + L(t)

)
≤ µ(1− ρ)− σ1X1(t),

where σ1 = min{a, θ + λ}. Then, lim
t→∞

supX1(t) ≤M1, and lim
t→∞

supL(t) ≤M1, where M1 = µ(1−ρ)
σ1

. Let

X2(t) = ρe−δ2τ2S(t− τ2) + I(t) +
ε

2m
V (t) +

εq

2mc
B(t),

then we get

Ẋ2(t) = ρe−δ2τ2
(
µ− aS(t− τ2)− bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)

)
+ ρe−δ2τ2

bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)
+ λL(t)− εI(t)

+
ε

2m
(mI(t)− rV (t)− qV (t)B(t)) +

εq

2mc
(η + cB(t)V (t)− δB(t))

= ρµe−δ2τ2 − ρe−δ2τ2aS(t− τ2) + λL(t)− ε

2
I(t) +

εqη

2mc
− εr

2m
V (t)− εqδ

2mc
B(t)

≤ ρµ+ λM1 +
εqη

2mc
− σ2

(
ρe−δ2τ2S(t− τ2) + I(t) +

ε

2m
V (t) +

εq

2mc
B(t)

)
= ρµ+ λM1 +

εqη

2mc
− σ2X2(t),

where σ2 = min{a, ε2 , r, δ}. It follows that lim
t→∞

sup I(t) ≤ M2, lim
t→∞

supV (t) ≤ M3 and lim
t→∞

supB(t) ≤

M4, where M2 = ρµ+λM1

σ2
+ εqη

2mcσ2
, M3 = 2m

ε and M4 = 2mc
εq . This shows the ultimate boundedness of

S(t), L(t), I(t), V (t) and B(t). �

Lemma 2. For system (5)-(9) there exists a threshold parameter R0 > 0, such that

(i) if R0 ≤ 1, then there exists only one positive steady state, virus-free steady state Q0.

(i) if R0 > 1, then in addition to Q0, there exists an endemic steady state Q1

Proof.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

21 ELAIW ET AL 19-36



To calculate the steady states we let the R.H.S of system (5)-(9) be equal zero

0 = µ− aS − bV S

1 + πV
, (11)

0 = (1− ρ)
e−δ1τ1bV S

1 + πV
− (θ + λ)L, (12)

0 =
ρe−δ2τ2bV S

1 + πV
+ λL− εI, (13)

0 = mI − rV − qV B, (14)

0 = η + cBV − δB. (15)

From Eqs. (11)-(15) we obtain

S =
µ (1 + πV )

bV + a (1 + πV )
, L =

(1− ρ)e−δ1τ1bV S

(1 + πV ) (θ + λ)
, I =

bβV S

ε (1 + πV ) (θ + λ)
, B =

η

δ − cV
. (16)

where β = λ(1− ρ)e−δ1τ1 + ρe−δ2τ2(θ + λ). Substituting Eq. (16) into Eq. (14) we have[
mµbβ

ε (θ + λ) (bV + a (1 + πV ))
− r − qη

δ − cV

]
V = 0. (17)

Equation (17) has two possibilities:

(i) V = 0 which gives the virus-free steady state Q0 = (S0, L0, I0, V0, B0) = (µa , 0, 0, 0,
η
δ ),

(ii) V 6= 0 which gives
mµbβ

ε (θ + λ) (bV + a (1 + πV ))
− r − qη

δ − cV
= 0. (18)

Equation (18) takes the form P1V
2 − P2V + P3 = 0, where

P1 = rεc(θ + λ)(b+ πa),

P2 = −rεca(θ + λ) +mµbc(β) + ε (rδ + qη) (θ + λ)(b+ πa),

P3 = mρbµδ(θ + λ)e−δ2τ2 +mµbλδ(1− ρ)e−δ1τ1 − εa (rδ + qη) (θ + λ).

The constants P1, P2 and P3 can be rewritten as

P1 = rεc(θ + λ)(b+ πa),

P2 =
εca (rδ + qη) (θ + λ)

δ
(R0 − 1) + ε (rδ + qη) (θ + λ)(b+ πa) +

caqεη(θ + λ)

δ
,

P3 = εa (rδ + qη) (θ + λ)(R0 − 1),

where

R0 =
mµbδβ

εa(rδ + qη)(θ + λ)
.

Let

Θ1(V ) = P1V
2 − P2V + P3 = 0. (19)

If R0 > 1, then P2 > 0 and P3 > 0. We have Θ1(0) = P3 > 0, Θ1

(
δ
c

)
= − qεη(θ+λ)(ca+δ(b+πa))c < 0, and

Θ′1(0) = −P2 < 0. Then, Eq. (19) has two positive roots

V1 =
P2 −

√
P 2
2 − 4P1P3

2P1
<
δ

c
and V2 =

P2 +
√
P 2
2 − 4P1P3

2P1
>
δ

c
.
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If V = V2, then from Eq. (16) we get B2 = η
δ−cV2

< 0. Thus, when R0 > 1, a positive endemic steady state

Q1 = (S1, L1, I1, V1, B1) will appear, where

S1 =
µ (1 + πV1)

bV1 + a (1 + πV1)
, L1 =

bµV1(1− ρ)e−δ1τ1

(θ + λ)(bV1 + a (1 + πV1))
, I1 =

bµβV1
ε(θ + λ)(bV1 + a (1 + πV1))

,

V1 =
ρ2 −

√
ρ22 − 4ρ1ρ3
2ρ1

, B1 =
η

δ − cV1
.

The parameter R0 represents the basic reproduction number. �

2.2 Global stability

We define H(x) = x − lnx − 1. Clearly, H(1) = 0 and H(u) ≥ 0 for u > 0. Denote (S,L, I, V,B) =

(S(t), L(t), I(t), V (t), B(t)).

Theorem 1. Suppose that R0 ≤ 1, then Q0 is globally asymptotically stable (GAS).

Proof. We define a Lyapunov functional Y0 as:

Y0(S,L, I, V,B) =

(
β

θ + λ

)
S0H

(
S

S0

)
+

λ

θ + λ
L+ I +

ε

m
V +

εq

mc
B0H

(
B

B0

)
+
λ(1− ρ)e−δ1τ1

θ + λ

∫ τ1

0

bV (t− ϑ)S(t− ϑ)

1 + πV (t− ϑ)
dϑ+ ρe−δ2τ2

∫ τ2

0

bV (t− ϑ)S(t− ϑ)

1 + πV (t− ϑ)
dϑ. (20)

Note that, Y0(S,L, I, V,B) > 0 for all S,L, I, V,B > 0 and Y0(S0, 0, 0, 0, B0) = 0. Calculating
dY0
dt

along the

trajectories of (5)-(9) we get

dY0
dt

=
β

θ + λ

(
1− S0

S

)(
µ− aS − bV S

1 + πV

)
+

λ

θ + λ

(
(1− ρ)e−δ1τ1bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)
− (θ + λ)L

)
+
ρe−δ2τ2bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)

+ λL− εI +
ε

m
(mI − rV − qV B) +

εq

mc

(
1− B0

B

)
(η + cBV − δB)

+
λ(1− ρ)e−δ1τ1

θ + λ

(
bV S

1 + πV
− bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)

)
+ ρe−δ2τ2

(
bV S

1 + πV
− bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)

)
= − aβ

θ + λ

(S − S0)2

S
+

β

θ + λ

bS0V

1 + πV
− εrV

m
− εqB0V

m
+

εq

mc

(
1− B0

B

)
(δB0 − δB)

= − aβ

θ + λ

(S − S0)2

S
− εqδ

mc

(B −B0)2

B
+
ε(rδ + qη)

mδ

(
mµbδβ

εa(rδ + qη)(θ + λ)(1 + πV )
− 1

)
V

= − aβ

θ + λ

(S − S0)2

S
− εqδ

mc

(B −B0)2

B
+
ε(rδ + qη)

mδ
(R0 − 1)V − ε(rδ + qη)R0πV

2

mδ(1 + πV )
. (21)

Therefore,
dY0
dt
≤ 0 holds if R0 ≤ 1. Further,

dY0
dt

= 0 if and only if S = S0, B = B0 and V = 0. By LaSalle’s

invariance principle, Q0 is GAS. �

In the next theorem we show the global stability of Q1.

Theorem 2. Suppose that R0 > 1, then Q1 is GAS.
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Proof. Consider

Y1(S,L, I, V,B) =
β

θ + λ
S1H

(
S

S1

)
+

λ

θ + λ
L1H

(
L

L1

)
+ I1H

(
I

I1

)
+

ε

m
V1H

(
V

V1

)
+

εq

mc
B1H

(
B

B1

)
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
1 + πV1

∫ τ1

0

H

(
V (t− ϑ)S(t− ϑ)(1 + πV1)

S1V1 (1 + πV (t− ϑ))

)
dϑ

+ ρe−δ2τ2
bS1V1

1 + πV1

∫ τ2

0

H

(
V (t− ϑ)S(t− ϑ)(1 + πV1)

S1V1 (1 + πV (t− ϑ))

)
dϑ.

We have Y1(S,L, I, V,B) > 0 for all S,L, I, V,B > 0 and Y1(S1, L1, I1, V1, B1) = 0. Calculating
dY1
dt

along the

trajectories of (5)-(9) we get

dY1
dt

=
β

θ + λ

(
1− S1

S

)(
µ− aS − bV S

1 + πV

)
+

λ

θ + λ

(
1− L1

L

)(
(1− ρ)e−δ1τ1bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)
− (θ + λ)L

)
+

(
1− I1

I

)(
ρe−δ2τ2bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)
+ λL− εI

)
+

ε

m

(
1− V1

V

)
(mI − rV − qV B)

+
εq

mc

(
1− B1

B

)
(η + cBV − δB) +

λ(1− ρ)e−δ1τ1

θ + λ

(
bV S

1 + πV
− bV (t− τ1)S(t− τ1)

1 + πV (t− τ1)

)
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
1 + πV1

ln

(
V (t− τ1)S(t− τ1)(1 + πV )

V S (1 + πV (t− τ1))

)
+ ρe−δ2τ2

(
bV S

1 + πV
− bV (t− τ2)S(t− τ2)

1 + πV (t− τ2)

)
+ ρe−δ2τ2

bS1V1
1 + πV1

ln

(
V (t− τ2)S(t− τ2)(1 + πV )

V S (1 + πV (t− τ2))

)
. (22)

Applying

µ = aS1 +
bS1V1

1 + πV1
, η = δB1 − cB1V1,

we obtain

dY1
dt

=
β

θ + λ

(
1− S1

S

)
(aS1 − aS) +

β

θ + λ

bS1V1
1 + πV1

(
1− S1

S

)
+

β

θ + λ

bS1V

1 + πV

− λ(1− ρ)e−δ1τ1

θ + λ

bV (t− τ1)S(t− τ1)L1

1 + πV (t− τ1)L
+ λL1 − ρe−δ2τ2

bV (t− τ2)S(t− τ2)I1
1 + πV (t− τ2)I

− λLI1
I

+ εI1 −
εIV1
V

− rεV

m
+
rεV1
m

+
εqBV1
m

+
εq

mc

(
1− B1

B

)
(δB1 − δB)− εqB1V

m
− εqB1V1

m
+
εqB1V1
m

(
B1

B

)
+

bS1V1
1 + πV1

[
λ(1− ρ)e−δ1τ1

θ + λ
ln

(
V (t− τ1)S(t− τ1)(1 + πV )

V S (1 + πV (t− τ1))

)
+ ρe−δ2τ2 ln

(
V (t− τ2)S(t− τ2)(1 + πV )

V S (1 + πV (t− τ2))

)]
.

Using the equilibrium conditions for Q1:

(1− ρ)e−δ1τ1
bS1V1

1 + πV1
= (θ + λ)L1, ρe

−δ1τ1 bS1V1
1 + πV1

+ λL1 = εI1, mI1 = rV1 + qB1V1,

we get

εI1 =
β

θ + λ

bS1V1
(1 + πV1)

,
rεV1
m

=
β

θ + λ

bS1V1
(1 + πV1)

− εqB1V1
m

,
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and

dY1
dt

= − aβ

θ + λ

(S − S1)2

S
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

(
1− S1

S

)
+ ρe−δ2τ2

bS1V1
1 + πV1

(
1− S1

S

)
+

(
β

θ + λ

)
bS1V1

1 + πV1

(
(1 + πV1)V

(1 + πV )V1
− V

V1

)
− λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
1 + πV1

V (t− τ1)S(t− τ1)(1 + πV1)L1

(1 + πV (t− τ1))S1V1L
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

− ρe−δ2τ2 bS1V1
1 + πV1

V (t− τ2)S(t− τ2)(1 + πV1)I1
(1 + πV (t− τ2))S1V1I

− λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
1 + πV1

I1L

L1I

+
λ(1− ρ)

θ + λ
e−δ1τ1

bS1V1
(1 + πV1)

+ ρe−δ2τ2
bS1V1

(1 + πV1)
− λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
1 + πV1

IV1
I1V

− ρe−δ2τ2 bS1V1
1 + πV1

IV1
I1V

+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

+ ρe−δ2τ2
bS1V1

(1 + πV1)

− 2εqB1V1
m

+
εqBV1
m

+
εqB1V1
m

(
B1

B

)
− εqδ

mc

(B −B1)2

B

+
bS1V1

1 + πV1

[
λ(1− ρ)e−δ1τ1

θ + λ
ln

(
V (t− τ1)S(t− τ1)(1 + πV )

V S (1 + πV (t− τ1))

)
+ ρe−δ2τ2 ln

(
V (t− τ2)S(t− τ2)(1 + πV )

V S (1 + πV (t− τ2))

)]
.

Using the following equalities:

ln

(
V (t− τ1)S(t− τ1)(1 + πV )

V S (1 + πV (t− τ1))

)
= ln

(
S1

S

)
+ ln

(
IV1
I1V

)
+ ln

(
LI1
L1I

)
+ ln

(
1 + πV

1 + πV1

)
+ ln

(
V (t− τ1)S(t− τ1)(1 + πV1)L1

(1 + πV (t− τ1))S1V1L

)
,

ln

(
V (t− τ2)S(t− τ2)(1 + πV )

V S (1 + πV (t− τ2))

)
= ln

(
S1

S

)
+ ln

(
IV1
I1V

)
+ ln

(
1 + πV

1 + πV1

)
+ ln

(
V (t− τ2)S(t− τ2)(1 + πV1)I1

(1 + πV (t− τ2))S1V1I

)
,

we get

dY1
dt

= − aβ

θ + λ

(S − S1)2

S
+

β

θ + λ

bS1V1
1 + πV1

(
−1 +

(1 + πV1)V

(1 + πV )V1
− V

V1
+

1 + πV

1 + πV1

)
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
1− S1

S
+ ln

(
S1

S

)]
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
1− IV1

I1V
+ ln

(
IV1
I1V

)]
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
1− V (t− τ1)S(t− τ1)(1 + πV1)L1

(1 + πV (t− τ1))S1V1L
+ ln

(
V (t− τ1)S(t− τ1)(1 + πV1)L1

(1 + πV (t− τ1))S1V1L

)]
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
1− 1 + πV

1 + πV1
+ ln

(
1 + πV

1 + πV1

)]
+
λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
1− LI1

L1I
+ ln

(
LI1
L1I

)]
+ ρe−δ2τ2

bS1V1
1 + πV1

[
1− S1

S
+ ln

(
S1

S

)]
+ ρe−δ2τ2

bS1V1
(1 + πV1)

[
1− IV1

I1V
+ ln

(
IV1
I1V

)]
+ ρe−δ2τ2

bS1V1
1 + πV1

[
1− V (t− τ2)S(t− τ2)(1 + πV1)I1

(1 + πV (t− τ2))S1V1I
+ ln

(
V (t− τ2)S(t− τ2)(1 + πV1)I1

(1 + πV (t− τ2))S1V1I

)]
+ ρe−δ2τ2

bS1V1
1 + πV1

[
1− 1 + πV

1 + πV1
+ ln

(
1 + πV

1 + πV1

)]
− εqδ

mc

(B −B1)2

B
− εqB1V1

m

[
2− B

B1
− B1

B

]
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= −aβ(S − S1)2

(θ + λ)S
− εqη

mcB1

(B −B1)2

B
− β

θ + λ

πbS1(V − V1)2

(1 + πV )(1 + πV1)2
− λ(1− ρ)e−δ1τ1

θ + λ

bS1V1
(1 + πV1)

[
H

(
S1

S

)
+H

(
IV1
I1V

)
+H

(
1 + πV

1 + πV1

)
+H

(
V (t− τ1)S(t− τ1)(1 + πV1)L1

(1 + πV (t− τ1))S1V1L

)
+H

(
LI1
L1I

)]
− ρe−δ2τ2 bS1V1

(1 + πV1)

[
H

(
S1

S

)
+H

(
IV1
I1V

)
+H

(
1 + πV

1 + πV1

)
+H

(
V (t− τ2)S(t− τ2)(1 + πV1)I1

(1 + πV (t− τ2))S1V1I

)]
. (23)

It can be seen that if R0 > 1, then
dY1
dt
≤ 0 for all S,L, I, V,B > 0 and

dY1
dt

= 0 if and only if S = S1,

L = L1, I = I1, V = V1, and B = B1. It follows from LaSalle’s invariance principle that, Q1 is GAS. �

3 CHIKV model with delay-distributed

We suggest a dynamical model for within-host CHIKV infection with latently infected monocytes taking into

account the distributed delays.

Ṡ(t) = µ− aS(t)− bV (t)S(t)

1 + πV (t)
, (24)

L̇(t) = (1− ρ)b

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ − (θ + λ)L(t), (25)

İ(t) = ρb

∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ + λL(t)− εI(t), (26)

V̇ (t) = mI(t)− rV (t)− qV (t)B(t), (27)

Ḃ(t) = η + cB(t)V (t)− δB(t). (28)

where, ξ1(τ) and ξ2(τ) are probability distribution functions which satisfy ξ1(τ) > 0 and ξ2(τ) > 0, and∫ κ1

0

ξ1(τ)dτ =

∫ κ2

0

ξ2(τ)dτ = 1,

∫ κ1

0

ξ1(u)enudu <∞,
∫ κ2

0

ξ2(u)enudu <∞, (29)

where n is a positive number. Let

E =

∫ κ1

0

ξ1(τ)e−δ1τdτ and K =

∫ κ2

0

ξ2(τ)e−δ2τdτ

Then 0 < E ≤ 1, 0 < K ≤ 1. The initial conditions for model (24)-(28) take the form

S(ϕ) = ψ1(ϕ), L(ϕ) = ψ2(ϕ), I(ϕ) = ψ3(ϕ),

V (ϕ) = ψ4(ϕ), B(ϕ) = ψ5(ϕ),

ψj(ϕ) ≥ 0, ϕ ∈ [−`, 0], j = 1, ..., 5, (30)

where ` = max{κ1, κ2}, ψj ∈ C([−`, 0],R≥0). This guarantees the uniqueness of solution of the system [23].

3.1 Preliminaries

Lemma 3. The solutions of system (24)-(28) with the initial states (30) are nonnegative and ultimately

bounded.
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Proof. From Lemma 1 we have S(t) > 0 and B(t) > 0 for all t ≥ 0. Moreover, one can show that for t ≥ 0

L(t) = e−(θ+λ)tψ2(0) + (1− ρ)b

∫ t

0

e−(θ+λ)(t−u)
∫ κ1

0

e−δ1τξ1(τ)
S(u− τ)V (u− τ)

1 + πV (u− τ)
dτdu ≥ 0,

I(t) = e−εtψ3(0) + ρb

∫ t

0

e−ε(t−u)
(∫ κ2

0

e−δ2τξ2(τ)
S(u− τ)V (u− τ)

1 + πV (u− τ)
dτ + λL(u)

)
du ≥ 0,

V (t) = e
−

t∫
0

(c+qB(u))u
ψ4(0) +

∫ t

0

mI(ω)e
−

t∫
ω

(c+qB(u))du
dω ≥ 0.

From (24), we have lim
t→∞

supS(t) ≤ µ
a . Let T1(t) = (1− ρ)

∫ κ1

0
ξ1(τ)e−δ1τS(t− τ)dτ + L(t), then

Ṫ1(t) = (1− ρ)

∫ κ1

0

ξ1(τ)e−δ1τ
(
µ− aS(t− τ)− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

+ (1− ρ)b

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ − (θ + λ)L(t)

≤ µ(1− ρ)E − σ1
(

(1− ρ)

∫ κ1

0

ξ1(τ)e−δ1τS(t− τ)dτ + L(t)

)
≤ µ(1− ρ)− σ1T1(t).

It follows that, lim
t→∞

supT1(t) ≤M1. Since
∫ κ1

0
ξ1(τ)e−δ1τS(t− τ)dτ > 0, then lim

t→∞
supL(t) ≤M1. Let

T2(t) = ρ

∫ κ2

0

ξ2(τ)e−δ2τS(t− τ)dτ + I(t) +
ε

2m
V (t) +

εq

2mc
B(t),

then we have

Ṫ2(t) = ρ

∫ κ2

0

ξ2(τ)e−δ2τ
(
µ− aS(t− τ)− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

+ ρb

∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ + λL(t)− εI(t)

+
ε

2m
(mI(t)− rV (t)− qV (t)B(t)) +

εq

2mc
(η + cB(t)V (t)− δB(t))

≤ µρK + λL1 − σ2
(
ρ

∫ κ2

0

ξ2(τ)e−δ2τS(t− τ)dτ + I(t) +
ε

2m
V (t) +

εq

2mc
B(t)

)
≤ µρ+ λL1 − σ2T2(t).

Then lim
t→∞

supT2(t) ≤ M2. It follows that lim
t→∞

sup I(t) ≤ M2, lim
t→∞

supV (t) ≤ M3 and lim
t→∞

supB(t) ≤ M4.

Therefore S(t), L(t), I(t), V (t), and B(t) are ultimately bounded. �

Lemma 4. For system (24)-(28) there exists a threshold parameter RD0 > 0, such that

(i) if RD0 ≤ 1, then there exists only one positive steady state, virus-free steady state Q0.

(i) if RD0 > 1, then in addition to Q0, there exists an endemic steady state Q1

Proof. Similar to the proof of Lemma 2 we can show that if RD0 ≤ 1 then there exists Q0 = (S0, 0, 0, 0, B0),

where S0 = µ
a and B0 = η

δ , and if RD0 > 1 then there exists Q1 = (S1, L1, I1, V1, B1), with

S1 =
µ (1 + πV1)

bV1 + a (1 + πV1)
, L1 =

E(1− ρ)bµV1
(θ + λ)(bV1 + a (1 + πV1))

, I1 =
bµV1γ

ε(θ + λ)(bV1 + a (1 + πV1))
,

V1 =
PD2 −

√(
PD2
)2 − 4PD1 P

D
3

2PD1
<
δ

c
, B1 =

η

δ − cV1
,
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where

γ = Eλ(1− ρ) +Kρ(θ + λ), PD1 = rεc(θ + λ)(b+ πa),

PD2 =
εca (rδ + qη) (θ + λ)

δ
(RD0 − 1) + ε (rδ + qη) (θ + λ)(b+ πa) +

caqεη(θ + λ)

δ
,

PD3 = εa (rδ + qη) (θ + λ)(RD0 − 1).

The basic reproduction number for system (24)-(28) is defined as

RD0 =
mµbδγ

εa(rδ + qη)(θ + λ)
. �

3.2 Global stability

In this section we construct suitable Lyapunov functions to prove that the steady states Q0 and Q1 of system

(24)-(28) are GAS.

Theorem 3. Suppose that RD0 ≤ 1, then Q0 is GAS.

Proof. Let us define Y D0 (S,L, I, V,B) as:

Y D0 =
γ

θ + λ
S0H

(
S

S0

)
+

λ

θ + λ
L+ I +

ε

m
V +

εq

mc
B0H

(
B

B0

)
+
λ(1− ρ)b

θ + λ

∫ κ1

0

ξ1(τ)e−δ1τ
∫ τ

0

V (t− ϑ)S(t− ϑ)

1 + πV (t− ϑ)
dϑdτ + ρb

∫ κ2

0

ξ2(τ)e−δ2τ
∫ τ

0

V (t− ϑ)S(t− ϑ)

1 + πV (t− ϑ)
dϑdτ. (31)

Note that, Y D0 (S,L, I, V,B) > 0 for all S,L, I, V,B > 0 and Y D0 (S0, 0, 0, 0, B0) = 0. Calculating
dY D0
dt

along

the trajectories of (24)-(28) we get

dY D0
dt

=
γ

θ + λ

(
1− S0

S

)(
µ− aS − bV S

1 + πV

)
+

λ

θ + λ

(
(1− ρ)b

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ − (θ + λ)L

)
+ ρb

∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ + λL− εI +

ε

m
(mI − rV − qV B)

+
εq

mc

(
1− B0

B

)
(η + cBV − δB) +

λ(1− ρ)

θ + λ

∫ κ1

0

ξ1(τ)e−δ1τ
(

bV S

1 + πV
− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

+ ρb

∫ κ2

0

ξ2(τ)e−δ2τ
(

bV S

1 + πV
− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

= − aγ

θ + λ

(S − S0)2

S
+

(
γ

(θ + λ)

)
bS0V

1 + πV
− εrV

m
− εqB0V

m
+

εq

mc

(
1− B0

B

)
(δB0 − δB)

= − aγ

θ + λ

(S − S0)2

S
− εqδ

mc

(B −B0)2

B
+
ε(rδ + qη)

mδ
(RD0 − 1)V − ε(rδ + qη)RD0 πV 2

mδ(1 + πV )
. (32)

Therefore,
dY D0
dt
≤ 0 holds if RD0 ≤ 1. Further,

dY D0
dt

= 0 if and only if S = S0, B = B0, V = 0. Applying

LaSalle’s invariance principle, we get that Q0 is GAS . �

Theorem 4. Suppose that RD0 > 1, then Q1 is GAS.

Proof. Consider

Y D1 (S,L, I, V,B) =
γ

θ + λ
S1H

(
S

S1

)
+

λ

θ + λ
L1H

(
L

L1

)
+ I1H

(
I

I1

)
+

ε

m
V1H

(
V

V1

)
+

εq

mc
B1H

(
B

B1

)
+
λ(1− ρ)

θ + λ

bS1V1
1 + πV1

∫ κ1

0

ξ1(τ)e−δ1τ
∫ τ

0

H

(
V (t− ϑ)S(t− ϑ)(1 + πV1)

S1V1 (1 + πV (t− ϑ))

)
dϑdτ

+
ρbS1V1
1 + πV1

∫ κ2

0

ξ2(τ)e−δ2τ
∫ τ

0

H

(
V (t− ϑ)S(t− ϑ)(1 + πV1)

S1V1 (1 + πV (t− ϑ))

)
dϑdτ.
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We have Y D1 (S,L, I, V,B) > 0 for all S,L, I, V,B > 0 and Y D1 (S1, L1, I1, V1, B1) = 0. Calculating
dY D1
dt

along

the trajectories of (24)-(28) we get

dY D1
dt

=
γ

θ + λ

(
1− S1

S

)(
µ− aS − bV S

1 + πV

)
+

λ

θ + λ

(
1− L1

L

)(
(1− ρ)b

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ − (θ + λ)L

)
+

(
1− I1

I

)(
ρb

∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)

1 + πV (t− τ)
dτ + λL− εI

)
+

ε

m

(
1− V1

V

)
(mI − rV − qV B)

+
εq

mc

(
1− B1

B

)
(η + cBV − δB) +

λ(1− ρ)

(θ + λ)

∫ κ1

0

ξ1(τ)e−δ1τ
(

bV S

1 + πV
− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

+
λ(1− ρ)

(θ + λ)

bS1V1
1 + πV1

∫ κ1

0

ξ1(τ)e−δ1τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ

+ ρ

∫ κ2

0

ξ2(τ)e−δ2τ
(

bV S

1 + πV
− bV (t− τ)S(t− τ)

1 + πV (t− τ)

)
dτ

+
ρbS1V1
1 + πV1

∫ κ2

0

ξ2(τ)e−δ2τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ. (33)

Applying

µ = aS1 +
bS1V1

1 + πV1
, η = δB1 − cB1V1,

we obtain

dY D1
dt

=
γ

θ + λ

(
1− S1

S

)
(aS1 − aS) +

(
γ

θ + λ

)
bS1V1

1 + πV1

(
1− S1

S

)
+

γ

θ + λ

bS1V

1 + πV
− λ(1− ρ)b

θ + λ

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)L1

(1 + πV (t− τ))L
dτ + λL1

− ρb
∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)I1
(1 + πV (t− τ)) I

dτ − λLI1
I

+ εI1 −
εIV1
V
− rεV

m
+
rεV1
m

+
εqBV1
m

+
εq

mc

(
1− B1

B

)
(δB1 − δB)− εqB1V

m
− εqB1V1

m
+
εqB1V1
m

(
B1

B

)
+
λ(1− ρ)

θ + λ

bS1V1
1 + πV1

∫ κ1

0

ξ1(τ)e−δ1τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ

+
ρbS1V1
1 + πV1

∫ κ2

0

ξ2(τ)e−δ2τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ.

The components of the steady state Q1 satisfy

E(1− ρ)
bS1V1

1 + πV1
= (θ + λ)L1, Kρ

bS1V1
1 + πV1

+ λL1 = εI1, mI1 = rV1 + qB1V1,

then

εI1 =
γ

θ + λ

bS1V1
(1 + πV1)

,
rεV1
m

=
γ

θ + λ

bS1V1
(1 + πV1)

− εqB1V1
m

,
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and

dY D1
dt

= − aγ

θ + λ

(S − S1)2

S
+
Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

(
1− S1

S

)
+Kρ

bS1V1
(1 + πV1)

(
1− S1

S

)
+

(
γ

θ + λ

)
bS1V1

1 + πV1

(
(1 + πV1)V

(1 + πV )V1
− V

V1

)
− λ(1− ρ)

θ + λ

bS1V1
1 + πV1

∫ κ1

0

ξ1(τ)e−δ1τ
V (t− τ)S(t− τ)(1 + πV1)L1

(1 + πV (t− τ))S1V1L
dτ +

Eλ(1− ρ)

θ + λ

bS1V1
(1 + πV1)

− ρbS1V1
1 + πV1

∫ κ2

0

ξ2(τ)e−δ2τ
V (t− τ)S(t− τ)(1 + πV1)I1

(1 + πV (t− τ))S1V1I
dτ − Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

I1L

L1I

+
Eλ(1− ρ)

θ + λ

bS1V1
(1 + πV1)

+Kρ
bS1V1

(1 + πV1)
− Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

IV1
I1V

−Kρ bS1V1
1 + πV1

IV1
I1V

+
Eλ(1− ρ)

θ + λ

bS1V1
(1 + πV1)

+Kρ
bS1V1

(1 + πV1)
− 2εqB1V1

m
+
εqBV1
m

+
εqB1V1
m

(
B1

B

)
− εqδ

mc

(B −B1)2

B
+
λ(1− ρ)

(θ + λ)

bS1V1
1 + πV1

∫ κ1

0

ξ1(τ)e−δ1τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ

+
ρbS1V1
1 + πV1

∫ κ2

0

ξ2(τ)e−δ2τ ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
dτ.

Utilizing the following equalities

ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
= ln

(
S1

S

)
+ ln

(
IV1
I1V

)
+ ln

(
1 + πV

1 + πV1

)
+ ln

(
LI1
L1I

)
+ ln

(
V (t− τ)S(t− τ)(1 + πV1)L1

(1 + πV (t− τ))S1V1L

)
,

ln

(
V (t− τ)S(t− τ)(1 + πV )

V S (1 + πV (t− τ))

)
= ln

(
S1

S

)
+ ln

(
IV1
I1V

)
+ ln

(
1 + πV

1 + πV1

)
+ ln

(
V (t− τ)S(t− τ)(1 + πV1)I1

(1 + πV (t− τ))S1V1I

)
,

we have

dY D1
dt

= − aγ

θ + λ

(S − S1)2

S
+

γ

θ + λ

bS1V1
1 + πV1

(
−1 +

(1 + πV1)V

(1 + πV )V1
− V

V1
+

1 + πV

1 + πV1

)
+
Eλ(1− ρ)

(θ + λ)

bS1V1
(1 + πV1)

[
1− S1

S
+ ln

(
S1

S

)]
+
Eλ(1− ρ)

(θ + λ)

bS1V1
(1 + πV1)

[
1− IV1

I1V
+ ln

(
IV1
I1V

)]
+
Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

1

E

∫ κ1

0

ξ1(τ)e−δ1τ
[
1− V (t− τ)S(t− τ)(1 + πV1)L1

(1 + πV (t− τ))S1V1L

+ ln

(
V (t− τ)S(t− τ)(1 + πV1)L1

(1 + πV (t− τ))S1V1L

)]
dτ

+
Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

[
1− 1 + πV

1 + πV1
+ ln

(
1 + πV

1 + πV1

)]
+
Eλ(1− ρ)

θ + λ

bS1V1
(1 + πV1)

[
1− LI1

L1I
+ ln

(
LI1
L1I

)]
+Kρ

bS1V1
(1 + πV1)

[
1− S1

S
+ ln

(
S1

S

)]
+Kρ

bS1V1
1 + πV1

[
1− IV1

I1V
+ ln

(
IV1
I1V

)]
+Kρ

bS1V1
1 + πV1

1

K

∫ κ2

0

ξ2(τ)e−δ2τ
[
1− V (t− τ)S(t− τ)(1 + πV1)I1

(1 + πV (t− τ))S1V1I

+ ln

(
V (t− τ)S(t− τ)(1 + πV1)I1

(1 + πV (t− τ))S1V1I

)]
dτ

+Kρ
bS1V1

(1 + πV1)

[
1− 1 + πV

1 + πV1
+ ln

(
1 + πV

1 + πV1

)]
− εqδ

mc

(B −B1)2

B
− εqB1V1

m

[
2− B

B1
− B1

B

]
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= −a
(

γ

θ + λ

)
(S − S1)2

S
−
(

γ

θ + λ

)
πbS1(V − V1)2

(1 + πV )(1 + πV1)2

− εqη

mcB1

(B −B1)2

B
− Eλ(1− ρ)

θ + λ

bS1V1
1 + πV1

[
H

(
S1

S

)
+H

(
IV1
I1V

)
+H

(
1 + πV

1 + πV1

)
+H

(
LI1
L1I

)
+

1

E

∫ κ1

0

ξ1(τ)e−δ1τH

(
V (t− τ)S(t− τ)(1 + πV1)L1

(1 + πV (t− τ))S1V1L

)
dτ

]
−Kρ bS1V1

(1 + πV1)

[
H

(
S1

S

)
+H

(
IV1
I1V

)
+H

(
1 + πV

1 + πV1

)
+

1

K

∫ κ2

0

ξ2(τ)e−δ2τH

(
V (t− τ)S(t− τ)(1 + πV1)I1

(1 + πV (t− τ))S1V1I

)
dτ

]
.

It can be seen that if RD0 > 1, then S1, L1, I1, V1, B1 > 0 and
dY D1
dt

≤ 0 for all S,L, I, V,B > 0. We have

dY D1
dt

= 0 if and only if S = S1, L = L1, I = I1, V = V1, B = B1 and H = 0. Then using from LaSalle’s

invariance principle, we show that Q1 is GAS. �

4 Numerical simulations

Next we conduct numerical simulations for system (5)-(9). The values of the parameters are listed in Table 1.

We let τi = τ1 = τ2. The following initial conditions are used:

ϕ1(ϑ) = 1.7, ϕ2(ϑ) = 0.4, ϕ3(ϑ) = 0.6, ϕ4(ϑ) = 0.6, ϕ5(ϑ) = 1.6, ϑ ∈ [−τi, 0]

In Figures 1-5, we show the evolution of the five states of the system S, L, I, V andB with respect to the

time. The effect of τi on the stability of Q0 and Q1 is also shown. We can see that, for smaller values of τi

e.g. τi = 0.0, 0.5, 1.0 and 2.0, the corresponding values of R0 satisfy R0 > 1, and the trajectory of the system

converges to the steady states Q1. This confirm the results of Theorem 2 that Q1 is GAS. On the the other

hand, when τi become larger e.g. τi = 3.0 and 5.0, then R0 < 1, and the system has one steady state Q0. and

according to Theorem 1 it is GAS. For this case, the concentrations of the uninfected monocytes and B cells

return to their values S0 = µ
a = 2.2885 and B0 = η

δ = 1.1207, respectively, while the CHIKV particles are

cleared from the body.

Let τ cr be the critical value of the parameter τi, such that

R0 =
bmδµ(λ(1− ρ)e−δ1τ

cr

+ ρ(θ + λ)e−δ1τ
cr

)

εa(rδ + qη)(θ + λ)
= 1.

Using the data given in Table 1 we obtain τ cr = 2.01206. The value of R0 for different values of τi are listed in

Table 2. We can observed that as τi is increased then R0 is decreased. Moreover, we have the following cases:

(i) if 0 ≤ τi < 2.01206, then Q1 exists and it is GAS,

(ii) if τi ≥ 2.01206, then Q0 is GAS. It is clearly seen that, an increasing in time delay will stabilize the

system around Q0. Biologicaly, the time delay has a similar effect as the antiviral treatment which can be used

to eliminate the CHIKV. We observe that, when the delay period is sufficiently long the CHIKV replication will

be cleared.
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Table 1: The values of the parameters of model (5)-(9).

Parameter Value Parameter Value

µ 1.826 m 2.02

π 0.1 q 0.5964

c 1.2129 r 0.4418

a 0.7979 η 1.402

θ 0.5 δ1 0.5

λ 0.1 τ1 varied

ε 0.4441 τ2 varied

δ 1.251 b 0.5

ρ 0.5

Table 2: The values of steady states, R0 for model (5)-(9) with different values of τi.

τi Steady states R0

0.0 Q1 = (1.6788, 0.4054, 0.6390, 0.6152, 2.7772) 2.7347

0.5 Q1 = (1.7636, 0.2718, 0.4284, 0.4986, 2.1694) 2.1298

1.0 Q1 = (1.8827, 0.1637, 0.2580, 0.3562, 1.7120) 1.6587

1.5 Q1 = (2.0497, 0.0750, 0.1182, 0.1895, 1.3729) 1.2918

2.0 Q1 = (2.2819, 0.0016, 0.0025, 0.0046, 1.1257) 1.0060

2.01206 Q0 = (2.2885, 0, 0, 0, 1.1207) 1.0000

2.5 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.7835

3.0 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.6102

3.5 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.4752

4.0 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.3701

4.5 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.2882

5.0 Q0 = (2.2885, 0, 0, 0, 1.1207) 0.2245
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Figure 1: The evolution of uninfected monocytes.
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Figure 2: The evolution of latently infected monocytes.
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Figure 3: The evolution of actively infected monocytes.
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Abstract

A nonlinear mathematical model for Middle East Respiratory Syndrome Corona Virus (MERS-CoV)

with two discrete time delays is proposed and analyzed. We show that the solutions of the model are

nonnegative and bounded. We derive the basic reproduction number for the MERS-CoV model, R0. we

prove that if R0 ≤ 1 then there exists a disease-free equilibrium P0 and R0 > 1 then in addition to P0

the model has an endemic equilibrium P ∗. Utilizing Lyapunov method, the global asymptotic stability of

disease-free equilibrium of the proposed model is obtained. The dynamical behaviour of the model is also

shown by numerical simulations.

Keywords: Infectious diseases; global stability; Lyapunov functional.

1 Introduction

Mathematical of infectious diseases have received the attention of several researchers during the past decides.

Some of the models are given by a set of ODEs (see e.g. [1]-[12]). For some disease such as influenza, on

adequate contact with an infective, a susceptible individual becomes exposed, that is, infected but not infective.

This individual stays in exposed class for a certain latent period before becoming infective. This period can been

described as delays on the spread of infectious diseases, and thus, delays should be incorporated into infection

term in the system. As a result, the models are given by DDEs (see e.g. [13]-[19]). There are two types of time

delays: (i) discrete delay, where the time delay is assumed to be constant (see e.g. [13]-[15]), (ii) distributed

delays, where the time delay is assumed to be random parameter taken from probability distributed function

(see e.g. [16]-[19]). Recently, Chowell et al. [20] have studied the spread of a Middle East Respiratory Syndrome
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Corona virus (MERS-CoV) by using a SEIR-type compartmental transmission model as:

dS

dt
= −β S (Ii + Is + `H)

N
− α, (1)

dEi
dt

= α− k Ei, (2)

dEs
dt

=
β S (Ii + Is + `H)

N
− k Es, (3)

dIi
dt

= k ρc,iEi − γa Ii − γI,i Ii (4)

dAi
dt

= k (1− ρc,i)Ei, (5)

dIs
dt

= k ρc,sEs − γa Is − γI,s Is, (6)

dAs
dt

= k (1− ρc,s)Es, (7)

dH

dt
= γa (Ii + Is)− γrH, (8)

dR

dt
= γrH + γI,i Ii + γI,s Is. (9)

In model (1)-(9), the populations divided into 9 compartment: susceptible individuals S, individuals exposed

to the zoonotic reservoir Ei or to infectious humans Es, infectious and symptomatic individuals arising from

reservoir Ii, or from human-to-human transmission Is, asymptomatic and non-infectious individuals arising from

environmental/animal exposure Ai or arising from human-to-human transmission As, hospitalized individuals

H, and removed individuals after recovery or disease-induced death R [20]. Susceptible individuals are infected

uniformly at random from the zoonotic reservoir at rate α. The parameter β is the mean human-to-human

transmission rate per day, ` is relative transmissibility of hospitalized cases, 1
k mean latent period (days), ρc,i

is proportion of symptomatic and infectious cases among index cases, ρs,i denote to proportion of symptomatic

and infectious cases among secondary cases, ρh,i proportion of hospitalized individuals among symptomatic and

infectious index cases, ρh,s is proportion of hospitalized individuals among symptomatic and infectious secondary

cases, 1
γI,i

represent the mean infectious period among primary cases (days), 1
γI,s

is the mean infectious period

among secondary cases (days), 1
γa

is the mean time from symptom onset to hospital admission (days) and 1
γr

denote to mean length of hospital stay (days). Chowell et al., assume that the asymptomatic individuals do not

contribute to the transmission process. Moreover, the basic properties of model (1)-(9) are not well studied.

Therefore, the aim of this paper is to study the effect of asymptomatic individuals on the transmission of MERS-

CoV. Our proposed model is a modification of model (1)-(9) by incorporate the asymptomatic individuals as

a carrier individuals. We assume that the first scenario describes only the carrier cases and the second one

describes the infected cases which demonstrate symptoms. We introduce two types of discrete time delays into

the MERS-CoV model. We study the basic properties of the model such as nonnegativity and boundedness of

the solutions, stability analysis of the equilibria. At the end we perform some numerical simulations.

2 The MERS-CoV model

In this section, we propose a MERS-CoV model with two discrete delays . Let us define

Υ(t) = S(t)(βIc(t) + γIm(t) + `H(t)).
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Then we propose the following model:

Ṡ(t) = b−Υ(t)− d1S(t), (10)

Ėc(t) = p e−µ1τ1Υ(t− τ1)− (kρ1 + d2)Ec(t), (11)

Ėm(t) = (1− p)e−µ2τ2Υ(t− τ2)− (kρ2 + d3)Em(t), (12)

İc(t) = k ρ1Ec(t)− γaIc(t)− qIc(t)− γ1Ic(t)− d4Ic(t), (13)

İm(t) = k ρ2Em(t)− γaIm(t)− γ2Im(t) + qIc(t)− d5Im(t), (14)

Ḣ(t) = γa(Ic(t) + Im(t))− γrH(t)− d6H(t), (15)

Ṙ(t) = γ1Ic(t) + γ2Im(t) + γrH(t)− d7R(t), (16)

where S is susceptible individuals, Ec exposed individuals to carrier, Em exposed individuals to infected, Ic

carrier individuals, Im infected individuals, H hospitalized infected and R recovered individuals. The parameters

τ1 ≥ 0 and τ2 ≥ 0 represents for the time between contact the susceptible individuals with exposed to carrier Ec

and exposed to infected Em, respectively. The factors e−µ1τ1and e−µ2τ2 are the probability that an individuals

survives during the delay periods [0, τ1] and [0, τ2], respectively. The other parameters are defined in section 6.

The initial conditions of system (10)-(16) are given by

S(θ) = ϕ1(θ), Ec(θ) = ϕ2(θ), Em(θ) = ϕ3(θ),

Ic(θ) = ϕ4(θ), Im(θ) = ϕ5(θ), H(θ) = ϕ6(θ), R(θ) = ϕ7(θ),

ϕi(θ) ≥ 0, θ ∈ [−%, 0], i = 1, ..., 7,

(17)

where, % = max {τ1, τ2] and (ϕ1(θ), ϕ2(θ), ..., ϕ7(θ)) ∈ C ([−%, 0],R7
≥0) where C is the Banach space of con-

tinuous functions mapping the interval [−%, 0] into R7
≥ 0. By the fundamental theory of functional differential

equations [21], system (10)-(16) has a unique solution satisfying the initial conditions.

3 Nonnegativity and boundedness

In this section, we will study the nonnegativity and boundedness of the model’s solutions.

Theorem 1. The solutions of system (10)-(16) are nonnegative and there exist a positive number Q such

that the compact set:

Γ = {(S, Ec, Em, Ic, Im, H, R) ∈ R7
≥ 0 : 0 ≤ S, Ec, Em, Ic, Im, H, R ≤ Q}

is positively invariant.

Proof First, we show the nonnegativity solutions, we will write the system in the matrix form as Ẏ = φ(Y ),

where Y = (S, Ec, Em, Ic, Im, H, R)T and φ = (φ1, φ2, φ3, φ4, φ5, φ6, φ7)T . Then,

φ1(Y )

φ2(Y )

φ3(Y )

φ4(Y )

φ5(Y )

φ6(Y )

φ7(Y )


=



b−Υ(t)− d1 S(t)

p e−µ1 τ1 Υ(t− τ1)− k ρ1Ec(t)− d2Ec(t)
(1− p) e−µ2 τ2 Υ(t− τ2)− k ρ2Em(t)− d3Em(t)

k ρ1Ec(t)− γa Ic(t)− q Ic(t)− γ1 Ic(t)− d4 Ic(t)
k ρ2Em(t)− γa Im(t)− γ2 Im(t) + q Ic(t)− d5 Im(t)

γa (Ic(t) + Im(t))− γrH(t)− d6H(t)

γ1 Ic(t) + γ2 Im(t) + γrH(t)− d7R(t)


.

It is easy to see that functions φi satisfies the following condition

φi(Y (t))|Yi(t)=0,Y (t)∈R7
>0
≥ 0 .
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Due to lemma 2 in [22], any solution of (10 )-(16) with initial (17) is such that Y (t) ∈ R7
≥0 for all t ≥ 0. Next,

we prove the ultimate bound of the solutions of system (10)-(16). Let us define

L(t) = p e−µ1τ1S(t− τ1) + (1− p) e−µ2τ2S(t− τ2) + Ec(t) + Em(t) + Ic(t) + Im(t) +H(t) +R(t).

Then,

L̇(t) = p e−µ1τ1 (b−Υ(t− τ1)− d1S(t− τ1))

+ (1− p) e−µ2τ2 (b−Υ(t− τ2)− d1 S(t− τ2))

+ p e−µ1τ1 Υ(t− τ1)− k ρ1Ec(t)− d2Ec(t)

+ (1− p)e−µ2τ2 Υ(t− τ2)− kρ2Em(t)− d3Em(t)

+ k ρ1Ec(t)− γa Ic(t)− q Ic(t)− γ1 Ic(t)− d4 Ic(t)

+ k ρ2Em(t)− γa Im(t)− γ2 Im(t) + q Ic(t)− d5 Im(t) + γa (Ic(t) + Im(t))

− γrH(t)− d6H(t) + γ1 Ic(t) + γ2 Im(t) + γrH(t)− d7R(t),

= (p e−µ1τ1 + (1− p) e−µ2τ2) b− p e−µ1τ1 d1 S(t− τ1)− (1− p) e−µ2τ2d1 S(t− τ2)

− d2Ec(t)− d3Em(t)− d4Ic(t)− d5Im(t)− d6H(t)− d7R(t)

≤ b− dL(t),

where d = min{di}, i = 1, .., 7. It follows that, lim supt→∞ L(t) ≤ Q, where Q = b
d
. Then,

lim supt→∞ S(t) ≤ Q, lim supt→∞Ec(t) ≤ Q, lim supt→∞Em(t) ≤ Q, lim supt→∞ Ic(t) ≤
Q, lim supt→∞ Im(t) ≤ Q, lim supt→∞H(t) ≤ Q, and lim supt→∞R(t) ≤ Q. �

4 Equilibria and biological thresholds

To calculated the equilibria of model (10)-(16), we put the R.H.S of Eqs. (10)-(16) equals zero, we get

b− S (d1 + β Ic + γ Im + `H) = 0, (18)

p e−µ1τ1S (β Ic + γ Im + `H)− a1Ec = 0, (19)

(1− p) e−µ2τ2S( (β Ic + γ Im + `H)− a2Em, = 0, (20)

λ1Ec − a3 Ic = 0, (21)

λ2Em − a4 Im + q Ic = 0, (22)

γa (Ic + Im)− a5H = 0, (23)

γ1 Ic + γ2 Im + γrH − d7R = 0, (24)

where

a1 = k ρ1 + d2, a2 = k ρ2 + d3

a3 = γa + γ1 + q + d4, a4 = γa + γ2 + d5,

a5 = γr + d6, λ1 = kρ1, λ2 = kρ2.

Solving system (18)-(24), we find that the system has two equilibria

• The disease-free equilibrium

P0 = (S0, 0, 0, 0, 0, 0, 0) =

(
b

d1
, 0, 0, 0, 0, 0, 0

)
. (25)

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

40 Batarfi ET AL 37-49 



• The endemic equilibrium

P ∗ = (S∗, E∗c , E
∗
m, I

∗
c , I
∗
m, H

∗, R∗), (26)

where

S∗ =
a0
A1

, E∗c =
p(A2 − a0 d1 eµ2 τ2)

a1A3
, E∗m =

(1− p) (A4 − a0 d1 eµ1τ1)

a2A3
,

I∗c =
λ1 p (A2 − a0 d1 eµ2τ2)

a1 a3A3
, I∗m =

A5 + a2 (A6 − 2 a1 a3A7)

a1 a2 a3 a4A3
,

H∗ =
γa (2 a1 a3 (a2A10 +A9)−A8)

a0A3
, R∗ =

A11 − a1 a3 (A12 + a2A13)

d1 a0A3
,

and

a0 = a1 a2 a3 a4 a5,

A1 = ((a4β + γ q)a5 + γa`(q + a4))a2λ1 p e
(−µ1τ1) + (1− p)λ2 a3 a1 (a5γ + `γa) e(−µ2τ2),

A2 = ((a4β + γ q)a5 + γa`(q + a4))a2λ1 p b e
(−µ1τ1+µ2τ2) + (1− p)λ2 b a3 a1 (a5γ + `γa),

A3 = ((a4β + γ q)a5 + γa`(q + a4))a2λ1 p e
(µ2τ2) + (1− p)λ2 a3 a1 (a5γ + `γa) e(µ1τ1),

A4 = ((a4β + γ q)a5 + γa`(q + a4))a2λ1 p b+ (1− p)λ2 a3 a1 b (a5γ + `γa) e(µ1τ1−µ2τ2),

A5 = b λ22 a
2
1 a

2
3 (p− 1)2 (a5γ + `γa) eµ1τ1−µ2τ2 ,

A6 = q b λ21 ((a4β + γ q) a5 + ` γa (q + a4)) p2a2 e
−µ1τ1+µ2τ2 ,

A7 = −1

2
d1λ2 a1 a3 a4 a5 (p− 1) eµ1τ1 + λ1

(
1

2
d1 e

µ2τ2 q a2 a4 a5

+ b

((
1

2
a4β + γ q

)
a5 + `γa

(
q +

1

2
a4

))
(p− 1)λ2

)
p,

A8 = b λ21 ((a4β + γ q) a5 + ` γa (q + a4)) (q + a4) p2a22 e
−µ1τ1+µ2τ2 ,

A9 = −1

2
(bλ22 a1 a3 (p− 1)2 (a5γ + `γa) eµ1τ1−µ2τ2),

A10 = −1

2
d1λ2 a1 a3 a4a5 (p− 1) eµ1τ1 + λ1

1

2
d1 a2 a4 a5 (q + a4) eµ2τ2

+ b (p− 1)

(((
1

2
β +

1

2
γ

)
a4 + γ

)
a5 + `γa (q + a4)

)
λ2 p,

A11 = b λ21 ((a4γ1 + γ2 q) a5 + γrγa (q + a4)) p2 a22 ((a4β + γ q) a5 + `γa (q + a4)) e−µ1τ1+µ2τ2 ,

A12 = −bλ22 a1 a3 (p− 1)2 (a5γ2 + γaγr) (a5γ + ` γa) eµ1τ1−µ2τ2 ,

A13 = −d1λ2 a1 a3 a4 a5 (p− 1) (a5 γ2 + γaγr) e
µ1τ1 + λ1 (((a4γ1 + γ2 q) a5

+ γrγa (q + a4)) a4 a2 a5 d1 e
µ2τ2 + λ2 b (((βγ2 + γ γ1) a4 + 2γ γ2 q) a

2
5

+ γa (((β + γ)γr + `(γ1 + γ2)) a4 + 2 q (γ γr + γ2`)) a5 + 2`γ2aγr(q + a4)) (p− 1)) p.

4.1 Calculating the basic reproduction number

We will apply the next generation method [23] to determine the basic reproduction number R0 for system

(10)-(16). We follow the following steps

(i) We evaluated the matrix F at P0 as:

F =


0 0 p e−µ1τ1 β b

d1
p e−µ1τ1 γ b

d1
p e−µ1τ1 ` b

d1

0 0 (1− p) e−µ2τ2 β b
d1

(1− p) e−µ2τ2 γ b
d1

(1− p) e−µ2τ2 ` b
d1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

 .
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(ii) We get the matrix V at P0 as:

V =


a1 0 0 0 0

0 a2 0 0 0

−λ1 0 a3 0 0

0 −λ2 −q a4 0

0 0 −γa −γa a5

 .

(iii) Finally, the basic reproduction number is given by

R0 = ρ(FV −1) = A1 S0

a0
.

4.2 Existence of equilibria

Theorem 2. For system (10)-(16), we have

(i) If R0 ≤ 1, then there exists only one positive equilibria P0.

(ii) If R0 > 1, then there exist two positive equilibria P0 and P ∗.

Proof We have

S∗ =
a0
A1

=
S0

R0
,

E∗c =
p (A2 − a0 d1 eµ2 τ2)

a1A3
=

p

a1A3

(
A2

eµ2τ2
− a0 d1

)
=

p

a1A3
(bA1 − a0 d1) =

p

a1A3
(R0 − 1),

E∗m =
(1− p)(A4 − a0 d1 eµ1τ1)

a2A3
=

(1− p)
a2A3

(
A4

eµ1τ1
− a0 d1

)
,

=
(1− p)
a2A3

(bA1 − a0 d1) =
(1− p)
a2A3

(R0 − 1).

From Eq. (13)-(16), we have

I∗c =
λ1
a3
E∗c =

λ1
a3

p

a1A3
(R0 − 1) =

λ1 p

a1 a3A3
(R0 − 1), (27)

I∗m =
1

a4
(λ2E

∗
m + q I∗c ) = C1(R0 − 1), (28)

H∗ =
1

a5
(γa(I∗c + I∗m)) = C2 (R0 − 1)), (29)

R∗ =
1

d7
(γ1I

∗
c + γ2I

∗
m + γrH

∗) = C3(R0 − 1), (30)

where,

C1 =
1

a4
(λ2

(1− p)
a2A3

+ q
λ1 p

a1 a3A3
),

C2 =
γa
a5

(
λ1 p

a1 a3A3
+

1

a4
(λ2

(1− p)
a2A3

+ q
λ1 p

a1 a3A3
)),

C3 =
1

d7
(γ1

λ1 p

a1 a3A3
+ γ2 C1 + γr C2 ).

(31)

�
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5 Global stability analysis of P0

In this section, we use Lyapunov function and LaSalle’s invariance principle to establish the global stability of

P0.

Theorem 3. For system (10)-(16), if R0 ≤ 1, then P0 is GAS.

Proof We define the following Lyapunov functional

W0 = S0

(
S

S0
− 1− ln

S

S0

)
+ ε1Ec + ε2Em + ε3Ic + ε4Im + ε5H

+ ε6

∫ τ1

0

S(t− s)(βIc(t− s) + γIm(t− s) + `H(t− s)) ds

+ ε7

∫ τ2

0

S(t− s)(βIc(t− s) + γIm(t− s) + `H(t− s)) ds.

The time derivative of W0 along the trajectory of system (10)-(16) is given by

dW0

dt
=

(
1− S0

S(t)

)
(b− S(t) (β Ic(t) + γ Im(t) + `H(t))− d1 S(t))

+ ε1 (p e−µ1τ1 S(t− τ1) (β Ic(t− τ1) + γ Im(t− τ1) + `H(t− τ1))− a1Ec(t))

+ ε2 ((1− p) e−µ2τ2 S(t− τ2) (β Ic(t− τ2) + γ Im(t− τ2) + `H(t− τ2))− a2Em(t))

+ ε3 (λ1Ec(t)− a3Ic(t)) + ε4 (λ2Em(t)− a4Im(t) + q Ic(t)) + ε5 (γa(Ic(t) + Im)− a5H(t))

+ ε6 {(S(t) (β Ic(t) + γ Im(t) + `H(t))) − (S(t− τ1) (β Ic(t− τ1) + γ Im(t− τ1) + `H(t− τ1)))}

+ ε7 {(S(t) (β Ic(t) + γ Im(t) + `H(t))) − (S(t− τ2) (β Ic(t− τ2) + γ Im(t− τ2) + `H(t− τ2)))},

(32)

The parameters εi, i = 1, ..., 7 are chosen such that

ε6 + ε7 = 1, (33)

p ε1 e
−µ1τ1 − ε6 = 0, (34)

(1− p) ε2 e−µ2τ2 − ε7 = 0, (35)

−ε1 a1 + λ1ε3 = 0, (36)

−ε2 a2 + λ2ε4 = 0, (37)

−a3 ε3 + q ε4 + γa ε5 + βS0 = 0, (38)

−a4 ε4 + γa ε5 + γS0 = 0. (39)

Solving Eqs. (33)-(39), we get

ε5 =
G(1−R0) + `S0

a5
,

where

G =
a1a2a3a4a5

γa(λ1pa2 (a4 + q) e−µ1τ1 + λ2 e−µ2τ2 a1 a3 (1− p))
.

We can see that ε5 > 0 if R0 ≤ 1.

From Eqs. (34)-(38) we get
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ε4 =
1

a4
(γa ε5 + γS0) > 0.

ε3 =
1

a3
(qε4 + γaε5 + βS0) > 0.

ε2 =
λ2ε4
a2

> 0.

ε1 =
λ1 ε3
a1

> 0.

ε7 = (1− p) ε2 e−µ2τ2 > 0.

ε6 = p ε1 e
−µ1τ1 > 0,

Thus, Eq. (32) becomes
dW0

dt
= −b (S − S0)2

S
+ (`S0 − a5ε5)H, (40)

we have

`S0 − a5ε5 = G(R0 − 1).

. Then
dW0

dt
= −b (S − S0)2

S
+
G

a5
(R0 − 1)H, (41)

From Eq (41), dW0

dt ≤ 0 if R0 ≤ 1. Then, dW0

dt equal to zero if S = S0 andH = 0. Let Ω =

{(S,Ec, Em, Ic, Im, H,R) : S = S0, H = 0}. From system (10)-(16), if H = 0, then Ḣ = 0 and 0 = γa(Ic + Im).

Since, Ic ≥ 0, Im ≥ 0 then Ic = 0, Im = 0, ⇒ İc = ˙Im = 0. From system (10)-(16), we have 0 = İc = λ1Ec ⇒
Ec = 0. Similarly, we have 0 = ˙Im = λ2Em ⇒ Em = 0. Finally, Ṙ(t) = −d7R it follows thatR→ 0 as t →∞.

From LaSalle’s invariance principle, P0 is GAS in Γ. �

6 Numerical simulations and discussions

In this section, we introduce the numerical results of system (10)-(16). We consider the following initial condi-

tions

IC :S(θ) = 600, Ec(θ) = 30, Em(θ) = 80, Ic(θ) = 3, Im(θ) = 12, H(θ) = 8, R(θ) = 40,

θ ∈ [−max{τ1, τ2}, 0]. we use the values of the parameters in Table 1. In addition we choose µ1 = µ2 = 1.

We study the following cases:

6.1 Effect of parameters β, γ and ` on the stability of equilibria:

In this case, we fix the values τ1 = τ2 = 0.01. Figure 1 shows the evaluation of system states for two scenarios:

i) R0 ≤ 1. We choose β = 0.002, γ = 0.0001, and ` = 0.0001 then we compute R0 = 0.23. We can see from

the figure that the states of the system approach P0 = (1000, 0, 0, 0, 0, 0, 0). This means that according to

Theorem 3 P0 is GAS.

ii) R0 > 1. We choose β = 0.02, γ = 0.001, and ` = 0.001 then we compute R0 = 2.37 and P ∗ =

(421.6, 55.4, 129.2, 5.08, 20.9, 14.5, 72.4). Then P ∗ exists and this confirm the results of Theorem 2. Figure

1 shows that the states of the system converge to P ∗.
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Table 1: The parameters values of MERS-CoV model

Symbol Parameter Value

b Rate of generation of new susceptible individuals 100

β Rate constant of transmission for carriers Varied

γ Rate constant of symptomatically infected individuals Varied

` Relative transmissibility of hospitalized cases Varied

γa Mean time from carrier and infected to hospital admission (days) 0.3

d1 Death rate of susceptible individuals 0.1

d2 Death rate of exposed to carrier 0.2

d3 Death rate of exposed to infected individuals 0.2

d4 Death rate of carrier individuals 0.2

d5 Death rate of infected individuals 0.3

d6 Death rate of hospitalized individuals 0.4

d7 Death rate of recovered individuals 0.1

k Mean latent period 0.19

ρ1 = ρ2 Proportion of carrier and infected cases 0.58

γ1 = γ2 Mean infectious period 0.2

γr Mean length of hospital stay 0.14

p Rate of infected individual who becomes carrier 0.3

q Rate of carrier individual who becomes infected 0.5

6.2 Effect of the time delays on the asymptotic behaviour of the equilibria:

In this case, we take the values β = 0.02, γ = 0.001, and ` = 0.001. Let us consider the case τ1 = τ2 = τ .

In Table 2, we present the values of R0 and the equilibria of system (10)-(16) with different values of τ .From

Table 2: Values of R0 and steady states of system (10)-(16) with different values of τ

τ R0 Steady states

0.067 2.24 P ∗ = (446.37, 50.07, 116.83, 4.6, 18.97, 13.09, 65.46)

0.082 2.21 P ∗ = (453.12, 48.73, 113.69, 4.47, 18.97, 12.74, 63.70)

0.67 1.23 P ∗ = (815.79, 9.12, 21.27, 0.84, 3.45, 2.38, 11.92)

0.8735928143 1.00 P0 = (1000, 0, 0, 0, 0, 0, 0)

1.2 0.72 P0 = (1000, 0, 0, 0, 0, 0, 0)

1.5 0.5 P0 = (1000, 0, 0, 0, 0, 0, 0)

2.5 0.19 P0 = (1000, 0, 0, 0, 0, 0, 0)

3.1 0.11 P0 = (1000, 0, 0, 0, 0, 0, 0)

3.5 0.07 P0 = (1000, 0, 0, 0, 0, 0, 0)

Table 2, we can observe that the value of R0 is decreased as τ is increased. Moreover, for small values of τ ,

P ∗ exists and for large values of τ the system moved from P ∗ to P0 with is GAS. Figures 2 shows the effect of

the parameter τ on the evaluation of the states of the system. We can see that as the time delay parameter is

increased, the number of susceptible individuals are increased and tend to its normal number, while the number
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of individuals in other groups is reduced and tends to zero. It means that, the time delay play the role of

controlling the disease transmission.

(a) Evaluation of S(t). (b) Evaluation of Ec(t).

(c) Evaluation of Em(t). (d) Evaluation of Ic(t).

(e) Evaluation of carrier Im(t). (f) Evaluation of H(t).

(g) Evaluation of R(t).

Figure 1: The evaluations of the system states (10)-(16) with two delays τ1 = τ2 = 0.01.
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(a) Evaluation of S(t).
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(b) Evaluation of Ec(t).

0 10 20 30 40 50 60 70 80
0

20

40

60

80

100

120

140

Time

E
xp

os
ed

 g
ro

up

 

 

τ = 0.06
τ=0.8
τ=1.5

(c) Evaluation of Em(t).
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(d) Evaluation of Ic(t).
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(e) Evaluation of carrier Im(t).
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(f) Evaluation of H(t).
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(g) Evaluation of R(t).

Figure 2: The evaluations of system (10) -(16) with different values of τ .
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7 Conclusion

We have proposed a MERS-CoV model with two times delay. We have obtained the biological threshold, the

basic reproduction number R0. The existence of the model’s equilibria has been proven. The global asymptotic

stability of the disease free equilibria P0 has been investigated by constructing Lyapunov functional and using

LaSalle’s invariance principle. To support our theoretical results, we have presented the numerical simulations.
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CONVEXITY AND HYPERCONVEXITY IN FUZZY METRIC

SPACE

EBRU YIĞIT AND HAKAN EFE

Abstract. In this paper, firstly we give the definion of fuzzy convex met-

ric, in a different way. Then we introduce the concept of hyperconvexity in

fuzzy metric space and prove that every fuzzy hyperconvex metric space is
complete. Also it is proved that for m−seperable fuzzy metric spaces, fuzzy

m−hyperconvexity is equivalent to fuzzy hyperconvexity.

1. INTRODUCTION

The concept of convex metric space has been studied by many authors, in some
different ways [7, 9, 11, 14, 15]. After that, some authors examined this concept
for fuzzy metric space by using the definition of fuzzy metric which is introduced
by George and Veeremani [1], for example; Thanithamil [4] introduced the convex
structure in fuzzy metric spaces and Vosoughi and Hosseni [8] gave the definion
of metrically convex fuzzy metric space (X,M, ∗). The other common concept for
metric space is hyperconvexity which was introduced by Aronszajn and Panitch-
pakdi [10] in 1956. Since then many interesting works have been appeared for
hyperconvex spaces [5, 11, 13].

In this paper, we give the notion of fuzzy convex metric space by using the closed
balls, in a different way. Also, we introduce a new notion for fuzzy metric space
which is called fuzzy hyperconvex metric space. One of the main result of this
paper is that every fuzzy hyperconvex metric space is complete. Also, the fuzzy
m−hyperconvexity is introduced for any cardinal m ≥ 3, which is a weaker property
than fuzzy hyperconvexity. The definition m−seperability for fuzzy metric space is
used, so the other result for this paper is that for any m−seperable fuzzy metric
spaces, fuzzy m−hyperconvexity is equivalent to fuzzy hyperconvexity.

2. PRELIMINARIES

Definition 1. [6] A binary operation ∗ : [0, 1]× [0, 1]→ [0, 1] is continuous t-norm
if ∗ satisfies the following conditions:

(i) ∗ is commutative and associative;
(ii) ∗ is continuous;
(iii) a ∗ 1 = a for all a ∈ [0, 1] ;
(iv) a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d, for a, b, c, d ∈ [0, 1] .

Remark 1. [1] (i) For any r1 ∈ (0, 1) with r1 > r2, there exist r3 ∈ (0, 1) such that
r1 ∗ r3 ≥ r2.
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2 EBRU YIĞIT AND HAKAN EFE

(ii) For any r4 ∈ (0, 1) , there exist r5 ∈ (0, 1) such that r5 ∗ r5 ≥ r4.

Definition 2. [1] The 3-tuple (X,M, ∗) is said to be a fuzzy metric space if X is
an arbitrary set, ∗ is a continuous t-norm and M is a fuzzy set on X2 × (0,∞)
satisfying the following conditions, for all x, y, z ∈ X and s, t > 0:

(FM-1) M(x, y, t) > 0,
(FM-2) M(x, y, t) = 1 if and only if x = y,
(FM-3) M(x, y, t) = M(y, x, t),
(FM-4) M(x, z, t+ s) ≥M(x, y, t) ∗M(y, z, s),
(FM-5) M(x, y, .) : (0,∞)→ [0, 1] is continuous.

Example 1. [1] (Induced fuzzy metric). Let (X, d) be a metric space. Define
a ∗ b = min {a, b} for all ∀a, b ∈ [0, 1] and let M be fuzzy set on X ×X × (0,∞) as
follows:

M(x, y, t) =
ktn

ktn +md(x, y)
, k,m, n ∈ R+.

Then (X,M, ∗) is a fuzzy metric space. In this example by taking k = m = n = 1,
we get

M(x, y, t) =
t

t+ d(x, y)
.

We call this fuzzy metric induced by a metric d the standard fuzzy metric.

Definition 3. [1] Let (X,M, ∗) be a fuzzy metric space and let r ∈ (0, 1), t > 0 and
x ∈ X. The open ball and the closed ball with center x and radius r with respect to
t are defined as follows, respectively

BM (x, r, t) = {y ∈ X : M(x, y, t) > 1− r}

B̄M (x, r, t) = {y ∈ X : M(x, y, t) ≥ 1− r} .

Remark 2. [1] Every open ball is an open set and every closed ball is a closed set
in a fuzzy metric space (X,M, ∗).

Theorem 1. [1] Let (X,M, ∗) be a fuzzy metric space. Define

τM = {A ⊂ X : ∀ x ∈ A, ∃r ∈ (0, 1) and t > 0 3 BM (x, r, t) ⊂ A } .

Then τM is a topology on X.

Definition 4. [1] Let (X,M, ∗) be a fuzzy metric space. Then
(a) A sequence {xn} in X is said to be Cauchy sequence if for each ε > 0 and

each t > 0, there exists n0 ∈ N such that M(xn, xm, t) > 1− ε, for all n,m ≥ n0.
(b) (X,M, ∗) is called complete if every Cauchy sequence is convergent with re-

spect to τM .

Definition 5. [3] Let (X,M, ∗) be a fuzzy metric space. A collection of sets
{Fn}n∈N is said to have fuzzy diameter zero if and only if for each pair r, t > 0,
(r ∈ (0, 1) and t > 0), there exists n ∈ N such that M(x, y, t) > 1 − r for all
x, y ∈ Fn.

Remark 3. [3] A non-empty subset F of a fuzzy metric space X has fuzzy diameter
zero if and only if F is a singleton set.
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Theorem 2. [3] A necessary and sufficient condition that a fuzzy metric space
(X,M, ∗) be complete is that every nested sequence of non-empty closed sets {Fn}∞n=1

with fuzzy diameter zero have non-empty intersection. And the element x ∈
⋂
n∈N

Fn

is unique.

Definition 6. [12] Let (X,M, ∗) be a fuzzy metric space. Let the mappings δA(t) :
(0,∞) −→ [0, 1] be defined as

δA(t) = inf
x,y∈A

sup
ε<t

M(x, y, ε).

The constant δA = sup
t>0

δA(t) will be called fuzzy diameter of set A. If δA = 1 the

set A will be called F-strongly bounded.

Definition 7. [11] Let (X, d) be a metric space. We say that X is metrically convex
if for any points x1, x2 ∈ X and positive numbers α and β such that d(x1, x2) ≤
α + β, there exists z ∈ X such that d(x1, z) ≤ α and d(x2, z) ≤ β, or equivalently
z ∈ B̄(x1, α) ∩ B̄(x2, β).

Definition 8. [11] Let (X, d) be a metric space and Γ be an index set. The metric
space X is said to has the ball intersection property (BIP in short) if

⋂
α∈Γ

B̄α 6= ∅

for any collection of closed balls (B̄α)α∈Γ such that
⋂

α∈Γf

B̄α 6= ∅, for any finite

subset Γf ⊂ Γ.

Definition 9. [11] Let (X, d) be a metric space and Γ be an index set. The metric
space X is said to be hyperconvex if

⋂
α∈Γ

B̄(xα, rα) 6= ∅ for any collection of points

{xα}α∈Γ in X and positive numbers {rα}α∈Γ such that d(xα, xβ) ≤ rα + rβ for any
α and β in Γ.

Example 2. [11] The real line R is hyperconvex with the usual metric d.

Example 3. [11] The infinite dimensional Banach space l∞ is hyperconvex.

Definition 10. [10] A metric space (X, d) is called m−seperable if it contains a
dense subset of cardinal < m.

3. MAIN RESULTS

Before we give the definition of fuzzy metrically convexity, we give the following
Lemma for the definition to be clear.

Lemma 1. Let (X,M, ∗) be a fuzzy metric space, x1, x2 ∈ X, r1, r2 ∈ (0, 1) and
t1, t2 ∈ (0,∞). If B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2) 6= ∅ then M(x1, x2, t1 + t2) ≥
(1− r1) ∗ (1− r2) for any x1, x2 ∈ X and each pair of r1, t1 > 0 and r2, t2 > 0.

Proof. Let B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2) 6= ∅. Then there exists z ∈ X such that

z ∈ B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2)

=⇒ z ∈ B̄M (x1, r1, t1) and z ∈ B̄M (x2, r2, t2)

=⇒ M(x1, z, t1) ≥ (1− r1) and M(x2, z, t2) ≥ (1− r2).

By the Definition 1-(vi) we have M(x1, z, t1)∗M(x2, z, t2) ≥ (1−r1)∗(1−r2) and by
the condition (FM-4) of fuzzy metric we get M(x1, x2, t1+t2) ≥ (1−r1)∗(1−r2). �
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The converse of Lemma 1 may not be true. Example 4 explain this situation.

Example 4. Let X = N. Define a ∗ b = a.b for all ∀a, b ∈ [0, 1] and let M be fuzzy
set on N× N× (0,∞) as follows:

M(x, y, t) =
min {x, y}+ t

max {x, y}+ t
.

In this case we know that M is a fuzzy metric on N. If we choose t1 = 1, t2 = 1,
r1 = 0.3, r2 = 0.5, x1 = 3 and x2 = 10 then the inequality M(x1, x2, t1 + t2) ≥
(1−r1)∗(1−r2) is satisfied but B̄M (3, 0.3, 1)∩B̄M (10, 0.5, 1) = ∅ and so we can not
find any point z ∈ X such that M(x1, z, t1) ≥ (1− r1) and M(x2, z, t2) ≥ (1− r2).

Consequently, when the converse of Lemma 1 also be true, we give Definition 11.

Definition 11. Let (X,M, ∗) be a fuzzy metric space. We say that X is fuzzy
metrically convex if for any points x1, x2 ∈ X and for each pair r1, t1 > 0 and
r2, t2 > 0 (r1, r2 ∈ (0, 1) and t1, t2 ∈ (0,∞)) such that M(x1, x2, t1 + t2) ≥ (1 −
r1)∗(1−r2), there exists z ∈ X such that M(x1, z, t1) ≥ (1−r1) and M(x2, z, t2) ≥
(1− r2) or equivalently z ∈ B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2).

Example 5. Let the metric space (X, d) be metrically convex. Define continuous
t-norm as a ∗ b = a.b for all ∀a, b ∈ [0, 1] and let M be fuzzy set on X ×X × (0,∞)
as follows:

M(x, y, t) = e
−d(x,y)

t .

Then the 3-tuple (X,M, ∗) is a fuzzy metric space and under these conditions
(X,M, ∗) is fuzzy metrically convex. Indeed, let (X, d) be metrically convex then for
any points x1, x2 ∈ X and positive numbers α and β such that d(x1, x2) ≤ α + β,
there exists z ∈ X such that d(x1, z) ≤ α and d(x2, z) ≤ β, or equivalently
z ∈ B(x1, α) ∩ B(x2, β). Take α = −t1 ln(1 − r1) and β = −t2 ln(1 − r2). By
the choices of α, β, the inequality M(x1, x2, t1 + t2) ≥ (1− r1) ∗ (1− r2) is satisfied
and also r1, r2 ∈ (0, 1). By using the metrically convexity of (X, d);

d(x1, z) ≤ −t1 ln(1− r1) and d(x2, z) ≤ −t2 ln(1− r2)

=⇒ −d(x1, z) ≥ t1 ln(1− r1) and − d(x2, z) ≥ t2 ln(1− r2)

=⇒ e−d(x1,z) ≥ et1 ln(1−r1) and e−d(x2,z) ≥ et2 ln(1−r2)

=⇒ e
−d(x1,z)

t1 ≥ (1− r1) and e
−d(x2,z)

t2 ≥ (1− r2)

=⇒ M(x1, z, t1) ≥ (1− r1) and M(x2, z, t2) ≥ (1− r2).

This implies that z ∈ B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2), then the fuzzy metric space
(X,M, ∗) is fuzzy metrically convex.

Definition 12. Let (X,M, ∗) be a metric space, Γ be an index set, ri ∈ (0, 1)
and ti ∈ (0,∞) for all i ∈ Γ. The fuzzy metric space X is said to has the ball
intersection property (BIP in short) if

⋂
i∈Γ

B̄M (xi, ri, ti) 6= ∅ for any collection of

closed balls (B̄M (xi, ri, ti))i∈Γ such that
⋂
i∈Γf

B̄M (xi, ri, ti) 6= ∅ for any finite subset

Γf ⊂ Γ.

Definition 13. Let (X,M, ∗) be a metric space, Γ be an index set, ri ∈ (0, 1) and
ti ∈ (0,∞) for all i ∈ Γ. The fuzzy metric space X is said to be fuzzy hyperconvex
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if for any indexed class of closed balls B̄M (xi, ri, ti) in X, satifying the condition
that

M(xi, xj , ti + tj) ≥ (1− ri) ∗ (1− rj)
for all i, j ∈ Γ, the intersection

⋂
i∈Γ

B̄M (xi, ri, ti) 6= ∅.

Theorem 3. Let (X = R, d) be the usual metric space. Consider the standard fuzzy
metric M where M(x, y, t) = t

t+d(x,y) with a ∗ b = min {a, b} for all a, b ∈ (0, 1).

Then (X,M, ∗) is fuzzy metrically hyperconvex (or fuzzy hyperconvex).

Proof. Since (R, d) is hyperconvex, for any collection of closed balls B̄(xα, rα)
satisfying the condition that d(xα, xβ) ≤ rα + rβ for any α and β in Γ, the in-
tersection

⋂
α∈Γ

B̄(xα, rα) 6= ∅. Now choose Rα = rα
tα+rα

ve Rβ =
rβ

tβ+rβ
. It

is clear that Rα, Rβ ∈ (0, 1) and by these choices and the minimum t-norm,
M(xα, xβ , tα + tβ) ≥ (1 − Rα) ∗ (1 − Rβ) = min {(1−Rα), (1−Rβ)} = (1 − Rα)
(without lost generality we can take Rα ≥ Rβ) is satisfied. By the hyperconvexity
of (R, d);⋂

α∈Γ

B̄(xα, rα) 6= ∅, for all α ∈ Γ , then there exsists z ∈ X such that

z ∈
⋂
α∈Γ

B̄(xα, rα)

=⇒ d(xα, z) ≤ rα
=⇒ tα + d(xα, z) ≤ tα + rα

=⇒ tα
tα + d(xα, z)

≥ tα
tα + rα

=⇒ M(xα, z, tα) ≥ 1−Rα
=⇒ z ∈ B̄M (xα, rα, tα), for all α ∈ Γ

=⇒ z ∈
⋂
i∈Γ

B̄M (xα, rα, tα).

So (R,M, ∗) is fuzzy hyperconvex. �

Example 6. In particular if we take t = 1 in the Theorem 3 M becomes M(x, y) =
1

1+d(x,y) . M is stationary fuzzy metric on R with the continuous minimum t-norm

and (R,M, ∗) is fuzzy hyperconvex.

Proposition 1. If the space (X,M, ∗) is fuzzy hyperconvex then it has the ball
intersection property.

Proof. Let (X,M, ∗) be fuzzy hyperconvex and be
⋂
i∈Γf

B̄M (xi, ri, ti) 6= ∅ for any

finite subset Γf ⊂ Γ. Then it follows that⋂
i∈Γf

B̄M (xi, ri, ti) 6= ∅, then there exists z ∈ X such that

z ∈
⋂
i∈Γf

B̄M (xi, ri, ti) for i = {1, 2, ..., n}

=⇒ z ∈ B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2) ∩ ... ∩ B̄M (xn, rn, tn)

=⇒ M(x1, z, t1) ≥ (1− r1),M(x2, z, t2) ≥ (1− r2), ...,M(xn, z, tn) ≥ (1− rn)
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so M(xi, z, ti) ≥ (1− ri) and M(xj , z, tj) ≥ (1− rj) for arbitrary i, j ∈ Γf . By the
condition (FM-4)

(3.1) M(xi, xj , ti + tj) ≥M(xi, z, ti) ∗M(xj , z, tj) ≥ (1− ri) ∗ (1− rj).

Since (X,M, ∗) is fuzzy hyperconvex and the inequality (3.1) is satisfied for all
i, j ∈ Γ, then

⋂
i∈Γ

B̄M (xi, ri, ti) 6= ∅ for all i ∈ Γ and so (X,M, ∗) has the ball

intersection property. �

Theorem 4. Any fuzzy metric space (X,M, ∗) which has the ball intersection prop-
erty is complete. In particular any fuzzy hyperconvex metric space is complete.

Proof. Let (X,M, ∗) be a fuzzy metric space which has ball intersection property
and let {xn} be a Cauchy sequence in X. For any n ≥ 1, take the set

rn = sup
tn>0

{
inf
m≥n

{
sup
s<tn

{M(xn, xm, s)}
}}

.

Consider the collection of closed balls
(
B̄M (xn, rn, tn)

)
n≥1

. Since {xn} is Cauchy

and by the choice of rn, for m ≥ n we have M(xn, xm, tn) ≥ 1 − rn i.e {rn} has
fuzzy diameter zero. Now we examine this situation for any finite index n1 < n2 <
... < nk. For n1 < n2 < ... < nk, we have

M(xn1
, xnk , tn1

) ≥ 1−rn1
, M(xn2

, xnk , tn2
) ≥ 1−rn2

, ..., M(xnk , xnk , tnk) ≥ 1−rnk
which means that

xn1
, xn2

, ..., xnk ∈ B̄M (xn1
, rn1

, tn1
)

xn2
, ..., xnk ∈ B̄M (xn2

, rn2
, tn2

)

...

xnk ∈ B̄M (xnk , rnk , tnk)

therefore

xnk ∈ B̄M (xn1
, rn1

, tn1
) ∩ B̄M (xn2

, rn2
, tn2

) ∩ ... ∩ B̄M (xnk , rnk , tnk).

SinceX has the ball intersection property, then we may conclude that
⋂
n≥1

B̄M (xn, rn, tn) 6=

∅ for any n ∈ N. Since {xn} is a Cauchy sequence and {rn} has fuzzy diameter
zero, the intersection

⋂
n≥1

B̄M (xn, rn, tn) is reduced to one point z which is the limit

of the sequence {xn}. So indeed, the point z ∈
⋂
n≥1

B̄M (xn, rn, tn) then for each

pair of rn, tn > 0 there exists n1 ∈ N such that M(xn, z, tn) > 1−rn for all n ≥ n1.
Therefore, M(xn, z, tn) converges to 1 when n −→∞, for each tn > 0 and (X,M, ∗)
is complete. �

Proposition 2. Fuzzy hyperconvexity is equivalent to the ball intersection property
and fuzzy metrically convexity.

Proof. If (X,M, ∗) is fuzzy hyperconvex, by Proposition 1 X satisfies the ball in-
tersection property and it is easy to see that X is fuzzy convex metric space.
Conversely, if two closed balls B̄M (xi, ri, ti) and B̄M (xj , rj , tj) satisfy the relation
M(xi, xj , ti+tj) ≥ (1−ri)∗(1−rj), they must intersect since X has ball intersection
property. �
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Now we give the definition of fuzzy m−hyperconvexity. Note that fuzzy m-
hyperconvexity is a weaker property than fuzzy hyperconvexity. The definitions of
fuzzy hyperconvexity and fuzzy m−hyperconvexity can be considered structurally
similar.

Definition 14. Let (X,M, ∗) be a metric space, Γ be an index set such that
card(Γ)< m, ri ∈ (0, 1) and ti ∈ (0,∞) for all i ∈ Γ. The fuzzy metric space X is
said to be fuzzy m−hyperconvex if for any indexed class of closed balls B̄M (xi, ri, ti)
in X, satifying the condition that

M(xi, xj , ti + tj) ≥ (1− ri) ∗ (1− rj)
for all i, j ∈ Γ, the intersection

⋂
i∈Γ

B̄M (xi, ri, ti) 6= ∅.

Proposition 3. (i) It is clear that fuzzy hyperconvexity is stronger than fuzzy
m−hyperconvexity, which is stronger than fuzzy n−hyperconvexity if n < m.

(ii) It is easy to see that every fuzzy metric space (X,M, ∗) is fuzzy 1−hyperconvex.

Theorem 5. For m = 3, fuzzy 3−hyperconvexity is equivalent to fuzzy metrically
convexity.

Proof. Let (X,M, ∗) be fuzzy 3−hyperconvex. Since card(Γ)< m = 3, the index set
Γ is Γ = {1, 2}. It follows that for any points x1, x2 ∈ X and for each pair r1, t1 > 0
and r2, t2 > 0 (r1, r2 ∈ (0, 1) and t1, t2 ∈ (0,∞)) such that M(x1, x2, t1 + t2) ≥
(1 − r1) ∗ (1 − r2), there exists z ∈ X such that M(x1, z, t1) ≥ (1 − r1) and
M(x2, z, t2) ≥ (1− r2). This means that (X,M, ∗) is fuzzy metrically convex.

Conversely, Let (X,M, ∗) be fuzzy metrically convex. Then for Γ = {1, 2}, we
have B̄M (x1, r1, t1) ∩ B̄M (x2, r2, t2) 6= ∅. So for any indexed class of closed balls
B̄M (xi, ri, ti) in X, satifying the condition that

M(xi, xj , ti + tj) ≥ (1− ri) ∗ (1− rj)

for all i, j ∈ Γ = {1, 2}, the intersection
2⋂
i=1

B̄M (xi, ri, ti) 6= ∅. So (X,M, ∗) is fuzzy

3−hyperconvex. �

Definition 15. A fuzzy metric space (X,M, ∗) is called m−seperable if it contains
a dense subset of cardinal (K) < m where K ⊂ Γ, Γ is index set. (This definition
is the same with Definition 10 except for the spaces.)

Note that when n < m, m−seperability is weaker than n−seperability for any
fuzzy metric space (X,M, ∗). m−seperability for a finite cardinal m means that
the fuzzy metric space (X,M, ∗) is a finite set, and at the same time it contains at
most m− 1 points.

Theorem 6. If the fuzzy metric space (X,M, ∗) is fuzzy m−hyperconvex and at
the same time m−seperable, then it is fuzzy hyperconvex.

Proof. Consider an arbitrary indexed family of closed balls B̄M (xi, ri, ti) satisfying
the condition that M(xi, xj , ti + tj) ≥ (1− ri) ∗ (1− rj), for all i, j ∈ Γ. Let X be
fuzzy m-hyperconvex and let {pk}, k ∈ K with card(K)< m, be an indexed set of

points, which is dense in X. Take the pair of r
′

k, t
′

k > 0 as follows, respectively

r
′

k, t
′

k = ′′the infimum of all r ∈ (0, 1) and the infimum of all t > 0(3.2)

such that ∃ i ∈ Γ with B̄M (xi, ri, ti) ⊂ B̄M (pk, r, t)
′′.
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Now we claim that the class of closed balls B̄M (pk, r
′

k, t
′

k), k ∈ K, satisfies the
requirement of fuzzy m−hyperconvexity. So indeed, take any indices k, l ∈ K and
arbitrary ε ∈ (0, 1) and arbitrary ε

′
> 0. By (3.2) there exist i, j ∈ Γ such that

(3.3) B̄M (xi, ri, ti) ⊂ B̄M (pk, r
′

k + ε, t
′

k + ε
′
)

and

(3.4) B̄M (xj , rj , tj) ⊂ B̄M (pl, r
′

l + ε, t
′

l + ε′).

SinceX is fuzzym−hyperconvex, there exist a point q in B̄M (xi, ri, ti)∩B̄M (xj , rj , tj),

at the same time by (3.3), (3.4) q is in B̄M (pk, r
′

k+ε, t
′

k+ε
′
)∩ B̄M (pl, r

′

l +ε, t
′

l+ε′).
Then,

q ∈ B̄M (pk, r
′

k + ε, t
′

k + ε
′
) ∩ B̄M (pl, r

′

l + ε, t
′

l + ε′)

=⇒ M(pk, q, t
′

k + ε
′
) ≥ 1− (r

′

k + ε) and M(pl, q, t
′

l + ε
′
) ≥ 1− (r

′

l + ε)

=⇒ M(pk, pl, t
′

k + t
′

l + 2ε
′
) ≥

[
1− (r

′

k + ε)
]
∗
[
1− (r

′

l + ε)
]
.(3.5)

Since ε ∈ (0, 1) and ε′ > 0 are arbitrary, by (3.5) we find the requirement for

m−hyperconvexity for the collection of closed balls B̄M (pk, r
′

k, t
′

k), k ∈ K. So,

there is a point x in
⋂
k∈K

B̄M (pk, r
′

k, t
′

k).

Now we need to show that x ∈ B̄M (xi, ri, ti), for all i ∈ Γ, i.e. M(x, xi, ti) ≥ 1−ri
to see the fuzzy hyperconvexity of X. For this, take an arbitrary ε ∈ (0, 1) and

arbitrary ε′ > 0. Since the set {pk}, k ∈ K is dense in X, there exists a point pk
for each xi ∈ X such that

(3.6) M(xi, pk, ε
′) > 1− ε.

Therefore

B̄M (xi, ri, ti) ⊂ B̄M (pk, ri + ε, ti + ε′).

Due to the choices of r
′

k and t
′

k, it follows that B̄M (pk, r
′

k, t
′

k) ⊂ B̄M (pk, ri+ε, ti+ε
′)

and so, we get that r
′

k ≤ ri+ε and t
′

k ≤ ti+ε′.Therefore, by the triangle inequality
for fuzzy metric (i.e. the condition (FM-4)),

M(x, xi, ti + 2ε
′
) ≥ M(x, pk, ti + ε

′
) ∗M(pk, xi, ε

′)

≥ M(x, pk, t
′

k) ∗M(pk, xi, ε
′)

> (1− r
′

k) ∗ (1− ε)
≥ [1− (ri + ε)] ∗ (1− ε).

Since ε and ε′ is arbitrary, M(x, xi, ti) ≥ 1−ri. This means that x ∈
⋂
i∈Γ

B̄M (xi, ri, ti)

and so X is fuzzy hyperconvex. �

Remark 4. It is clear that if the fuzzy metric space (X,M, ∗) is m−seperable and
the space X has finite number of points, then we can not mention fuzzy m−hyperconvexity.
So indeed, since fuzzy m−hyperconvexity (m ≥ 3) implies the fuzzy metrically con-
vexity (Proposition 2), X can not be a finite set except when the set is reduced to a
single point.

Consequently, Teorem 6 indicate this situation i.e. if the fuzzy metric space
(X,M, ∗) is fuzzy m− hyperconvex and m−seperable then (X,M, ∗) is fuzzy hyper-
convex.
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[12] S.N.Ješić, N.A.Babačev and R.M.Nikolić, A common fixed point theorem in fuzzy metric

spaces with nonlinear contractive type condition defined using Φ-function, In Abstract and

Applied Analysis (Vol. 2013). Hindawi Publishing Corporation (2013).
[13] S.Park, Fixed point theorems in hyperconvex metric spaces, Nonlinear Analysis: Theory,

Methods & Applications, 37(4), 467-472 (1999).

[14] T.Shimizu, Fixed Points of Multivalued Nonexpansive Mappings in Certain Convex Metric
Spaces, Nonlinear Analysıs and Convex Analysıs, (1998).

[15] W.Takahashi, A convexity in metric space and nonexpansive mappings, I. In Kodai Mathe-

matical Seminar Reports (Vol. 22, No. 2, pp. 142-149). Department of Mathematics, Tokyo
Institute of Technology (1970).

Graduate School of Natural and Applied Science Gazi University Teknikokullar,

Ankara, 06500, TURKEY
E-mail address: yigittebru@gmail.com

Department of Mathematics Faculty of Science Gazi University Teknikokullar, Ankara,

06500, TURKEY
E-mail address: hakanefe@gazi.edu.tr

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

58 YIGIT ET AL 50-58



ON GENERALIZATIONS OF A REVERSE HARDY-HILBERT’S
TYPE INEQUALITY

ZHENGPING ZHANG, GAOWEN XI

Abstract. By introducing a parameter α and using the expression of the β function
establishing the inequality of the weight coefficient, a generalizations of the reverse
Hardy-Hilbert’s type inequality is proved. As applications, some equivalent form and
a number of particular cases are obtained.

1. Introduction

Let p > 1, 1
p

+ 1
q

= 1, an ≥ 0, bn ≥ 0, and 0 <
∑∞

n=0 a
p
n < ∞, 0 <

∑∞
n=0 b

q
n < ∞,

then

∞∑
n=0

∞∑
m=0

ambn
m+ n+ 1

<
π

sin(π/p)

(
∞∑
n=0

apn

)1/p( ∞∑
n=0

bqn

)1/q

, (1.1)

and

∞∑
n=1

∞∑
m=1

ambn
max{m,n}

< pq

{
∞∑
n=1

apn

} 1
p
{
∞∑
n=1

bqn

} 1
q

, (1.2)

where the constant π
sin π

p
and pq is best possible for each inequality respectively.

Inequality (1.1) is Hardy-Hilbert’s inequality. Inequality (1.2) is a Hilbert’s type in-
equality [1].

For (1.1), Yang et al. [7], [8], [9], [10] and [11] gave some strengthened versions and
extensions as follows:

∞∑
n=0

∞∑
m=0

ambn
m+ n+ 1

<

{
∞∑
n=0

[
π − 7

5(
√
n+ 3)

]
a2n

∞∑
n=0

[
π − 7

5(
√
n+ 3)

]
b2n

}1/2

; (1.3)

∞∑
n=0

∞∑
m=0

ambn
m+ n+ 1

<

{
∞∑
n=0

[
π

sin(π/p)
− ln2− C

(2n+ 1)1+1/p

]
apn

}1/p

×

{
∞∑
n=0

[
π

sin(π/p)
− ln 2− C

(2n+ 1)1+1/q

]
bqn

}1/q

, (1.4)

2010 Mathematics Subject Classification: 26D15.
Key Words:Hardy-Hilbert’s inequality; weight coefficient; β function; reverse; generalizations .
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2 ZHENGPING ZHANG, GAOWEN XI

where ln 2− C = 0.1159315+ (C is the Euler constant).

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ 1)λ

< B

(
p+ λ− 2

p
,
q + λ− 2

q

){ ∞∑
n=0

(n+
1

2
)1−λapn

}1/p

×

{
∞∑
n=0

(n+
1

2
)1−λbqn

}1/q

, (1.5)

where the constant B
(
p+λ−2

p
, q+λ−2

q

)
is the best possible ( 2−min{p, q} < λ ≤ 2).

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ 1)λ

< B

(
λ

p
,
λ

q

){ ∞∑
n=0

(n+
1

2
)p−1−λapn

}1/p

×

{
∞∑
n=0

(n+
1

2
)q−1−λbqn

}1/q

. (1.6)

where the constant B(λ
p
, λ

q
) is the best possible ( 0 < λ ≤ min{p, q}).

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ 1)λ

< B

(
(r − 2)t+ λ

r
,
(s− 2)t+ λ

s

){ ∞∑
n=0

(n+
1

2
)p(1−t+

2t−λ
r

)−1apn

}1/p

×

{
∞∑
n=0

(n+
1

2
)q(1−t+

2t−λ
s

)−1bqn

}1/q

, (1.7)

where the constantB( (r−2)t+λ
r

, (s−2)t+λ
s

) is the best possible ( r > 1, 1
r
+1
s

= 1, t ∈ [0, 1],
2−min{r, s}t < λ ≤ 2−min{r, s}t+ min{r, s}).

In [5] and [6], Xi gave a generalizations and reinforcements of inequalities (1.2:

∞∑
n=1

∞∑
m=1

ambn
max(mλ, nλ)

<

{
∞∑
n=1

[
κ (λ )− 1

3qn
q+λ−2
q

]
n1−λapn

} 1
p

×

{
∞∑
n=1

[
κ (λ )− 1

3pn
p+λ−2
p

]
n1−λbqn

} 1
q

, (1.8)

∞∑
n=1

∞∑
m=1

ambn
max{mλ + A, nλ +B}

<

{
∞∑
n=1

[
κ(λ)− 1

n
q+λ−2
q

(
1

3q
− B

1 +B

)]
n1−λapn

} 1
p

×

{
∞∑
n=1

[
κ(λ)− 1

n
p+λ−2
p

(
1

3p
− A

1 + A

)]
n1−λbqn

} 1
q

, (1.9)

where κ(λ) = p qλ
(p+λ−2)(q+λ−2) > 0, 2−min{p, q} < λ ≤ 2, 0 ≤ A ≤ B ≤ min{ 1

3p−1 ,
1

3q−1}.
For the reverse Hardy-Hilbert’s inequality, recently, Yang [12] gave a reverse form of

inequalities (1.5), (1.6) and (1.7) for λ = 2. In [4], Xi gave an extension of the above
Yang’s work for 1.5 ≤ λ < 3:
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ON GENERALIZATIONS OF A REVERSE HARDY-HILBERT’S TYPE INEQUALITY 3

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ 1)λ

>
2

λ− 1

{
∞∑
n=0

(n+ 1)2−λ

2n+ 3− λ

[
1− (λ− 1)2

4(n+ 1)2

]
apn

}1/p

×

{
∞∑
n=0

(n+ 1)2−λ

2n+ 3− λ
bqn

}1/q

, (1.10)

where 0 < p < 1, 1
p

+ 1
q

= 1, 1.5 ≤ λ < 3 and an ≥ 0, bn > 0, such that 0 <∑∞
n=0

(n+1)2−λapn
2n+3−λ <∞, 0 <

∑∞
n=0

(n+1)2−λbqn
2n+3−λ <∞.

In this paper, by introducing a parameter α and using the expression of the β function
establishing the inequality of the weight coefficient. The purpose of this paper is to
give a generalization of inequality (1.10).

For this, we need the following expression of the β function B(p, q) (see [3])

B(p, q) = B(q, p) =

∫ ∞
0

1

(1 + u)p+q
up−1du (p, q > 0), (1.11)

and the following inequality [8]:∫ ∞
0

f(x)dx+
1

2
f(0) <

∞∑
m=0

f(m) <

∫ ∞
0

f(x)dx+
1

2
f(0)− 1

12
f ′(0) (1.12)

where f(x) ∈ C3[0, ∞), and
∫∞
0
f(x)dx < ∞, (−1)nf (n)(x) > 0, f (n)(∞) = 0(n =

0, 1, 2, 3).

2. Main Results

Lemma 2.1. Let N0 be the set of non-negative integers, N be the set of positive
integers and R be the set of real numbers. The weight coefficient ωλ(n, α) is defined by

ωλ(n, α) =
∞∑
m=0

1

(m+ n+ α)λ
, n ∈ N0, 1.5 ≤ λ < 3, α ≥ 1.

Then we have

2(n+ α)2−λ

(λ− 1)(2n+ 2α− λ+ 1)

[
1− (λ− 1)2

4(n+ α)2

]
< ωλ(n, α)

<
2(n+ α)2−λ

(λ− 1)(2n+ 2α− λ+ 1)
. (2.1)

Proof If n ∈ N0, let f(x) = 1
(x+n+α)λ

, x ∈ [0, ∞). By (1.12), we obtain

ωλ(n, α) >

∫ ∞
0

dx

(x+ n+ α)λ
+

1

2(n+ α)λ
=

1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ
.

ωλ(n, α) <

∫ ∞
0

1

(x+ n+ α)λ
dx+

1

2(n+ α)λ
+

λ

12(n+ α)λ+1

=
1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ
+

λ

12(n+ α)λ+1
.
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Since we find[
1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ

] [
2(n+ α)λ−1 − (λ− 1)(n+ α)λ−2

]
=

2

λ− 1
− λ− 1

2(n+ α)2
,

[
1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ
+

1

12(n+ α)λ+1

] [
2(n+ α)λ−1 − (λ− 1)(n+ α)λ−2

]
=

2

λ− 1
− 2λ− 3

6(n+ α)2
− λ(λ− 1)

12(n+ α)3
.

Then we obtain

1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ
=

2(n+ α)2−λ

(λ− 1)(2n+ 2α− λ+ 1)

[
1− (λ− 1)2

4(n+ α)2

]
,

1

(λ− 1)(n+ α)λ−1
+

1

2(n+ α)λ
+

1

12(n+ α)λ+1
=

2(n+ α)2−λ

(λ− 1)(2n+ 2α− λ+ 1)

×
[
1− (2λ− 3)(λ− 1)

12(n+ α)2
− λ(λ− 1)2

24(n+ α)3

]
.

Sine 1.5 ≤ λ < 3, α ≥ 1, so 2(n+α)2−λ

(λ−1)(2n+2α−λ+1)
> 0, (2λ−3)(λ−1)

12(n+α)2
≥ 0, λ(λ−1)2

24(n+α)3
> 0. Then we

have (2.1). The lemma is proved.

Theorem 2.2. Let 0 < p < 1, 1
p
+ 1

q
= 1, 1.5 ≤ λ < 3, α ≥ 1, and an ≥ 0, bn > 0, such

that 0 <
∑∞

n=0
(n+α)2−λ

2n+2α−λ+1

[
1− (λ−1)2

4(n+α)2

]
apn < ∞, 0 <

∑∞
n=0

(n+α)2−λ

2n+2α−λ+1
bqn < ∞. Then we

have

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ α)λ

>
2

λ− 1

{
∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn

}1/p

×

{
∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1
bqn

}1/q

. (2.2)

Proof By the reverse Hölder ’s inequality [2], we have

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ α)λ

=
∞∑
n=0

∞∑
m=0

am

(m+ n+ α)
λ
p

· bn

(m+ n+ α)
λ
q

≥

{
∞∑
m=0

∞∑
n=0

apm
(m+ n+ α)λ

} 1
p

·

{
∞∑
n=0

∞∑
m=0

bqn
(m+ n+ α)λ

} 1
q

=

{
∞∑
m=0

ωλ(m,α)apm

} 1
p

·

{
∞∑
n=0

ωλ(n, α)bqn

} 1
q

·

Since 0 < p < 1 and q < 0, then by (2.1), we obtain (2.2). The theorem is proved.
In Theorem 2.2, for α = 1 we have
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Corollary 2.3. Let 0 < p < 1, 1
p

+ 1
q

= 1, 1.5 ≤ λ < 3 and an ≥ 0, bn > 0, such that

0 <
∑∞

n=0
(n+1)2−λapn
2n+3−λ <∞, 0 <

∑∞
n=0

(n+1)2−λbqn
2n+3−λ <∞. Then we have

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ 1)λ

>
2

λ− 1

{
∞∑
n=0

(n+ 1)2−λ

2n+ 3− λ

[
1− (λ− 1)2

4(n+ 1)2

]
apn

}1/p

×

{
∞∑
n=0

(n+ 1)2−λ

2n+ 3− λ
bqn

}1/q

. (2.3)

Remark. Inequality (2.3) is inequality (1.10). Hence, inequality (2.2) is an
extension inequality (1.10)

Theorem 2.4. Let 0 < p < 1, 1
p

+ 1
q

= 1, 1.5 ≤ λ < 3, α ≥ 1, and an ≥ 0, such that

0 <
∑∞

n=0
(n+α)2−λapn
2n+2α−λ+1

<∞. Then we have

∞∑
n=0

[
(n+ α)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p

>

(
2

λ− 1

)p ∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn. (2.4)

Inequalities (2.4) and (2.2) are equivalent.

Proof Let

bn =

[
(n+ 1)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p−1
, n ∈ N0.

By (2.2), we have{
∞∑
n=0

(n+ 1)2−λbqn
2n+ 2α− λ+ 1

}p

=

{
∞∑
n=0

[
(n+ 1)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p}p

=

{
∞∑
n=0

∞∑
m=0

ambn
(m+ n+ α)λ

}p

≥
(

2

λ− 1

)p ∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn

×

{
∞∑
n=0

(n+ α)2−λbqn
2n+ 2α− λ+ 1

}p−1

.

Then we obtain

∞∑
n=0

(n+ α)2−λbqn
2n+ 2α− λ+ 1

=
∞∑
n=0

[
(n+ α)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p

≥
(

2

λ− 1

)p ∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn. (2.5)
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If
∑∞

n=0
(n+α)2−λbqn
2n+2α−λ+1

=∞, then in view of

0 <
∞∑
n=0

(n+ α)2−λapn
2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
≤

∞∑
n=0

(n+ α)2−λapn
2n+ 2α− λ+ 1

<∞

and (2.5), we have

∞∑
n=0

[
(n+ α)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p
>

(
2

λ− 1

)p
×
∞∑
n=0

(n+ α)λ−2

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn;

if 0 <
∑∞

n=0
(n+α)λ−2bqn
2n+2α−λ+1

<∞, then by (2.2), we find

∞∑
n=0

[
(n+ α)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p
>

(
2

λ− 1

)p
×
∞∑
n=0

(n+ α)2−λ

2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]
apn.

Hence we obtain (2.4).
On the other-hand, by the reverse Hölder ’s inequality [2], we have

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ α)λ

=

[
∞∑
n=0

(n+ α)
λ−2
q (2n+ 2α− λ+ 1)

1
q

∞∑
m=0

am
(m+ n+ α)λ

]

×

[
bn

(n+ α)
λ−2
q (2n+ 2α− λ+ 1)

1
q

]

≥

{
∞∑
n=0

[
(n+ α)2−λ

2n+ 2α− λ+ 1

]1−p [ ∞∑
m=0

am
(m+ n+ α)λ

]p} 1
p

×

{
∞∑
n=0

(n+ α)2−λbqn
2n+ 2α− λ+ 1

} 1
q

.

Hence by (2.4), it follows

∞∑
n=0

∞∑
m=0

ambn
(m+ n+ α)λ

>
2

λ− 1

{
∞∑
n=0

(n+ α)2−λapn
2n+ 2α− λ+ 1

[
1− (λ− 1)2

4(n+ α)2

]} 1
p

×

{
∞∑
n=0

(n+ α)2−λbqn
2n+ 2α− λ+ 1

} 1
q

.

Then, (2.4) and (2.2) are equivalent. The theorem is proved.
In (2.4), for α = 1, we have
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Corollary 2.5. Let 1.5 ≤ λ < 3, 0 < p < 1, 1
p
+ 1
q

= 1, an ≥ 0, 0 <
∑∞

n=0
(n+1)2−λapn
2n−λ+3

<

∞, Then we have
∞∑
n=0

[
(n+ 1)2−λ

2n− λ+ 3

]1−p [ ∞∑
m=0

am
(m+ n+ 1)λ

]p

>

(
2

λ− 1

)p ∞∑
n=0

(n+ 1)2−λ

2n− λ+ 3

[
1− (λ− 1)2

4(n+ 1)2

]
apn. (2.6)

Inequalities (2.6) and (2.3) are equivalent.
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Abstract

The purpose of this paper is to introduce a modification of q-Dunkl generalization of

exponential functions. These types of operators modification enables better error estimation

on the interval [ 12 ,∞) than the classical ones. We obtain some approximation results via well

known Korovkin’s type theorem. Convergence properties by using the modulus of continuity

and the rate of convergence of the operators for functions belonging to the Lipschitz class are

also presented.

Keywords and phrases: q-integers; Dunkl analogue; Szász operator; q- Szász-Mirakjan-

Kantrovich; modulus of continuity; Peetre’s K-functional.
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1. Introduction and preliminaries

In 1912, S.N Bernstein [1] introduced the following sequence of operators
Bn : C[0, 1]→ C[0, 1] defined by

Bn(f ;x) =
n∑
k=0

(
n

k

)
xk(1− x)n−kf

(
k

n

)
, x ∈ [0, 1] (1.1)

for n ∈ N and f ∈ C[0, 1].
In 1950, for x ≥ 0, Szász [17] introduced the operators

Sn(f ;x) = e−nx
∞∑
k=0

(nx)k

k!
f

(
k

n

)
, f ∈ C[0,∞). (1.2)

In the field of approximation theory, the application of q-calculus emerged
as a new area in the field of approximation theory. The first q-analogue of
the well-known Bernstein polynomials was introduced by Lupaş by applying
the idea of q-integers [5]. In 1997 Phillips [14] considered another q-analogue
of the classical Bernstein polynomials. Later on, many authors introduced q-
generalizations of various operators and investigated several approximation prop-
erties [6, 7, 8, 9, 10, 11, 12, 13].
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We now present some basic definitions and concept details of the q-calculus
which are used in this paper.

Let k ∈ N0 and q ∈ (0, 1) then q-integer [k]q is defined as

[k]q =


1−qk
1−q if q 6= 1,

k if q = 1.

The q-factorial [k]q! is defined as

[k]q! =

 [k]q[k − 1]q · · · [1]q if k ∈ N,

1 if k = 0,

and for k ∈ N, q-binomial coefficient

[
k
r

]
q

is defined by[
k
r

]
q

=
[k]q!

[r]q![k − r]q!
, 1 ≤ r ≤ k,

with

[
k
0

]
q

= 1 and

[
k
r

]
q

= 0 for r > k.

There are two q-analogue of the exponential function ex

eq(x) =
∞∑
k=0

xk

[k]q!
=

1

(1− (1− q)x)∞q
, |x| < 1

1− q
, |q| < 1,

and

Eq(x) =
∞∑
k=0

q
k(k−1)

2
xk

[k]q!
= (1 + (1− q)x)∞q , |q| < 1,

where

(1− x)∞q =
∞∏
j=0

(1− qjx).

Our investigation is to construct a linear positive operators generated by
generalization of exponential function for defined by [15]

eµ(x) =
∞∑
n=0

xn

γµ(n)
.

Here

γµ(2k) =
22kk!Γ

(
k + µ+ 1

2

)
Γ
(
µ+ 1

2

) ,

and

γµ(2k + 1) =
22k+1k!Γ

(
k + µ+ 3

2

)
Γ
(
µ+ 1

2

) .

The recursion formula for γµ is given by

γµ(k + 1) = (k + 1 + 2µθk+1)γµ(k), k = 0, 1, 2, · · · ,
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where µ > −1
2

and

θk =

{
0 if k ∈ 2N
1 if k ∈ 2N + 1.

Sucu [16] defined a Dunkl analogue of Szász operators via a generalization of the
exponential function [15] as follows:

S∗n(f ;x) :=
1

eµ(nx)

∞∑
k=0

(nx)k

γµ(k)
f

(
k + 2µθk

n

)
, (1.3)

where x ≥ 0, f ∈ C[0,∞), µ ≥ 0, n ∈ N.
Cheikh et al., [2] stated the q-Dunkl classical q-Hermite type polynomials and gave
definitions of q-Dunkl analogues of exponential functions and recursion relations
for µ > −1

2
and 0 < q < 1.

eµ,q(x) =
∞∑
n=0

xn

γµ,q(n)
, x ∈ [0,∞) (1.4)

Eµ,q(x) =
∞∑
n=0

q
n(n−1)

2 xn

γµ,q(n)
, x ∈ [0,∞) (1.5)

γµ,q(n+ 1) =

(
1− q2µθn+1+n+1

1− q

)
γµ,q(n), n ∈ N, (1.6)

θn =

{
0 if n ∈ 2N,
1 if n ∈ 2N + 1.

An explicit formula for γµ,q(n) is

γµ,q(n) =
(q2µ+1, q2)[n+1

2
](q

2, q2)[n
2
]

(1− q)n
γµ,q(n), n ∈ N.

And some of the special cases of γµ,q(n) are defined as:

γµ,q(0) = 1, γµ,q(1) =
1− q2µ+1

1− q
, γµ,q(2) =

(
1− q2µ+1

1− q

)(
1− q2

1− q

)
,

γµ,q(3) =

(
1− q2µ+1

1− q

)(
1− q2

1− q

)(
1− q2µ+3

1− q

)
,

γµ,q(4) =

(
1− q2µ+1

1− q

)(
1− q2

1− q

)(
1− q2µ+3

1− q

)(
1− q4

1− q

)
.

In [4], Gürhan Içöz gave the Dunkl generalization of Szász operators via
q-calculus as:

Dn,q(f ;x) =
1

eµ,q([n]qx)

∞∑
k=0

([n]qx)k

γµ,q(k)
f

(
1− q2µθk+k

1− qn

)
, (1.7)

for µ > 1
2
, x ≥ 0, 0 < q < 1 and f ∈ C[0,∞).
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Previous studies demonstrate that providing a better error estimation for
positive linear operators plays an important role in approximation theory, which
allows us to approximate much faster to the function being approximated.

Motivated essentially by by Içöz [4] the recent investigation of Dunkl gen-
eralization of Szász-Mirakjan operators via q-calculus we have showed that our
modified operators have better error estimation than [4]. We have proved several
approximation results. We have successfully extended these results and modifying
the results of papers [4].

2. Construction of operators and moments estimation

We modify the q Dunkl analogue of Szász-operators [4].

Let {r[n]q(x)} be a sequence of real-valued continuous functions defined on
[0,∞) with 0 ≤ r[n]q <∞. Then we define

D?
n,q(f ;x) =

1

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ,q(k)
f

(
1− q2µθk+k

1− qn

)
. (2.1)

Now, if we replace r[n]q(x) as

r[n]q(x) = x− 1

2[n]q
, where

1

2n
≤ x <

1

1− qn
and n ∈ N. (2.2)

Then for any 1
2n
≤ x < 1

1−qn , 0 < q < 1, µ > 1
2n

and n ∈ N we have

D∗n,q(f ;x) =
1

eµ,q

(
2[n]qx−1

2

) ∞∑
k=0

(2[n]qx− 1)k

2kγµ,q(k)
f

(
1− q2µθk+k

1− qn

)
. (2.3)

where eµ,q(x), γµ,q are defined in (1.4),(1.6) by [16] and f ∈ Cζ [0,∞) with
ζ ≥ 0 and

Cζ [0,∞) = {f ∈ C[0,∞) :| f(t) |≤M(1 + t)ζ , for some M > 0, ζ > 0}. (2.4)

Lemma 2.1. Let D∗n,q(. ; .) be the operators given by (2.3). Then for each
1
2n
≤ x < 1

1−qn , n ∈ N, we have we have the following identities:

(1) D∗n,q(1;x) = 1,

(2) D∗n,q(t;x) = r[n]q(x) = x− 1
2[n]q

,

(3) x2+
(
q2µ[1− 2µ]q

eµ,q(q[n]qr[n]q (x))

eµ,q([n]qr[n]q (x))
− 1
)

x
[n]q
− 1

4[n]2q

(
2q2µ[1− 2µ]q

eµ,q(q[n]qr[n]q (x))

eµ,q([n]qr[n]q (x))
− 1
)
≤

D∗n,q(t
2;x) ≤ x2 + ([1 + 2µ]q − 1) x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1).

Proof. (1) D∗n,q(1;x) = 1
eµ,q([n]qr[n]q (x))

∑∞
k=0

([n]qr[n]q (x))
k

γµ(k)
= 1.
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(2)

D∗n,q(t;x) =
1

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ(k)

(
1− q2µθk+k

1− qn

)

=
1

[n]qeµ,q([n]qr[n]q(x))

∞∑
k=1

([n]qr[n]q(x))k

γµ(k − 1)

= x− 1

2[n]q

(3)

D∗n,q(t
2;x) =

1

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ(k)

(
1− q2µθk+k

1− qn

)2

=
1

[n]2qeµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ(k − 1)

(
1− q2µθk+k

1− q

)

=
1

[n]2qeµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k+1

γµ(k)

(
1− q2µθk+1+k+1

1− q

)
.

From [4] we know that

[2µθk+1 + k + 1]q = [2µθk + k]q + q2µθk+k[2µ(−1)k + 1]q, (2.5)

Now by separating to the even and odd terms and using (2.5), we get

D∗n,q(t
2;x) =

1

[n]2qeµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k+1

γµ(k)

(
1− q2µθk+1+k+1

1− q

)

+
[1 + 2µ]q

[n]2qeµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))2k+1

γµ(2k)
q2µθ2k+2k

+
[1− 2µ]q

[n]2qeµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))2k+2

γµ(2k)
q2µθ2k+1+2k+1.

We know the inequality

[1− 2µ]q ≤ [1 + 2µ]q. (2.6)

Therefore by using (2.6) we have

D∗n,q(t
2;x) ≥ (r[n]q(x))2 +

r[n]q(x)[1− 2µ]q

[n]qeµ,q([n]qr[n]q(x))

∞∑
k=0

(q[n]qr[n]q(x))2k

γµ(2k)

+
q2µr[n]q(x)[1− 2µ]q

[n]qeµ,q([n]qr[n]q(x))

∞∑
k=0

(q[n]qr[n]q(x))2k+1

γµ(2k + 1)

≥ (r[n]q(x))2 + q2µ[1− 2µ]q
eµ,q(q[n]qr[n]q(x))

eµ,q([n]qr[n]q(x))

r[n]q(x)

[n]q
.
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Similarly on the other hand we have

D∗n,q(t
2;x) ≤ (r[n]q(x))2 + [1 + 2µ]q

r[n]q(x)

[n]q
.

Which completes the proof.
�

Lemma 2.2. Let the operators D∗n,q(. ; .) be given by (2.3). Then for each

x ≥ 1
2n
, n ∈ N, we have

(1) D∗n,q(t− x;x) = − 1
2[n]q

,

(2) D∗n,q((t− x)2;x) ≤ [1 + 2µ]q
x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1).

3. Main results

We obtain the Korovkin’s type approximation properties for our operators
defined by (2.3).

Let CB(R+) be the set of all bounded and continuous functions on R+ =
[0,∞), which is linear normed space with

‖ f ‖CB= sup
x≥0
| f(x) | .

Let

H := {f : x ∈ [0,∞),
f(x)

1 + x2
is convergent as x→∞}.

Remark 3.1. By lemma 2.1, it is clear that the positive liner operators D∗n,q
given by (2.3) preserve a linear functions, that is for φ(y) = cy + d, c, d ∈
R(Real numbers), D∗n,q(φ;x) = φ(x) for all x ≥ 1

2n
, n ∈ N.

Now, fix b > 1
2

and consider the lattice homomorphism Hb : C[0,∞] → C[0, b]

defined by Hb(f) = f
∣∣
[0,b]

for every f ∈ C[0,∞], where f
∣∣
[0,b]

denotes the restric-

tion of the domain of f to the interval [0, b]. In this case for each j = 0, 1, 2, we
have

limHb

(
D∗n,q(ej)

)
= Hb(ej) uniformly on

[1
2
, b
]
. (3.1)

Thus, by using (3.1) and with the universal Korovkin-type property with
respect to the monotone operators. And hence we have the following Korovkin-
type approximation result.

Theorem 3.2. Let D∗n,q(. ; .) be the operators defined by (2.3). Then for any
function f ∈ Cζ [0,∞) ∩H, ζ ≥ 2,

lim
n→∞

D∗n,q(f ;x) = f(x)

is uniformly on each compact subset of [0,∞), where x ∈
[
1
2
, b], 1

2
< b <∞.
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Proof. The proof is based on Lemma 2.1 and well known Korovkin’s theorem
regarding the convergence of a sequence of linear and positive operators, so it is
enough to prove the conditions

lim
n→∞

D∗n,q((t
j;x) = xj, j = 0, 1, 2, {as n→∞}

uniformly on [0, 1].
Clearly 1

[n]q
→ 0 (n→∞) we have

lim
n→∞

D∗n,q(t;x) = x, lim
n→∞

D∗n,q(t
2;x) = x2.

Which complete the proof. �

We recall the weighted spaces of the functions on R+, which are defined as
follows:

Pρ(R+) = {f :| f(x) |≤Mfρ(x)} ,
Qρ(R+) =

{
f : f ∈ Pρ(R+) ∩ C[0,∞)

}
,

Qk
ρ(R+) =

{
f : f ∈ Qρ(R+) and lim

x→∞

f(x)

ρ(x)
= k(k is a constant)

}
,

where ρ(x) = 1 + x2 is a weight function and Mf is a constant depending only

on f . Note that Qρ(R+) is a normed space with the norm ‖ f ‖ρ= supx≥0
|f(x)|
ρ(x)

.

Lemma 3.3. ([3]) The linear positive operators Ln, n ≥ 1 act from Qρ(R+) →
Pρ(R+) if and only if

‖ Ln(ϕ;x) ‖≤ Kϕ(x),

where ϕ(x) = 1 + x2, x ∈ R+ and K is a positive constant.

Theorem 3.4. ([3]) Let {Ln}n≥1 be a sequence of positive linear operators acting
from Qρ(R+)→ Pρ(R+) and satisfying the condition

lim
n→∞

‖ Ln(ρτ )− ρτ ‖ϕ= 0, τ = 0, 1, 2.

Then for any function f ∈ Qk
ρ(R+), we have

lim
n→∞

‖ Ln(f ;x)− f ‖ϕ= 0.

Theorem 3.5. Let D∗n,q(. ; .) be the operators defined by (2.3). Then for each

function f ∈ Qk
ρ(R+) we have

lim
n→∞

‖ D∗n,q(f ;x)− f ‖ρ= 0.

Proof. From Lemma 2.1 and Theorem 3.4 for τ = 0, the first condition is fulfilled.
Therefore

lim
n→∞

‖ D∗n,q(1;x)− 1 ‖ρ= 0.

Similarly From Lemma 2.1 and Theorem 3.4 for τ = 1, 2 we have that

sup
x∈[0,∞)

| D∗n,q(t;x)− x |
1 + x2

≤ 1

2[n]q
sup

x∈[0,∞)

1

1 + x2

=
1

2[n]q
,
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which imply that

lim
n→∞

‖ D∗n,q(t;x)− x ‖ρ= 0.

sup
x∈[0,∞)

| D∗n,q(t2;x)− x2 |
1 + x2

≤ | [1 + 2µ]q − 1 |
[n]q

sup
x∈[0,∞)

x

1 + x2

+
1

4[n]2q
| [1 + 2µ]q − 1 | sup

x∈[0,∞)

1

1 + x2

which imply that

lim
n→∞

‖ D∗n,q(t2;x)− x2 ‖ρ= 0.

This complete the proof. �

4. Rate of Convergence

Here we calculate the rate of convergence of operators (2.3) by means of
modulus of continuity and Lipschitz type maximal functions.

Let f ∈ CB[0,∞], the space of all bounded and continuous functions on
[0,∞) and x ≥ 1

2n
, n ∈ N. Then for δ > 0, the modulus of continuity of f

denoted by ω(f, δ) gives the maximum oscillation of f in any interval of length
not exceeding δ > 0 and it is given by

ω(f, δ) = sup
|t−x|≤δ

| f(t)− f(x) |, t ∈ [0,∞). (4.1)

It is known that limδ→0+ ω(f, δ) = 0 for f ∈ CB[0,∞) and for any δ > 0 one has

| f(t)− f(x) |≤
(
| t− x |

δ
+ 1

)
ω(f, δ). (4.2)

Theorem 4.1. Let D∗n,q(. ; .) be the operators defined by (2.3). Then for f ∈
CB[0,∞), x ≥ 1

2n
and n ∈ N we have

| D∗n,q(f ;x)− f(x) |≤ 2ω (f ; δn,x) ,

where CB[0,∞) is the space of uniformly continuous bounded functions on R+,
ω(f, δ) is the modulus of continuity of the function f ∈ CB[0,∞) defined in (4.1)
and

δn,x =

√
[1 + 2µ]q

x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1). (4.3)

Proof. We prove it by using (4.1), (4.2) and Cauchy-Schwarz inequality we can
easily get

| D∗n,q(f ;x)− f(x) | ≤
{

1 +
1

δ

(
D∗n,q(t− x)2;x

) 1
2

}
ω(f ; δ)

if we choose δ = δn,x and by applying the result (2) of Lemma 2.2 complete the
proof. �
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Remark 4.2. For the operators Dn,q(. ; .) defined by (1.7) we may write that, for
every f ∈ CB[0,∞), x ≥ 0 and n ∈ N

| Dn,q(f ;x)− f(x) |≤ 2ω (f ;λn,x) , (4.4)

where by [4] we have

λn,x =
√
Dn,q((t− x)2;x) ≤

√
[1 + 2µ]q

x

[n]q
. (4.5)

Now we claim that the error estimation in Theorem 4.1 is better than that
of (4.4) provided f ∈ CB[0,∞) and x ≥ 1

2n
, n ∈ N. Indeed, for x ≥ 1

2n
, µ ≥ 1

2n
and n ∈ N, it is guarantees that

D∗n,q((t− x)2;x) ≤ Dn,q((t− x)2;x), (4.6)

[1 + 2µ]q
x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1) ≤ [1 + 2µ]q

x

[n]q
. (4.7)

Which imply that√
[1 + 2µ]q

x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1) ≤

√
[1 + 2µ]q

x

[n]q
. (4.8)

Now we give the rate of convergence of the operators D∗n,q(f ;x) defined in
(2.3) in terms of the elements of the usual Lipschitz class LipM(ν).

Let f ∈ CB[0,∞), M > 0 and 0 < ν ≤ 1. The class LipM(ν) is defined as

LipM(ν) = {f :| f(ζ1)− f(ζ2) |≤M | ζ1 − ζ2 |ν (ζ1, ζ2 ∈ [0,∞))} (4.9)

Theorem 4.3. Let D∗n,q(. ; .) be the operator defined in (2.3).Then for each
f ∈ LipM(ν), (M > 0, 0 < ν ≤ 1) satisfying (4.9) we have

| D∗n,q(f ;x)− f(x) |≤M (δn,x)
ν
2

where δn,x is given in Theorem 4.1.

Proof. We prove it by using (4.9) and Hölder inequality.

| D∗n,q(f ;x)− f(x) | ≤ | D∗n,q(f(t)− f(x);x) |
≤ D∗n,q (| f(t)− f(x) |;x)

≤ |MD∗n,q (| t− x |ν ;x) .

Therefore
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| D∗n,q(f ;x)− f(x) |

≤ M
[n]q

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ,q(k)

∣∣∣∣1− q2µθk+k1− qn
− x
∣∣∣∣νdt

≤ M
[n]q

eµ,q([n]qr[n]q(x))

∞∑
k=0

(
([n]qr[n]q(x))k

γµ,q(k)

) 2−ν
2

×
(

([n]qr[n]q(x))k

γµ,q(k)

) ν
2
∣∣∣∣1− q2µθk+k1− qn

− x
∣∣∣∣νdt

≤ M

(
n

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ,q(k)
dt

) 2−ν
2

×

(
[n]q

eµ,q([n]qr[n]q(x))

∞∑
k=0

([n]qr[n]q(x))k

γµ,q(k)

∣∣∣∣1− q2µθk+k1− qn
− x
∣∣∣∣2dt

) ν
2

= M
(
D∗n,q(t− x)2;x

) ν
2 .

Which complete the proof. �

Let CB[0,∞) denote the space of all bounded and continuous functions on
R+ = [0,∞) and

C2
B(R+) = {g ∈ CB(R+) : g′, g′′ ∈ CB(R+)}, (4.10)

with the norm

‖ g ‖C2
B(R+)=‖ g ‖CB(R+) + ‖ g′ ‖CB(R+) + ‖ g′′ ‖CB(R+), (4.11)

also

‖ g ‖CB(R+)= sup
x∈R+

| g(x) | . (4.12)

Theorem 4.4. Let D∗n,q(. ; .) be the operator defined in (2.3). Then for any

g ∈ C2
B(R+) we have

| D∗n,q(f ;x)− f(x) |≤
{(
− 1

2[n]q

)
+
δn,x
2

}
‖ g ‖C2

B(R+),

where δn,x is given in Theorem 4.1.

Proof. Let g ∈ C2
B(R+), then by using the generalized mean value theorem in the

Taylor series expansion we have

g(t) = g(x) + g′(x)(t− x) + g′′(ψ)
(t− x)2

2
, ψ ∈ (x, t).

By applying linearity property on D∗n,q, we have

D∗n,q(g, x)− g(x) = g′(x)D∗n,q ((t− x);x) +
g′′(ψ)

2
D∗n,q

(
(t− x)2;x

)
,

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

75 Alotaibi ET AL 66-76



11

which imply that

| D∗n,q(g;x)−g(x) |≤
(
− 1

2[n]q

)
‖ g′ ‖CB(R+) +

(
[1 + 2µ]q

x
[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1)

) ‖g′′‖CB(R+)

2
.

From (4.11) we have ‖ g′ ‖CB [0,∞)≤‖ g ‖C2
B [0,∞).

| D∗n,q(g;x)−g(x) |≤
(
− 1

2[n]q

)
‖ g ‖C2

B(R+) +
(

[1 + 2µ]q
x

[n]q
− 1

4[n]2q
(2[1 + 2µ]q − 1)

) ‖g‖
C2
B

(R+)

2
.

This completes the proof from 2 of Lemma 2.2. �
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[5] A. Lupaş, A q-analogue of the Bernstein operator, In Seminar on Numerical and Statistical
Calculus, University of Cluj-Napoca, Cluj-Napoca 9 (1987), 85–92.

[6] N.I. Mahmudov, V. Gupta, On certain q-analogue of Szász Kantorovich operators, J. Appl.
Math. Comput., 37 (2011), 407–419.

[7] M. Mursaleen, K.J. Ansari, Approximation of q-Stancu-Beta operators which preserve x2,
Bull. Malaysian Math. Sci. Soc., DOI: 10.1007/s40840-015-0146-9.

[8] M. Mursaleen, A. Khan, Statistical approximation properties of modified q- Stancu-Beta
operators, Bull. Malays. Math. Sci. Soc. (2), 36(3) (2013), 683–690.

[9] M. Mursaleen, A. Khan, Generalized q-Bernstein-Schurer operators and some approxima-
tion theorems, Jour. Function Spaces Appl., Volume (2013), Article ID 719834, 7 pages.

[10] M. Mursaleen, Faisal Khan, Asif Khan, Approximation properties for modified q-bernstein-
kantorovich operators, Numerical Functional Analysis and Optimization, 36(9) (2015)
1178–1197.

[11] M. Mursaleen, Faisal Khan, Asif Khan, Approximation properties for King’s type modified
q-Bernstein-Kantorovich operators, Math. Meth. Appl. Sci., 38 (2015) 5242–5252.
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Abstract

This paper studies pointwise error estimates for spherical hybrid interpolation, which com-
bines spherical polynomials together with spherical radial basis functions constructed by a
strictly positive definite zonal kernel. The study is first carried out in the native space asso-
ciated with the kernel, and then refined error estimates for a target function in a still smaller
space are established.

MSC(2000): 41A17, 41A30
Keywords: Sphere; Interpolation; Approximation; Pointwise Error

1 Introduction

In recent years, fitting a surface to scattered data arising from sampling an unknown function
defined on an underlying manifold comes up frequently in applied problems. If the underlying
manifold is S2, the unit sphere embedded in the Euclidean space R3, then there are applications to
astrophysics, meteorology, geodesy, geophysics and other areas (see [5, 6, 27]). Amongst approach-
es for scattered data interpolation and approximation on S2, many authors have used spherical
polynomials or spherical radial basis functions (see [5, 6, 9, 12, 18, 20, 25, 26, 27, 13, 2]). Moti-
vated by the fact that the spherical radial basis functions are helpful to handle scattered data and
rapid changes, at the same time, the spherical polynomials contribute to handle the slowly varying
large-scale features, a hybrid interpolation scheme was given in [23].

The hybrid interpolation scheme combines spherical radial basis functions together with spher-
ical polynomials, that is a little different from interpolation by radial basis functions constructed
from conditionally positive definite kernels (in which case a polynomial part is needed to make the
theory work, see [8]). Sloan and Sommariva [23] restricted their attention to the case of strictly
positive definite kernels, so that the polynomial component is voluntary rather than forced.

This paper studies the hybrid interpolation problem in an appropriate native space Nφ of
continuous functions on S2, which is defined by an underlying strictly positive definite kernel φ.
We use the method in [23] to get the pointwise error estimate for the hybrid interpolation.

It is known that if φ is smooth, the native space Nφ is small in the sense that it is composed
of very smooth functions. That is so called “native space barrier” problem and there are several
literatures focus on it. We refer the readers to [10, 11, 15, 16, 17] for more details. In this paper,
we combine the approach which was used by Levesley and Sun in [10] with the techniques in [24],
and embed the smooth radial basis functions in a larger native space generated by a less smooth
kernel ψ and still use the hybrid interpolation associated with the smooth kernel φ to interpolate
the target function from the larger native space. In the process of obtaining the corresponding
error estimates, we will use the “norming set” method developed by Jetter in [9] and a special case
of the general Bernstein-type inequality established by Ditzian [4].

This paper is organized as follows. In Section 2, we give some notations and preliminary results.
The hybrid interpolation is introduced and the crucial condition for the scheme to be well defined

∗Supported by the National Natural Science Foundation of China (No. 61672477)
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and discussed in Subsection 2.2, and native space and Sobolev space are introduced in Subsection
2.3. Finally, the pointwise errors are estimated in Section 3.

In the following, we adopt the following convention regarding symbols. Let C be a positive
constant, whose value will be different at different occurrence even within the same formula. The
symbol A ∼ B means that there exist positive constant C1 and C2 such that C1B ≤ A ≤ C2B.

2 Preliminaries

Let S2 be the unit sphere embedded in the Euclidean space R3, i.e.,

S2 :=
{
x := (x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1

}
.

For integer l ≥ 0, the restriction to S2 of a homogeneous harmonic polynomial with degree l is
called a spherical harmonic of degree l. The class of all spherical harmonics with degree l is denoted
by Hl, and it is well know that spherical harmonics of different degrees are orthogonal with respect
to the L2(S2) inner product

〈f, g〉 :=

∫
S2
f(x)g(x)dω(x),

where dω denotes surface measure on S2. Hence, if we choose an orthogonal basis {Yl,k : k =
1, . . . , 2l + 1} for each Hl, then the set {Yl,k : l = 0, 1, . . . , k = 1, . . . , 2l + 1} is an orthogonal
basis for L2(S2). The class of all spherical harmonics with total degree l ≤ L is denoted by PL.

Of course, PL =
⊕L

l=0Hl, and the dimension of Hl is 2l + 1 and that of PL is (L+ 1)2.
We denote by Lp(S2) the space of p-integrable functions on S2 endowed with the norms

‖f‖∞ := ‖f‖L∞(S2) := ess sup
x∈S2
|f(x)|, p =∞,

and

‖f‖p := ‖f‖Lp(S2) :=

{∫
S2
|f(x)|pdω(x)

}1/p

<∞, 1 ≤ p <∞.

The well known addition formula is given by (see [14])

2l+1∑
k=1

Yl,k(x)Yl,k(y) =
2l + 1

4π
Pl(x · y),

where Pl is the Legendre polynomial with degree l and dimension three, which is normalized such
that Pl(1) = 1, and satisfies the orthogonality relation (see [14])∫ 1

−1
Pk(t)Pj(t)dt =

2

2l + 1
δk,j ,

where the symbol δk,j denotes the usual Kronecker symbol.
The addition formula also yields the following useful relation

2l+1∑
k=1

|Yl,k(x)Yl,k(y)| ≤
2l+1∑
k=1

Y 2
l,k(x) =

2l + 1

4π
, x, y ∈ S2. (2.1)

2.1 Strictly positive definite kernel

Definition 2.1 (see [27]). A continuous and symmetric function φ : S2 × S2 −→ R is called
positive definite kernel, if, for any N ∈ N+, α = (αi)i=1,...,N ∈ RN and {x1, . . . , xN} ⊂ S2, we
have

N∑
i=1

N∑
j=1

αiαjφ(xi, xj) ≥ 0.

When for any N distinct points {x1, . . . , xN}, the above quadratic form is positive for all α =
(αi)i=1,...,N ∈ RN/{0}, then φ is called strictly positive definite kernel.
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A kernel φ is called rotational invariant, if φ(ρx, ρy) = φ(x, y) for all x, y ∈ S2 and for all
rotations ρ. It can be shown that a continuous rotational invariant kernel depends only on the
distance between x and y, that is, there is a function ϕ : [−1, 1] → R , such that ϕ(xy) = φ(x, y)
for all x, y ∈ S2 (see [22]). Therefore, a rotational invariant kernel is also called a zonal kernel in
the literature.

Schoenberg characterized the positive definite zonal kernels in [21] and the notation of strictly
positive definiteness on spheres was first introduced by Xu and Cheney [28]. It is important to
characterize all the strictly positive definite functions on spheres and such an endeavor has been
taken by Ron and Sun in [19]. In [3], Chen et al. established a necessary and sufficient condition
for strictly positive definite zonal kernels: the kernel φ is strictly positive definite and zonal if and
only if

φ(x, y) =
∞∑
l=0

al

2l+1∑
k=1

Yl,k(x)Yl,k(y) =
∞∑
l=0

(2l + 1)al
4π

Pl(x · y),

with al ≥ 0 for all l,
∑∞
l=0 lal < ∞ and al > 0 for infinitely many even values of l and infinitely

many odd values of l.

2.2 The hybrid interpolation

Assume that we are given a strictly positive definite kernel φ(·, ·) and a set of distinct points
X = {x1, . . . , xN} ⊂ S2. Then for a target function f ∈ C(S2) we can take the hybrid interpolation
for f in the form

IX,Lf =

N∑
j=1

αjφ(·, xj) +

L∑
l=0

2l+1∑
k=1

βl,kYl,k,

where we fix L ≥ 0 as the desired degree of the polynomial component of the hybrid interpola-
tion and the coefficients {αj}Nj=1 , {βl,k}k=1,...,2l+1, l=0,...,L are determined by the interpolation
conditions

IX,Lf(xi) = f(xi), i = 1, . . . , N, (2.2)

and also (in order to give a square linear system) the side conditions

N∑
j=1

αjp(xj) = 0, ∀p ∈ PL.

In order to give the conditions which will make sure that the interpolation is exist and unique,
we shall impose a condition on the point set X.

Definition 2.2 (see [23, Definition 3.1]). The set X = {x1, . . . , xN} ⊂ S2 is said to be PL
-unisolvent if

p ∈ PL, p(xj) = 0 for j = 1, . . . , N ⇒ p = 0.

For the analysis of the interpolation error in the later sections it is convenient to define a
finite-dimensional space VX,L within the interpolation IX,Lf lies.

VX,L :=

{ N∑
j=1

αjφ(·, xj) + q : q ∈ PL, αj ∈ R for j = 1, . . . , N, and
N∑
j=1

αjp(xj) = 0, ∀p ∈ PL
}
.

The following Theorem 2.1 gives a crucial condition for the interpolation to be well defined,
whose proof can be find in [23].

Theorem 2.1 Let φ(·, ·) be a strictly positive definite kernel, let L ≥ 0 and X = {x1, . . . , xN} ⊂ S2
be a set of distinct points which is PL -unisolvent. Then for each f ∈ C(S2) there exists a unique
IX,Lf ∈ VX,L that satisfies the interpolation conditions in (2.2).
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2.3 Native space and Sobolev space

Here and in the other sections we assume that the strictly positive definite kernel φ is zonal and
has the expansion

φ(x, y) =
∞∑
l=0

al

2l+1∑
k=1

Yl,k(x)Yl,k(y) (2.3)

with al > 0 for all l,
∑∞
l=0 lal < ∞, in which case the series of the right side in (2.3) converges

uniformly for x, y ∈ S2.
For f, g ∈ L2(S2), they can be represented by their Fourier series

f =
∞∑
l=0

2l+1∑
k=1

f̂l,kYl,k, g =
∞∑
l=0

2l+1∑
k=1

ĝl,kYl,k,

respectively. With respect to the inner product expressed as (see [27])

(f, g)Nφ =
∞∑
l=0

2l+1∑
k=1

f̂l,kĝl,k
al

,

the native space Nφ, which is the subspace of L2(S2), can be defined by

Nφ :=

{
f ∈ L2(S2) : ‖f‖2Nφ =

∞∑
l=0

2l+1∑
k=1

|f̂l,k|2

al
<∞

}
.

It is easy to verify that the native space Nφ is a reproducing kernel Hilbert space with reproducing
kernel φ(·, ·), that is,

(f, φ(·, x))Nφ = f(x), x ∈ S2, f ∈ Nφ.

When al ∼ (l + 1)−2s for l = 0, 1, . . . , the native space Nφ is norm equivalent to the Sobolev
space Hs:

Hs :=

{
f ∈ L2(S2) : ‖f‖2Hs =

∞∑
l=0

2l+1∑
k=1

(l + 1)2s|f̂l,k|2 <∞

}
,

and the Sobolev embedding theorem in [7] implies that if s > 1, then the space Hs is continuously
embedded in C(S2), so that Hs is a reproducing kernel Hilbert space.

3 Pointwise error estimates

As we can see that the uniqueness result in Theorem 2.1 ensures the existence and uniqueness of
the lagrangians lj := lj,X,L : S2 → R, which is defined by

lj ∈ VX,L, lj(xi) = δi,j , i, j = 1, . . . , N.

The following Theorem 3.1 is a little different from the obtained result in [23] and it is the
difference that helps us to extend the error estimates for hybrid interpolation to Lp norm in the
next section.

Theorem 3.1 Let φ ∈ C(S2 × S2) be a strictly positive definite kernel defined in (2.3), and let
X = {x1, . . . , xN} ⊂ S2 be a PL-unisolvent set of distinct points on S2. For f ∈ Nφ, let IX,Lf ∈
VX,L be the hybrid interpolation defined in Section 2.2. Then for a fixed x ∈ S2, we have

|f(x)− IX,Lf(x)| ≤ ‖f − IX,Lf‖NφPφ,X,L(x),
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where Pφ,X,L is the power function defined by

Pφ,X,L(x) =

φ(x, x)− 2
N∑
j=1

lj(x)φ(x, xj) +
N∑
i=1

N∑
j=1

li(x)lj(x)φ(xi, xj)

1/2

.

Proof. With the help of the reproducing property of φ, we can rewrite the form of IX,Lf as

IX,Lf(x) =
N∑
j=1

f(xj)lj(x) =
N∑
j=1

(f, φ(·, xj))Nφ lj(x) =

f, N∑
j=1

φ(·, xj)lj(x)


Nφ

, x ∈ S2.

Since we also have f(x) = (f, φ(·, x))Nφ , x ∈ S2, from the reproducing property of φ, for IX,Lf ∈
VX,L, we have, since VX,L ⊂ Nφ,IX,Lf, φ(·, x)−

N∑
j=1

φ(·, xj)lj(x)


Nφ

= IX,Lf(x)−
N∑
j=1

lj(x)IX,Lf(xj) = 0,

here the Lagrange representation of IX,Lf ∈ VX,L ensures that

N∑
j=1

lj(x)IX,Lf(xj) = IX,Lf(x), ∀x ∈ S2.

So the pointwise error turns into

f(x)− IX,Lf(x) =

f − IX,Lf, φ(·, x)−
N∑
j=1

φ(·, xj)lj(x)


Nφ

, (3.4)

and by the Cauchy-Schwarz inequality, we have

|f(x)− IX,Lf(x)| ≤ ‖f − IX,Lf‖NφPφ,X,L(x), x ∈ S2,

where Pφ,X,L is the power function defined by

Pφ,X,L(x) =

∥∥∥∥∥∥φ(·, x)−
N∑
j=1

φ(·, xj)lj(x)

∥∥∥∥∥∥
Nφ

, x ∈ S2.

On using the definition ‖ · ‖ = (·, ·)1/2Nφ and the reproducing property of φ, the power function turns
into

Pφ,X,L(x) =

φ(x, x)− 2
N∑
j=1

lj(x)φ(x, xj) +
N∑
i=1

N∑
j=1

li(x)lj(x)φ(xi, xj)

1/2

,

completing the proof of Theorem 3.1.
The following Lemma 3.1 is taken from [27] and it is also established by Sloan and Sommariva

in [23].

Lemma 3.1 (see [23, Lemma 5.3]). Let φ ∈ C(S2 × S2) be a strictly positive definite kernel on
S2, and assume that X = {x1, . . . , xN} ⊂ S2 is a PL- unisolvent set of distinct points on S2. For
a fixed x ∈ S2, we define the quadratic functional Lx : RN → R by

Lx(α) := φ(x, x)− 2
N∑
j=1

αjφ(x, xj) +
N∑
i=1

N∑
j=1

αiαjφ(xi, xj), α = (α1, . . . , αN ).
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Then the minimum of Lx(α) on the set

Mx,L :=

α ∈ RN :
N∑
j=1

αjp(xj) = p(x), ∀p ∈ PL

 ,

is achieved by the vector (l1(x), . . . , lN (x)), that is, Lx(l1(x), . . . , lN (x)) ≤ Lx(α), for all α ∈Mx,L.

Follows from Theorem 3.1 and 3.1, we can easily obtain the next Theorem 3.2.

Theorem 3.2 Under the conditions of Theorem 3.1, for a fixed x ∈ S2, we have

|f(x)− IX,Lf(x)| ≤ ‖f − IX,Lf‖Nφ (Lx(α))
1/2

,

for any real number αj := αj(x), j = 1, . . . , N , such that
∑N
j=1 αjp(xj) = p(x), for all p ∈ PL,

and

Lx(α) := φ(x, x)− 2
N∑
j=1

αjφ(x, xj) +
N∑
i=1

N∑
j=1

αiαjφ(xi, xj).

The error estimates are general expressed in terms of the mesh norm of X = {x1, . . . , xN} ⊂ S2,
which is defined by

hX := sup
x∈S2

inf
xj∈X

d(x, xj),

where d(x, xj) = arccos(x · xj) is the geodesic distance between xj and x.
Next, we state the following Lemma 3.2, whose proof can be found in [27, Corollary 17.12].

Lemma 3.2 Suppose that X = {x1, . . . , xN} ⊂ S2 has mesh norm hX ≤ 1
2L for some integer

L ≥ 1. Then there exist functions αj : S2 → R for j = 1, . . . , N such that

(i)
∑N
j=1 αj(x)p(xj) = p(x), ∀p ∈ PL, ∀x ∈ S2,

(ii)
∑N
j=1 |αj(x)| ≤ 2, ∀x ∈ S2.

With the above obtained results we can provide the following crucial result about the pointwise
error estimate for the hybrid interpolation.

Theorem 3.3 Let φ ∈ C(S2 × S2) be a strictly positive definite kernel defined by (2.3) and al ∼
(l + 1)−2s, s > 1. Assume that integer L ≥ 1 and that X = {x1, . . . , xN} ⊂ S2 is a set of distinct
points on S2 with mesh norm 1/(2L + 2) < hX ≤ 1/(2L). For f ∈ Nφ, let IX,Lf ∈ VX,L be the
hybrid interpolation defined in Section 2.2. Then for a fixed x ∈ S2, we have

|f(x)− IX,Lf(x)| ≤ Chs−1X ‖f − IX,Lf‖Nφ .

Proof. Because hX ≤ 1
2L , it follows that for each x ∈ S2 there exists α = α(x) ∈ RN satisfying

(i) and (ii) in Lemma 3.2. For (i), it means that a polynomial p ∈ PL that vanishes at x1, . . . , xN
must vanish identically, which verify that X = {x1, . . . , xN} ⊂ S2 is a PL -unisolvent set of distinct

points on S2. By using Theorem 3.2, we only have to give the estimate of the factor
(
Lx(α)

)1/2
,

Lx(α) := φ(x, x)− 2
N∑
j=1

αjφ(x, xj) +
N∑
i=1

N∑
j=1

αiαjφ(xi, xj)

=
1

4π

∞∑
l=0

(2l + 1)al

[
Pl(x · x)−

N∑
j=1

αjPl(x · xj)−
N∑
j=1

αj
(
Pl(x · xj)−

N∑
i=1

αiPl(xi · xj)
)]
,

in which the terms with l ≤ L vanish by property (i) of Lemma 3.2. Hence

Lx(α) :=
1

4π

∞∑
l=L+1

(2l + 1)al

(
Pl(x · x)− 2

N∑
j=1

αjPl(x · xj) +
N∑
i=1

N∑
j=1

αiαjPl(xi · xj)
)
,
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and since |Pl(z)| ≤ 1,
∑N
j=1 |αj | ≤ 2 and al ∼ (l + 1)−2s, we have

|Lx(α)| ≤ 1

4π

∞∑
l=L+1

(2l + 1)al

1 + 2
N∑
j=1

|αj |+
N∑
i=1

N∑
j=1

|αi||αj |


≤ C

∞∑
l=L+1

(2l + 1)al ≤ C
∞∑

l=L+1

(l + 1)−2s+1

≤ C

∫ ∞
L

(x+ 1)−2s+1dx = C(L+ 1)−2s+2 ≤ Ch2s−2X .

With the help of Theorem 3.2, we see that

|f(x)− IX,Lf(x)| ≤ Chs−1X ‖f − IX,Lf‖Nφ .

This completes the proof of Theorem 3.3.
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[9] K. Jetter, J. Stöckler, J. D. Ward, Error estimates for scattered data interpolation on spheres,
Math. Comp., 68 (1999) 733-747.

[10] J. Levesley, X. Sun, Approximation in rough native spaces by shifts of smooth kernels on
spheres, J. Approx. Theory, 133 (2005) 269-283.

[11] J. Levesley, X. Sun, Corrigendum to and two open questions arising from the article “Approx-
imation in rough native spaces by shifts of smooth kernels on spheres” [J. Approx. Theory,
133 (2005) 269-283], J. Approx. Theory, 138 (2006) 124-127.

[12] Q. T. Le Gia, F. J. Narcowich, J. D. Ward, H. Wendland, Continuous and discrete least-
squares approximation by radial basis functions on spheres, J. Approx. Theory, 143 (2006)
124-133.

[13] M. Li, F. L. Cao, Local uniform error estimates for spherical basis functions interpolation,
Math. Meth. Applied Sci., 37 (2014) 1364-1376.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

83 Chunmei Ding ET AL 77-84



C. Ding et al.: Pointwise error estimates for spherical hybrid interpolation

[14] C. Müller, Spherical Harmonics, Lecture Notes in Mathematics, Vol. 17, Springer-Verlag,
Berlin, 1966.

[15] F. J. Narcowich, R. Schaback, J. D. Ward, Approximation in Sobolev spaces by kernel expan-
sions, J. Approx. Theory, 114 (2002) 70-83.

[16] F. J. Narcowich, J. D. Ward, Scattered data interpolation on spheres: Error estimates and
locally supported basis functions, SIAM J. Math. Anal., 33 (2002) 1393-1410.

[17] F. J. Narcowich, X. Sun, J. D. Ward, H. Wendland, Direct and inverse sobolev error estimates
for scattered data interpolation via spherical basis functions, Found. Comput. Math., (2007)
369-390.

[18] F. J. Narcowich, X. Sun, J. D. Ward, Approximation power of RBFs and their associated
SBFs: A connection, Adv. Comput. Math., 27 (2007) 107-124.

[19] A. Ron, X. Sun, Strictly positive definite functions on spheres in Enclidean spaces, Math.
Comp., 65 (1996) 1513-1530.

[20] R. Schaback, Improved error bounds for scattered data interpolation by radial basis functions,
Math. Comp., 68 (1999) 201-216.

[21] I. J. Schoenberg, Positive definite functions on spheres, Duke Math. J., 9 (1942) 96-108.

[22] E. M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton Uni-
versity Press, Princetion, NJ, 1971.

[23] I. H. Sloan, A. Sommariva, Approximation on the sphere using radial basis function plus
polynomials, Adv. Comput. Math., 29 (2008) 147-177.

[24] I. H. Sloan, H. Wendland, Inf-sup condition for spherical polynomials and radial basis functions
on spheres, Math. Comp., 78 (2009) 1319-1331.

[25] I. H. Sloan, Polynomial interpolation and hyperinterpolation over general regions, J. Approx.
Theory, 83 (1995) 238-254.

[26] I. H. Sloan, R. S. Womersley, Constructive polynomial approximation on the sphere, J. Ap-
prox. Theory, 103 (2000) 91-118.

[27] H. Wendland, Scattered Data Approximation, Cambridge University Press, Cambridge, Uk,
2005.

[28] Y. Xu, E. W. Cheney, Strictly positive definite functions on spheres, Proc. Amer. Math. Soc.,
116 (1992) 977-981.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

84 Chunmei Ding ET AL 77-84



INVESTIGATING DYNAMICS OF THE RATIONAL DIFFERENCE EQUATION

xn+1 =
xn−1

A+Bxnxn−1

MALEK GHAZEL, TAHER S. HASSAN, AND AHMED M. MOSALLEM

Abstract. This paper is devoted to investigate the dynamics of the rational di�erence equation

xn+1 =
xn−1

A+Bxnxn−1

with arbitrary initial conditions A and B as nonzero real numbers. The solution is obtained and analyt-
ical study and asymptotic behavior are investigated. The forbidden set is determined. The existence of
periodic and oscillatory solutions are discussed. Our results are illustrated with numerical simulations.

1. Introduction

The study of di�erence equation has been of great interest and many spectacular developments have
been witnessed in the last decade. They are also used to present many numerical schemes in an easiest
manner [1�16]. This is largely due to the fact that it appears as direct mathematical models describing
real life situations in physics and engineering [5, 6], biology [8], game theory [7, 9, 10, 12, 13, 19] and
economy [14, 15]. Therefore, the study of behavior and global stability of nonlinear di�erence equations
is of paramount importance and rational di�erence equations are one of the most practical classes of
equations. Immense literature is available on the second order di�erence equations of the form

xn+1 =
α+ βxn + γxn−1
A+Bxn + Cxn−1

,

where α, β, γ, A, B and C and the initial conditions x−1, x0 are real numbers. In a particular case when
γ = C = 0, this equation is known as the �rst order Riccati di�erence equation which can also be written

in the form xn+1 = a +
b

xn
. The results such as Agarwal et al [17], investigated the global stability,

periodic nature and solved some particular cases of the di�erence equation

xn+1 = a+
dxn−lxn−k
b− cxn−s

.

Elsayed [18] studied the dynamical behavior and gave the solution of the di�erence equation

xn+1 =
xn−5

±1± xn−2xn−5
.

Aloqeili [11] found the solution of the di�erence equation

xn+1 =
xn−1

a− xnxn−1
.

Cinar [20] determined the global stability and obtained the positive solutions of the following di�erence
equation

xn+1 =
axn−1

1 + bxnxn−1
.

1991 Mathematics Subject Classi�cation. 34K13, 34K05, 34K20, 39A10.

Key words and phrases. Rational di�erence equations, Stability, In�nite products, Forbidden set, Asymptotic behavior,
Periodicity, Oscillation, Numerical Simulation.
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2 M. GHAZEL, T. S. HASSAN, AND A. M. MOSALLEM

Elabbasy et al [21, 22] obtained the solution in some particular cases and studied the global stability,
periodicity of the following di�erence equations

xn+1 = axn −
bxn

cxn − dxn−1
and xn+1 =

αxn−k
β + γΠk

p=0xn−p
.

The problem of existence of solutions for a given di�erence equation is of great importance. The primary
aim is to �nd the set F of all initial values at which the solution of the given equation is not de�ned for all
natural number n. The set of this nature is called the forbidden set of the equation. In order to avoid the
appearance of the forbidden set, the common assumption used by some authors, while studying rational
di�erence equations, is to choose positive initial values and coe�cients. The interest of this problem has
increased in the literature recently [23�25]. Azizi [26] found the forbidden set of the second order rational
Riccati di�erence equation. Also, Balibrea et al [27] gave su�cient conditions for a rational di�erence
equation of order two to be not uniformly eventually positive outside a bounded set. Camouzis et al [28]
described the forbidden set of the di�erence equation

xn+1 = p+
xn−1
xn

.

In [29] Sedaghat studied the existence of solutions of certain singular di�erence equations. Stevic̀ [30]
studied the domains for which the solutions of some equations and systems of di�erence equations are
not well-de�ned.

The study of existence of oscillatory solutions (periodic or aperiodic) of di�erence equations is in a
great concern and it is extremely useful in the behavior of mathematical models describing real live
situations, for some results in this area. Ladas [31] studied the oscillation of positive solutions about the
positive steady state N in the delay logistic di�erence equation

Nn+1 = Nn exp

r − r m∑
j=0

pjNn−j

 ,

which describes that the population growth is not continuous but seasonal.
Matti [32] studied the oscillations in some nonlinear economic relationships modeled by a di�erence
equations. Sedaghat [33] studied the oscillations and chaos in a discrete model of combat. See also
related results [34�37].

Motivated by above, in this paper, we will present complete analytical study and asymptotic behavior
of the solutions of the more general second order di�erence equation

(1.1) xn+1 =
xn−1

A+Bxnxn−1
, x0 = c and x−1 = d,

with arbitrary parameters A and B. To the best of our knowledge, the analysis for convergence, oscil-
lation and periodicity of equation (1.1) have not been considered till now and other results extend and
improve existing results in the literature, especially those established in [11,20].

Throughout the paper we use the convention that N = {0, 1, 2, . . .} ,
m∏

p=n

ap = 1 and

m∑
p=n

ap = 0, where

(ap)p is a sequence of real numbers and m < n for m,n ∈ Z and the cases when AB = 0 and A+B 6= 0
are trivial, therefore we will assume that A 6= 0 and B 6= 0.

2. Stability analysis of the equilibrium points

Before stating stability analysis of the equilibrium points, we begin with the following theorem which
will given equilibrium points of Eq. (1.1).

Theorem 1. Let (xn)n≥−1 be a solution of Eq. (1.1).
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(1) If B(1−A) ≤ 0, then the Eq. (1.1) has a unique equilibrium point x̄1 = 0.
(2) If B(1−A) > 0, then the Eq. (1.1) has exactly three equilibrium points

x̄1 = 0 and x̄2,3 = ±
√

1−A
B

.

Proof. Let x̄ be a equilibrium point of Eq. (1.1). It is easy to see that

x̄ = 0 or x̄2 =
1−A
B

.

This completes the proof.

Now, we will prove the following stability analysis of the equilibrium points for equation (1.1).

Theorem 2. Let (xn)n≥−1 be a solution of Eq. (1.1). Then:

(1) For A < 0, the characteristic equation about the equilibrium point x̄1 has no real roots.
(2) For 0 < A < 1, the equilibrium point x̄1 is a repeller.
(3) For A = 1, the equilibrium point x̄1 is nonhyperbolic.
(4) For A > 1, the equilibrium point x̄1 is locally asymptotically stable.

Moreover, for B(1−A) > 0,

(i) The equilibrium points x̄2,3 are nonhyperbolic.
(ii) If 0 < |A| < 1, then the equilibrium points x̄2,3 are unstable.

Proof. Denote by U := (u0, u1) an arbitrary point in the good set of Eq. (1.1) and x̄ be an equilibrium
point of Eq. (1.1), recall that the characteristic equation about the equilibrium point x̄ is de�ned as

(2.2) λ2 − q0λ− q1 = 0,

where qk =
∂F

∂uk
(x̄, x̄), k = 0, 1 with F (u0, u1) =

u1
A+Bu0u1

. Since the partial derivative of the function

F are

(2.3)
∂F

∂u0
=

−Bu1
(A+Bu0u1)2

and
∂F

∂u1
=

A

(A+Bu0u1)2
,

so, for the equilibrium point x̄1 = 0, the coe�cients of the characteristic equation are q0 =
∂F

∂u0
(0, 0) = 0

and q1 =
∂F

∂u1
(0, 0) =

1

A
. Hence the characteristic equation about the equilibrium point x̄1 is

(2.4) λ2 − 1

A
= 0.

Thus, we have the following cases:

(1) If A < 0, then the Eq. (2.4) has no real roots.

(2) If 0 < A < 1, then the real roots of Eq. (2.4) are ±
√

1

A
, their absolute values are greater than

one which implies that the equilibrium point x̄1 is a repeller.
(3) If A = 1, then the real roots of Eq. (2.4) are ±1, so x̄1 is nonhyperbolic.
(4) If A > 1, then all real roots of Eq. (2.4) have absolute value less than one, so x̄1 is locally

asymptotically stable.

In the case when B(1 − A) > 0, two new equilibrium points appear x̄2 and x̄3. According to the
Eq. (2.3), the coe�cients q0 and q1 of their characteristic equations are the same and they are given as
q0 = A− 1 and q1 = A, so the characteristic equation about x̄k, k = 2, 3 is

λ2 − (A− 1)λ−A = 0,
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which has −1 and A as real roots, then x̄2 and x̄3 are nonhyperbolic. Furthermore, if |A| < 1, then x̄2
and x̄3 are unstable. This completes the proof.

3. Analytical expressions of (xn)n≥−1

In this section, we give some analytical expressions of the sequence (xn)n≥−1, where (xn)n≥−1 is a
solution of Eq. (1.1).

Theorem 3. Let (xn)n≥−1 be a solution of Eq. (1.1). Then for all integer n ∈ N,

(3.5) x2n−1 = d

n−1∏
p=0


A2p +Bcd

2p−1∑
k=0

Ak

A2p+1 +Bcd

2p∑
k=0

Ak

 ,

and

(3.6) x2n = c
n−1∏
p=0


A2p+1 +Bcd

2p∑
k=0

Ak

A2p+2 +Bcd

2p+1∑
k=0

Ak

 .

Proof. We show it by induction. First we have

x−1 = d

−1∏
p=0


A2p +Bcd

2p−1∑
k=0

Ak

A2p+1 +Bcd

2p∑
k=0

Ak

 = d

and

x0 = c
−1∏
p=0


A2p+1 +Bcd

2p∑
k=0

Ak

A2p+2 +Bcd

2p+1∑
k=0

Ak

 = c
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This shows that (3.5) and (3.6) hold for n = 0. Assume (3.5) and (3.6) hold with n replaced by some
k ∈ N. From Eq. (1.1) we get

x2(k+1)−1 = x2k+1 =
x2k−1

A+Bx2kx2k−1

=
(
d
n−1∏
p=0

(
A2p +Bcd

2p−1∑
k=0

Ak
) n−1∏

p=0

(
A2p+2 +Bcd

2p+1∑
k=0

Ak
))/

( n−1∏
p=0

(
A2p+1 +Bcd

2p∑
k=0

Ak
)

[
A

n−1∏
p=0

(
A2p+2 +Bcd

2p+1∑
k=0

Ak
)

+Bcd
n−1∏
p=0

(
A2p +Bcd

2p−1∑
k=0

Ak
)])

= d
k∏

p=0

(
A2p +Bcd

∑2p−1
k=0 Ak

A2p+1 +Bcd
∑2p

k=0A
k

)
.

and

x2(k+1) = x2k+1+1 =
x2k

A+Bx2k+1x2k

=
(
c
k−1∏
p=0

(
A2p+1 +Bcd

2p∑
k=0

Ak
) k∏

p=0

(
A2p+1 +Bcd

2p∑
k=0

Ak
))/

( k∏
p=1

(
A2p +Bcd

2p−1∑
k=0

Ak
)

[
A

k∏
p=0

(
A2p+1 +Bcd

2p∑
k=0

Ak
)

+Bcd

k−1∏
p=0

(
A2p+1 +Bcd

2p∑
k=0

Ak
)])

= c
k∏

p=0

( A2p+1 +Bcd

2p∑
k=0

Ak

A2p+2 +Bcd

2p+1∑
k=0

Ak

)
.

This shows that (3.5) and (3.6) hold for k+ 1. Therefore, (3.5) and (3.6) hold for n ∈ N. This completes
the proof.

Corollary 4. Let (xn)n≥−1 be a solution of Eq. (1.1). Then:

(1) for A 6= 1,

(3.7) x2n−1 = d
n−1∏
p=0

(A− 1 +Bcd)A2p −Bcd
(A− 1 +Bcd)A2p+1 −Bcd

,

and

x2n = c
n−1∏
p=0

(A− 1 +Bcd)A2p+1 −Bcd
(A− 1 +Bcd)A2p+2 −Bcd

.
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(2) for A = 1,

(3.8) x2n−1 = d
n−1∏
p=0

( 1 + 2pBcd

1 + (2p+ 1)Bcd

)
,

and

x2n = c
n−1∏
p=0

(1 + (2p+ 1)Bcd

1 + (2p+ 2)Bcd

)
.

Proof. It is su�cient to use in the (3.5) and (3.6), the identity

p∑
k=0

xk =
1− xp+1

1− x
,

where p is a nonnegative integer and x is a real numbers di�erent of one, and the proof is directly obtained.

4. Main Results

4.1. The forbidden set. The determination of the set of all initial conditions through which the solution
of a given di�erence equation is de�ned for all n ∈ N is in general a problem of great di�culty. This
problem leads to introduce the notion of forbidden set.

De�nition 1. Consider a di�erence equation of order k in N

(4.9) xn+1 = F (xn, xn−1, ..., xn−(k−1)) for n ∈ N,

where F = F (u0, u1, ..., uk−1) is a function that maps on some subset Ω in Rk, and let (x0, x−1, . . . , x−k+1) ∈
Ω be the vector of initial conditions of the Eq. (4.9). The forbidden set of Eq. (4.9) is the set denoted
F de�ned as the set of all vectors of initial conditions (x0, x−1, ..., x−k+1) through which the solution
of Eq. (4.9) is not de�ned for all positive integer n. The good set G is the complementary in Ω of the
forbidden set, consequently, the solution (xn)n of Eq. (4.9) is well de�ned for all n ∈ N if and only if
(x0, x−1, ..., x−k+1) ∈ G.

When we obtain the analytic expression of the solution for a given di�erence equation, the determina-
tion of the forbidden set becomes more easy to obtain. However it can be gotten in some particular cases
by the mean of substitution, in the following Theorem, we give the forbidden set in the case when A = 1.

Theorem 5. Let (xn)n≥−1 be a solution of the Eq. (1.1) and F be the forbidden set of the sequence

(xn)n≥−1. If A = 1, then

F =
{

(c, d) ∈ R2 such that cd ∈
{−1

nB
, n ∈ N

}}
.

Proof. The sequence (xn)n≥−1 satis�es the equation

Bxn+1xn =
Bxnxn−1

A+Bxnxn−1
, x−1 = d, x0 = c,

Hence,

(4.10) A+Bxn+1xn = A+ 1− A

A+Bxnxn−1
.

Let (yn)n≥0 be the sequence de�ned as

(4.11) yn := A+Bxnxn−1,
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So the Eq. (4.10) can be written as

yn+1 = A+ 1− A

yn
,

which is a �rst order Ricatti di�erence equation. If A = 1, then

yn+1 = 2− 1

yn
for n ∈ N.

Let n ∈ N, for yn to exist a necessary and su�cient condition are that for all integer 0 ≤ k ≤ n − 1,
yk 6= 0,

y0 6= 0 is equivalent to cd 6= −1

B
,

y1 6= 0 is equivalent to y0 6= 0 and y0 6=
1

2
,

and

y2 6= 0 i� y0 /∈
{

0,
1

2
,

2

3

}
.

By induction, we can easily prove that for all n ∈ N,

yn 6= 0 i� for all k ≤ n+ 1, y0 6=
k − 1

k
.

So the forbidden set of the sequence Y = (yn)n≥0 is FY = {n− 1

n
, n ∈ N}. Now, let n ∈ N, y0 =

n− 1

n

is equivalent to 1+Bcd =
n− 1

n
which is equivalent to cd =

−1

nB
. Thus, the forbidden set of the sequence

(xn)n≥−1 is given by

F =
{

(c, d) ∈ R2 such that cd ∈
{−1

nB
, n ∈ N

}}
.

The proof is complete.

This results can be immediately found by using Corollary 4. Also, in the case when A 6= 1, the
forbidden set F of Eq. (1.1) can be easily obtained by using Corollary 4 as in the following theorem.

Theorem 6. Let (xn)n≥−1 be a solution of the Eq. (1.1). Suppose that A 6= 1, then the forbidden set of
the sequence (xn)n≥−1 is

F =

(c, d) ∈ R2 such that


A = −1 and cd =

1

B
or

A 6= −1 and cd ∈
{ (1−A)An

B(An − 1)
, n ∈ N

}
,

 .

4.2. Convergence. In this section, we study the asymptotic behavior of a solution of the di�erence Eq.
(1.1).

4.2.1. The case when 0 < |A| < 1.

Theorem 7. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that |A| < 1, then the subsequences
(x2n−1) and (x2n) converge.
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Proof. Using Corollary 4, we obtain

x2n−1 = d
n−1∏
p=0

(A− 1 +Bcd)A2p −Bcd
(A− 1 +Bcd)A2p+1 −Bcd

= d
n−1∏
p=0

1− A−1+Bcd
Bcd A2p

1− A−1+Bcd
Bcd A2p+1

= d
n−1∏
p=0

Up,

where

Up :=
1− αA2p

1− αA2p+1
with α :=

A− 1 +Bcd

Bcd
.

One of the following cases holds: For p big enough, Up is always is in (0, 1) or lies greater than one, this
allows us to apply of the Taylor expansion to the sequence (Up)p≥0 which gives that

Up is asymptotically equivalent to 1− α(A− 1)A2p,

which is the general term of convergent in�nite product, thus (x2n−1) converges.
Again by using Corollary 4, we get

x2n = c
n−1∏
p=0

(A− 1 +Bcd)A2p+1 −Bcd
(A− 1 +Bcd)A2p+2 −Bcd

= c
n−1∏
p=0

1− A−1+Bcd
Bcd A2p+1

1− A−1+Bcd
Bcd A2p+2

= c

n−1∏
p=0

Tp,

where

Tp :=
1− αA2p+1

1− αA2p+2
with α =

A− 1 +Bcd

Bcd
.

Hence,

Tp is asymptotically equivalent to 1− α(1−A)A2p+1,

the last term is the general term of convergent in�nite product, then (x2n)n converges. This completed
the proof.

4.2.2. The case when A = −1.

Lemma 8. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that A = −1, then

(1) The subsequence (x2n−1)n converges i� Bcd ∈ (−∞, 0) ∪ [2,∞).
(2) The subsequence (x2n)n converges i� Bcd ∈ (0, 2].

Proof. 1. Replacing A by −1 in Corollary (4), for the subsequence (x2n−1)n, we obtain

x2n−1 = d(
−2

2− 2Bcd
)n

=
d

(Bcd− 1)n
,
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then

(x2n−1)n converges i�

 |Bcd− 1| > 1,
or
Bcd− 1 = 1,

the last system is equivalent to Bcd ∈ (−∞, 0) ∪ [2,∞).
2. To prove the second part of the Theorem, we replace A by (−1) in Corollary (4) for the subse-

quence (x2n)n, we get

x2n = c
(2Bcd− 2

−2

)n
= c(1−Bcd)n,

then

(x2n)n converges i�

 |Bcd− 1| < 1,
or
Bcd− 1 = 1,

the last system holds i� Bcd ∈ (0, 2]. As a result, the proof is completed.

Remark 1. Using the computation in the proof of Lemma (8), we can easily deduce that when A = −1,
we have

(1) If Bcd ∈ (−∞, 0) ∪ (2,∞), then (x2n−1) converges to zero and (|x2n|) goes to in�nity.
(2) If Bcd ∈ (0, 2), then (|x2n−1|) goes to in�nity and (x2n) converges to zero.
(3) If Bcd = 2, then the subsequences (x2n−1) and (x2n) are constant, x2n−1 = d and x2n = c.

The following theorem is now proved.

Theorem 9. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that A = −1, then

The whole sequence (xn)n≥−1 converges i� B > 0 and c = d = ±
√

2

B
.

In this case, (xn)n≥−1 is constant and equal ±
√

2

B
.

4.2.3. The case when A = 1.

Theorem 10. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that A = 1, then (xn)n≥−1 converges
to zero.

Proof. Replacing A by 1, then by Eq. (3.8),

x2n−1 = d

n−1∏
p=0

( 1 + 2pBcd

1 + (2p+ 1)Bcd

)
= d

n−1∏
p=0

Vp,

where (Vp)p≥1 is the sequence de�ned as

(4.12) Vp = 1− Bcd

1 + (2p+ 1)Bcd
.

It can be easily veri�ed that there exists a positive integer r0 such that for all p ≥ r0, we have Vp ∈ (0, 1).
Therefore, if p is big enough, the x2n−1 is then written in in�nite series form as
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(4.13) x2n−1 = d
( r0−1∏

p=0

Vp

)
exp

( n−1∑
p=r0

lnVp

)
.

We have lnVp is equivalent to
−1

2p
which is a general term divergence in�nite series, since for all p ≥ r0

Vp ∈ (0, 1), then the in�nite series
∑
p≥r0

lnVp goes to −∞, consequently (x2n−1)n converges to zero.

Although the proof of the convergence of the subsequence (x2n)n to zero can be done similarly, we describe
in order to use its notations in the sequel, from Eq. (3.7), we can see that

x2n = c
n−1∏
p=0

(1 + (2p+ 1)Bcd

1 + (2p+ 2)Bcd

)
= c

n−1∏
p=0

Wp,

where (Wp)p≥0 is the sequence de�ned as

(4.14) Wp = 1− Bcd

1 + (2p+ 2)Bcd
.

Similarly, it can be easily checked that there exist a positive integer s0 such that for all p ≥ s0, we have
Wp ∈ (0, 1). Hence if p is big enough, the subsequence x2n is then written as

(4.15) x2n = c
( s0−1∏

p=0

Wp

)
exp

( n−1∑
p=s0

lnWp

)
.

We have lnWp is equivalent to
−1

2p
which is a general term divergence in�nite series, since for all p ≥ s0

Wp ∈ (0, 1), then the in�nite series

n−1∑
p=s0

lnWp goes to −∞, consequently (x2n)n converges to zero. This

complete the proof of Theorem.

4.2.4. The case when |A| > 1.

Theorem 11. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that |A| > 1, then

(1) The subsequences (x2n−1)n and (x2n)n converges.
(2) The whole sequence (xn)n≥−1 converge i�

A− 1 +Bcd 6= 0
or

(1−A)B > 0 and c = d = ±
√

1−A
B

.

Proof. We distinguish two cases:
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(1) (I) If A− 1 +Bcd 6= 0, then using Corollary (4),

x2n−1 = d
n−1∏
p=0

( (A− 1 +Bcd)A2p −Bcd
(A− 1 +Bcd)A2p+1 −Bcd

)

= d
n−1∏
p=0

( 1− Bcd

(A− 1 +Bcd)A2p

A(1− Bcd

(A− 1 +Bcd)A2p+1
)

)

=
d

An

n−1∏
p=0

Yp,

where (Yp)p≥0 is the sequence de�ned as

Yp =
1− β

A2p

1− β

A2p+1

and β =
Bcd

A− 1 +Bcd
.

It can be easily veri�ed that for p big enough, always Yp is in the interval (0, 1) or lies in the
interval (1,∞). The Taylor expansion applied to the sequence (Yp)p≥0 gives

(Yp)p≥0 is equivalent to 1 + β(
1

A
− 1)

1

A2p
,

the last term is a general term of convergent in�nite product so (x2n−1)n converges to zero. An
easy calculus gives that

x2n =
c

An

n−1∏
p=0

Zp,

where (Zp)p≥0 is the sequence de�ned as

Zp =
1− β

A2p+1

1− β

A2p+2

,

we have

(Zp)p≥0 is asymptotically equivalent to 1 + β(
1

A
− 1)

1

A2p+1
,

the last term is a general term of convergent in�nite product, so (x2n)n converges to zero.
(II) If A−1+Bcd = 0, then the subsequences (x2n−1)n and (x2n)n are constant x2n−1 = d and

x2n = c, so they converge. By the calculus in the preview part of the proof, if A− 1 +Bcd 6= 0,
then the whole sequence (xn)n≥−1 converges to zero. When A− 1 +Bcd = 0 that is

(4.16) cd =
1−A
B

,

the subsequences (x2n−1)n and (x2n)n are constant equal d and c respectively, then the whole
sequence (xn)n≥−1 converges if and only if c = d, using Eq. (4.16) the last proposition is

equivalent to c = d = ±
√

1−A
B

, for this to can hold it is necessary and su�cient that (1−A)B >

0. Hence, the proof is achieved.
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4.3. Oscillation about the equilibrium point x1 = 0. In this section, we study the oscillation the
solution of di�erence Eq. (1.1) about the equilibrium point x1 = 0.

Theorem 12. Let (xn)n≥−1 be a solution of the Eq. (1.1). Assume that |A| < 1, then the subsequences
(x2n−1)n and (x2n)n converge, then

(1) For |A| < 1

(xn)n≥−1 is oscillatory about zero i� cd
( n0−1∏

p=0

Up

)(m0−1∏
p=0

Tp

)
< 0,

where (Up)p, (Tp)p are the sequences de�ned in the proof of Theorem (7) and n0, m0, are integers
such that, for all p ≥ n0, Up is positive and for all p ≥ m0, Tp is positive.

(2) For A = −1, (xn)n≥−1 is oscillatory about zero.
(3) For A = 1,

(xn)n≥−1 is oscillatory about zero i� cd

r0−1∏
p=0

Vp

s0−1∏
p=0

Wp < 0,

where (Vp)p≥1, (Wp)p≥0, r0 and s0 are de�ned in the proof of Theorem (10).
(4) For |A| > 1,

(xn)n≥−1 is oscillatory about zero i�

A− 1 +Bcd = 0 and cd < 0,
or

A− 1 +Bcd 6= 0 and


A < −1,
or

A > 1 and cd

p0−1∏
p=0

Yp

q0−1∏
p=0

Zp < 0,

where (Yp)p≥1, (Zp)p≥0, p0 and q0 are de�ned in the proof of Theorem (11).

Proof. 1. For |A| < 1 The sequences (x2n−1)n and (x2n)n have a constant signs which are these of

d

n0−1∏
p=0

Up and c

m0−1∏
p=0

Tp,

respectively, so we can immediately obtain the aimed result.

2. For A = −1, in this case x2n−1 =
d

(Bcd− 1)n
and x2n−1 = c(1− Bcd)n. Hence, if Bcd− 1 < 0,

then (x2n−1)n and therefore (xn)n is oscillatory about zero. If Bcd − 1 > 0, then (x2n)n and
therefore (xn)n is oscillatory about zero.

3. For A = 1, the Eq. (4.13) and (4.15) give

x2n−1 = d

r0−1∏
p=0

Vp exp
( n−1∑

p=r0

lnVp

)
,

and

x2n = c

q0−1∏
p=0

Wp exp
( n−1∑

p=q0

lnWp

)
,

in this case the sequences (x2n−1)n and (x2n)n have a constant signs which are these of

d

r0−1∏
p=0

Vp and c

q0−1∏
p=0

Wp,
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respectively, we �nd that (xn)n is oscillatory about zero i�

cd

r0−1∏
p=0

Vp

q0−1∏
p=0

Wp < 0.

4. For |A| > 1, if A− 1 + Bcd = 0, then the subsequences are constant (x2n−1)n and (x2n)n equal
d and c respectively, so (xn)n is oscillatory about zero i� cd < 0. If A − 1 + Bcd 6= 0, the the
sequence (xn)n≥−1 converges to zero and we have

x2n−1 =
d

An

n−1∏
p=0

Yp and x2n =
c

An

n−1∏
p=0

Zp,

where (Yp)p and (Zp)p are the sequences de�ned in the proof of Theorem (11). It has been seen
that there exists integers p0 and q0 such that for all p ≥ p0, Yp is positive and for all p ≥ q0, Zp

is positive, then for n big enough, the sign of d
n−1∏
p=0

Yp and c
n−1∏
p=0

Zp are constant. Then, we have

the following cases:
(a) When A < −1, the sequence (x2n−1)n and consequently (xn)n≥−1 are oscillatory about zero.

(b) When A > 1, the sign of x2n−1 is that of d

p0−1∏
p=0

Yp and the sign of x2n is that of c

q0−1∏
p=0

Zp.

Thus, we can immediately have the target result and the proof is complete.

4.4. Periodicity. Firstly, we recall the following Lemma, which describes su�cient conditions for Eq.
(1.1) to have a periodic solution.

Lemma 13. Let (xn)n≥−k+1 be a solution of Eq. (1.1). Suppose that there are real numbers lr, r =
0, 1, ..., p− 1 such that

lim
n→∞

xpn+r = lr for all r = 0, 1, ..., p− 1.

Finally, let (yn)n≥−k+1 be the periodic-p sequence such that

yr = lr for all r = 0, 1, ..., p− 1.

Then (yn)n≥−k+1 is a periodic-p solution of Eq. (1.1).

Note that the zero sequence is a solution of Eq. (1.1) corresponding to the initial conditions x−1 = 0
and x0 = 0, this solution is called trivial solution of of Eq. (1.1). The periodicity results are given by the
following Theorem

Theorem 14. Let (xn)n≥−1 be a solution of the Eq. (1.1).

(1) For |A| < 1, Eq. (1.1) has a nontrivial periodic-2 solution.

(2) For A = −1, Eq. (1.1) has a nontrivial periodic-2 solution if and only if cd =
2

B
.

(3) For A = 1, Eq. (1.1) has no nontrivial periodic-2 solution.

(4) For |A| > 1, Eq. (1.1) has a nontrivial periodic-2 solution if and only if cd =
1−A
B

.

Proof. 1. If |A| < 1, then by Theorem (7), the subsequences (x2n−1)n and (x2n)n converge, let l1
and l0 be their limits respectively. Applying Lemma (13), it follow that the sequence

l1, l0, l1, l0, ...

is a periodic-2 solution of Eq. (1.1).
2. Suppose that A = −1, we distinguish two cases:
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(a) If Bcd 6= 2, then using Lemma (8), every solution of Eq. (1.1) is unbounded, so Eq. (1.1)
has no periodic solutions.

(b) If Bcd = 2, then using Lemma (8), the subsequences (x2n−1)n and (x2n)n are constant
x2n−1 = d and x2n = c, therefore (xn)n≥−1 is the periodic-2 solution

d, c, d, c, ... .

3. If A = 1, then by using the proof of Theorem (10), every solution of of Eq. (1.1) converges to
zero, so Eq. (1.1) has no nontrivial solution.

4. If |A| > 1, we distinguish two cases:
(a) If A − 1 + Bcd 6= 0, then by using the proof of Theorem (11), every solution of Eq. (1.1)

converges to zero, so Eq. (1.1) has no nontrivial solution.
(b) If A−1+Bcd = 0, then by Theorem (11), the subsequences (x2n−1)n and (x2n)n are constant

x2n−1 = d and x2n = c, consequently (xn)n≥−1 is the periodic-2 solution d, c, d, c,. . .
This achieves the proof.

5. Numerical simulation

(1) The case |A| < 1 is illustrated in Fig. (1), in which we set A =
1

2
, B = 4, c = 3 and d = 2.

The subsequences (x2n−1)n and (x2n)n converge. This is coherent with Theorem (7).

(2) In Fig. (2) (case A = −1 and Bcd ∈ (−∞, 0) ∪ (2,∞), we choose A = −1, B =
1

2
, c = 1

and d = −2. The subsequence (x2n−1)n converges to zero and the subsequence (|x2n|)n goes to
in�nity and oscillates about zero which matches Lemma (8), Remark (1) and Theorem (12).

(3) The case A = −1 and Bcd ∈ (0, 2) is studied using the parameters values A = −1, B =
1

2
, c = 3

and d = 1. The subsequence (|x2n−1|)n goes to in�nity and the subsequence (x2n)n converges to
zero as depicted in Fig. (3) which is coherent to Lemma (8), Remark (1) and Theorem (12).

(4) In order to illustrate the case A = −1 and Bcd = 2, we choose A = −1, B =
1

2
, c = 1 and

d = 4. In Fig. (4), it is shown that the subsequences (x2n−1)n and (x2n)n are constant x2n−1 = d
and x2n = c which agrees Lemma (8) and Remark (1), consequently (xn)n≥−1 is the periodic-2
solution

d, c, d, c, ... .

This is in harmony with Theorem (14).
(5) The case A = 1 is investigated using the parameters values A = 1, B = 3, c = 0.5 and d = 3. In

Fig. (5), the simulation results show that the whole sequence (xn)n≥−1 converges to zero which
matches Theorem (10).

(6) The case |A| > 1 and A−1+Bcd 6= 0 can be taken by choosing A = 5, B = 1, c = 3 and d = 0.5.
The whole sequence (xn)n≥−1 converges to zero as depicted in Fig. (6) which is coherent to
Theorem (11).

(7) Fig. (7) illustrates the case |A| > 1 and A − 1 + Bcd = 0, we choose A = 5, B = 1, c = 2 and
d = −2, the subsequences (x2n−1)n and (x2n)n are constant: x2n−1 = d and x2n = c, we obtain
a periodic-2 solution. This case is justi�ed analytically in the proofs of Theorems (11), (12) and
(14).
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Figure 1. |A| < 1, A− 1 +Bcd 6= 0: (x2n−1)n and (x2n)n converge.
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Figure 2. A = −1 and Bcd ∈ (−∞, 0)∪(2,∞): (x2n−1)n converges to zero and (|x2n|)n
goes to in�nity, the solution is unbounded.
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Figure 3. A = −1 and Bcd ∈ (0, 2): (|x2n−1|)n goes to in�nity and (x2n)n converges
to zero, the solution is unbounded.
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Figure 4. A = −1 and Bcd = 2: (x2n−1)n and (x2n)n are constants, (xn)n is periodic-2 solution.
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Figure 5. A = 1: the solution converges to zero.
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Figure 6. |A| > 1 and A− 1 +Bcd 6= 0: the solution converges to zero.
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Figure 7. |A| > 1 and A − 1 + Bcd = 0: (x2n−1)n and (x2n)n are constants, (xn)n is
periodic-2 solution.
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Abstract

This paper discusses Lp approximation error estimates for hybrid interpolation on the unit
sphere. This interpolation scheme is integrated by spherical polynomials and radial basis
functions. The smooth radial basis functions generated by a strictly positive definite zonal
kernel are embedded in a larger native space generated by a less smooth kernel, and the error
estimates for hybrid interpolation to a target function from the larger native space are given.
In a sense, the results of this paper show that the hybrid interpolation associated with the
smooth kernel enjoys the same order of error estimate as hybrid interpolation associated with
the less smooth kernel for a target function from the rough native space.

MSC(2000): 41A17, 41A30
Keywords: Sphere; Interpolation; Approximation; Error

1 Introduction

Recently, fitting spherical scattered data comes up in many application areas, such as astrophysics,
meteorology, geodesy, geophysics, and so on [5, 6, 29]. As interpolation or approximation tools,
spherical polynomials or spherical radial basis functions were used to handle spherical scattered
data in more studies [5, 6, 11, 14, 20, 22, 27, 28, 29, 15, 2]. Since spherical polynomials can handle
the slowly varying large-scale features, and spherical radial basis functions are helpful to handle
scattered and rapidly changed data, Sloan and Sommariv [25] introduced a hybrid interpolation
scheme, which combines spherical radial basis functions together with spherical polynomials, and
restricts the radial basis functions to the case of strictly positive definite kernels, so that the
polynomial component is voluntary rather than forced.

This paper studies the hybrid interpolation in an appropriate native space Nφ of continuous
functions on the unit sphere, which is defined by a underlying strictly positive definite kernel φ.
We apply the approach used by Hubbert and Morton [9, 10] to obtain error estimates in Lp norm.
However, if the target function is from a subspace of the native space Nφ, we then adopt the inf-sup
condition [26] and the method of constructing a convolution kernel to improve the error estimates.

So called “native space barrier” problem means that if φ is smooth, then the native space Nφ
is small. There have been much literature to focus on it, for example, [12, 13, 17, 18, 19]. In
this paper, we employ the approach in [12] and the techniques in [26], and embed the smooth
radial basis functions in a larger native space generated by a less smooth kernel ψ. At same time,
we utilize the hybrid interpolation associated with the smooth kernel φ to interpolate the target
function from the larger native space. In the process of error estimates, the “norming set” method
developed by Jetter [11] and a special case of the general Bernstein-type inequality in [4] are used.

This paper is organized as follows. Section 2 is preliminary, which is related to introducing
notations, hybrid interpolation and its crucial condition, native space, and Sobolev space. The Lp
approximation error estimates are established in Section 3. In Section 4, for a target function f
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in a subspace of the original native space, we improve the global Lp-error estimates. In Section 5,
we still use the hybrid interpolation defined in Section 2 to interpolate and approximate a target
function f from a larger native space generated by a less smooth kernel.

2 Preliminaries

This paper uses C to denote a positive constant, whose value may be different at different occur-
rence even within the same formula. The symbol A ∼ B means that there exist positive constant
C1 and C2 such that C1B ≤ A ≤ C2B.

We use S2 :=
{
x := (x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1

}
to denote the unit sphere embedded

in the Euclidean space R3, and denote by Lp(S2) the space of p-integrable functions on S2 endowed
with the norms ‖f‖∞ := ‖f‖L∞(S2) := esssupx∈S2 |f(x)|(p = ∞), and ‖f‖p := ‖f‖Lp(S2) :={∫

S2 |f(x)|pdω(x)
}1/p

< ∞(1 ≤ p < ∞). The so called spherical harmonic with degree l is the
restriction to S2 of a homogeneous harmonic polynomial with degree l ≥ 0. The class of all
spherical harmonics with degree l is denoted by Hl, and the class of all spherical harmonics with
total degree l ≤ L is denoted by PL. Clearly, spherical harmonics with different degrees are
orthogonal with respect to the L2(S2) inner product: 〈f, g〉 :=

∫
S2 f(x)g(x)dω(x), where dω is

surface measure on S2.
The famous addition formula

∑2l+1
k=1 Yl,k(x)Yl,k(y) = 2l+1

4π Pl(x · y) yields the following useful
relation [16]:

2l+1∑
k=1

|Yl,k(x)Yl,k(y)| ≤
2l+1∑
k=1

Y 2
l,k(x) =

2l + 1

4π
, x, y ∈ S2. (2.1)

Here Pl is the Legendre polynomial with degree l and dimension three, which is normalized such

that Pl(1) = 1, and satisfies the orthogonality relation:
∫ 1

−1 Pk(t)Pj(t)dt = 2
2l+1δk,j , where the

symbol δk,j denotes the usual Kronecker symbol.
The definition of strictly positive definite kernel is given by

Definition 2.1 (see [29]). A continuous and symmetric function φ : S2 × S2 −→ R is called
positive definite kernel, if, for any N ∈ N+, α = (αi)i=1,...,N ∈ RN and {x1, . . . , xN} ⊂ S2, we
have

N∑
i=1

N∑
j=1

αiαjφ(xi, xj) ≥ 0.

When for any N distinct points {x1, . . . , xN}, the above quadratic form is positive for all α =
(αi)i=1,...,N ∈ RN/{0}, then φ is called strictly positive definite kernel.

We say that a kernel φ is called rotational invariant if φ(ρx, ρy) = φ(x, y) for all x, y ∈ S2
and for all rotations ρ. So a continuous rotational invariant kernel depends only on the distance
between x and y [24], that is, there is a function ϕ : [−1, 1]→ R , such that ϕ(xy) = φ(x, y) for all
x, y ∈ S2. Therefore, a rotational invariant kernel is also called a zonal kernel. In [23], Schoenberg
characterized the positive definite zonal kernels. In [30], Xu and Cheney introduced the notation
of strictly positive definiteness on the sphere. Clearly, it is important to characterize all the strictly
positive definite functions on the sphere, and such an endeavor has been taken by Ron and Sun in
[21]. In [3], Chen et al. established a necessary and sufficient condition for strictly positive definite
zonal kernels: the kernel φ is strictly positive definite and zonal if and only if

φ(x, y) =
∞∑
l=0

al

2l+1∑
k=1

Yl,k(x)Yl,k(y) =
∞∑
l=0

(2l + 1)al
4π

Pl(x · y),

with al ≥ 0 for all l,
∑∞
l=0 lal < ∞ and al > 0 for infinitely many even values of l and infinitely

many odd values of l.
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For given strictly positive definite kernel φ(·, ·), a set of distinct points X = {x1, . . . , xN} ⊂ S2,
and target function f ∈ C(S2), we take the hybrid interpolation for f in the form

IX,Lf =
N∑
j=1

αjφ(·, xj) +
L∑
l=0

2l+1∑
k=1

βl,kYl,k,

where we fix L ≥ 0 as the desired degree of the polynomial component of the hybrid interpola-
tion and the coefficients {αj}Nj=1 , {βl,k}k=1,...,2l+1, l=0,...,L are determined by the interpolation
conditions

IX,Lf(xi) = f(xi), i = 1, . . . , N, (2.2)

and also (in order to give a square linear system) the side conditions
∑N
j=1 αjp(xj) = 0, ∀p ∈ PL.

Now we give a condition on the point set X, which makes sure that the interpolation is exist
and unique.

Definition 2.2 (see [25, Definition 3.1]). The set X = {x1, . . . , xN} ⊂ S2 is said to be PL
-unisolvent if

p ∈ PL, p(xj) = 0 for j = 1, . . . , N ⇒ p = 0.

In order to analyze the interpolation error in the later sections it is convenient to define a
finite-dimensional space VX,L within the interpolation IX,Lf lies.

VX,L :=

{ N∑
j=1

αjφ(·, xj) + q : q ∈ PL, αj ∈ R for j = 1, . . . , N, and
N∑
j=1

αjp(xj) = 0, ∀p ∈ PL
}
.

The following Theorem 2.1 gives a crucial condition for the interpolation to be well defined,
whose proof can be find in [25].

Theorem 2.1 Let φ(·, ·) be a strictly positive definite kernel, and X = {x1, . . . , xN} ⊂ S2 be a
set of distinct points which is PL -unisolvent for L ≥ 0. Then for each f ∈ C(S2) there exists a
unique IX,Lf ∈ VX,L that satisfies the interpolation conditions in (2.2).

In this paper, we assume that the strictly positive definite kernel φ is zonal and has the expansion

φ(x, y) =
∞∑
l=0

al

2l+1∑
k=1

Yl,k(x)Yl,k(y) (2.3)

with al > 0 for all l,
∑∞
l=0 lal < ∞, in which case the series of the right side in (2.3) converges

uniformly for x, y ∈ S2.
For f, g ∈ L2(S2), they can be represented by their Fourier series f =

∑∞
l=0

∑2l+1
k=1 f̂l,kYl,k

and g =
∑∞
l=0

∑2l+1
k=1 ĝl,kYl,k, respectively. With respect to the inner product expressed as (see

[29]) (f, g)Nφ =
∑∞
l=0

∑2l+1
k=1

f̂l,kĝl,k
al

, the native space Nφ, which is the subspace of L2(S2), can be
defined by

Nφ :=

{
f ∈ L2(S2) : ‖f‖2Nφ =

∞∑
l=0

2l+1∑
k=1

|f̂l,k|2

al
<∞

}
.

It is easy to verify that the native space Nφ is a reproducing kernel Hilbert space with reproducing
kernel φ(·, ·), that is, (f, φ(·, x))Nφ = f(x), x ∈ S2, f ∈ Nφ.

When al ∼ (l + 1)−2s for l = 0, 1, . . . , the native space Nφ is norm equivalent to the Sobolev
space Hs:

Hs :=

{
f ∈ L2(S2) : ‖f‖2Hs =

∞∑
l=0

2l+1∑
k=1

(l + 1)2s|f̂l,k|2 <∞

}
,

and the Sobolev embedding theorem in [7] implies that if s > 1, then the space Hs is continuously
embedded in C(S2), so that Hs is a reproducing kernel Hilbert space.

The error estimates are general expressed in terms of the mesh norm of X = {x1, . . . , xN} ⊂ S2,
which is defined by hX := supx∈S2 infxj∈X d(x, xj), where d(x, xj) = arccos(x · xj) is the geodesic
distance between xj and x.
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3 Global error estimates for Lp norm

We first give the following three lemmas, which can be found in [9] and [10].

Lemma 3.1 Let d ≥ 1 be an integer and set M := 2
√
d and δd := 1

4(d+1)3/2
. Let M1 be an arbitrary

positive number, θ ∈ (0, π3 ) and set h0 := θ
M+M1+δd

. Then for any h ∈ (0, h0), there exists a set of

points Zh ⊂ Sd such that Sd =
⋃
z∈Zh D(z,Mh). Here we denote by D(x0, γ) the spherical cap with

center x0 and angle γ, i.e., D(x0, γ) :=
{
x ∈ Sd : x · x0 > cos γ

}
, and then denote by A(x0, γ) the

volume of D(x0, γ), i.e., A(x0, γ) := Ωd
∫ γ
0

sind−1 θdθ, where Ωd denotes the volume of Sd. Let FA
denote the characteristic function of a set A ⊂ Sd. There exists a positive integer Q independent
of h such that ∑

z∈Zh

FD(z,M ′h) ≤ Q, where M
′

= M +M1.

Further, the cardinality of Zh is bounded above by CQh
−d, where CQ is independent of h.

Lemma 3.2 Let z ∈ Sd and X = {xi}Ni=1 denote a set of distinct points on Sd. Let s ∈ [k, k + 1],
where k > d

2 is a positive integer. There exist positive numbers C1 and C2 such that if we let

M1 > max{C1 − 2d1/2, 0} be a fixed positive number and let

h0 =
C2

3M2
, where M2 = 2d1/2 +M1,

then, assuming that X has mesh norm h := hX ∈ (0, h0), there exists an extension operator
ED(z,M2h) : Hs(D(z,M2h)) −→ Hs(Sd) satisfying
(1) (ED(z,M2h)f)|D(z,M2h) = f , for all f ∈ Hs(D(z,M2h)),
(2) there exists a positive constant C, independent of h and z such that

‖ED(z,M2h)f‖Hs(Sd) ≤ C‖f‖Hs(D(z,M2h)),

for all f ∈ Hs(D(z,M2h)) such that f(ξ) = 0 for ξ ∈ X
⋂
D(z,M2h).

Lemma 3.3 Let s > 0 and let M1 be any positive number. Let h ∈ (0, h0) and let Zh denote the
corresponding quasi-uniform mesh for Sd from Lemma 3.1. Then, for any f ∈ Hs(Sd), we have∑

z∈Zh

‖f‖2Hs(D(z,M2h))
≤ Q‖f‖2Hs(Sd),

where Q is the constant (independent of h) from Lemma 3.1.

We are now ready to state the main results for the error estimates of the hybrid interpolation
in Lp norm.

Theorem 3.1 Let φ ∈ C(S2× S2) be a strictly positive definite kernel on S2, having the represen-
tation in (2.3) and al ∼ (l+1)−2s. Assume that integer L ≥ 1 and X = {x1, . . . , xN} ⊂ S2 is a set
of distinct points on S2 with mesh norm 1/(2L+ 2) < hX ≤ 1/(2L). For f ∈ Nφ, let IX,Lf ∈ VX,L
be the hybrid interpolation defined in Section 2. Then we have

‖f − IX,Lf‖Lp(S2) ≤ Ch
2
p+s−1
X ‖f − IX,Lf‖Nφ , p ∈ [2,+∞),

and
‖f − IX,Lf‖Lp(S2) ≤ Ch

s
X‖f − IX,Lf‖Nφ , p ∈ [1, 2),

where the constant C is independent of f and hX .
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Proof. For the case S2, we can take d = 2 in Lemma 3.1, Lemma 3.2 and Lemma 3.3. By
using Lemma 3.1, for arbitrary 1 ≤ p <∞, we have

‖f − IX,Lf‖pLp(S2) =

∫
S2
|(f − IX,Lf)(ξ)|pdω(ξ) ≤

∑
z∈Zh

∫
D(z,Mh)

|(f − IX,Lf)(ξ)|pdω(ξ), (3.4)

where M = 23/2. This step motivates us to consider the error estimates locally. In particular,
f − IX,Lf is continuous on D(z,Mh), which is a compact subset of S2, so there exists a point

ξz ∈ D(z,Mh) where f − IX,Lf attains its maximum. Now we can write

‖f − IX,Lf‖pLp(S2) ≤
∑
z∈Zh

|(f − IX,Lf)(ξ)|p
∫
D(z,Mh)

dω(ξ) ≤ Ch2X
∑
z∈Zh

|(f − IX,Lf)(ξ)|p, (3.5)

where the constant C satisfies A(z,Mh) ≤ Ch2X . We know that f − IX,Lf ∈ Nφ and Nφ is norm
equivalent to the Sobolev space Hs. Now, rather than consider f − IX,Lf , we choose instead to
consider the restriction f − IX,Lf

∣∣
D(z,M2h)

, where M2 = 23/2 +M1.

We should choose a suitable M1 to fit the conditions of Lemma 3.2, because we can find constant
C1, C2 such that

2C2L

3
> C1,

2C2L

3
> 23/2.

So set h0 = 1
2L , M1 = 2C2L

3 −23/2, and M2 = 2C2L
3 , then it is easy to prove that Lemma 3.2 holds.

If we let vz := f − IX,Lf
∣∣
D(z,M2h)

and use Lemma 3.2, we have

(E1) ED(z,M2h)vz ∈ Hs(S2),
(E2) ED(z,M2h)vz(ξ) = 0 for all ξ ∈ X

⋂
D(z,M2h),

(E3) there exists a positive constant C, independent of hX and z such that∥∥ED(z,M2h)vz
∥∥
Hs(S2)

≤ C‖vz‖Hs(D(z,M2h)).

Hence, with the help of Theorem and (E3) we can obtain

|(f − IX,Lf)(ξz)| =
∣∣ED(z,M2h)vz(ξz)

∣∣ ≤ Chs−1X

∥∥ED(z,M2h)vz
∥∥
Nφ

≤ Chs−1X

∥∥ED(z,M2h)vz
∥∥
Hs
≤ Chs−1X ‖vz‖Hs(D(z,M2h))

.

Substituting this into (3.5) gives

‖f − IX,Lf‖pLp(S2) ≤ Ch
2+p(s−1)
X

∑
z∈Zh

‖vz‖pHs(D(z,M2h))
. (3.6)

For p ∈ [2,∞) we use Jensen’s inequality [1]
∑N
i=1 a

p
i ≤

(∑N
i=1 a

2
i

) p
2

followed by Lemma 3.3 to

give

‖f − IX,Lf‖pLp(S2) ≤ Ch
2+p(s−1)
X

(∑
z∈Zh

∥∥∥f − IX,Lf ∣∣D(z,M2h)

∥∥∥2
Hs(D(z,M2h))

)p/2

≤ Ch
2+p(s−1)
X

(
‖f − IX,Lf‖2Hs(S2)

)p/2
≤ Ch2+p(s−1)X ‖f − IX,Lf‖pNφ .

Finally, taking the p-th root gives

‖f − IX,Lf‖Lp(S2) ≤ Ch
2
p+s−1
X ‖f − IX,Lf‖Nφ , p ∈ [2,+∞), (3.7)

where the constant C is independent of f and hX .
For p ∈ [1, 2) we conduct the same steps as above, however we replace Jensen’s inequality with

N∑
i=1

api ≤ N
1− p2

(
N∑
i=1

a2i

) p
2

.
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Moreover, we use the fact that the cardinality of Zh is bounded by CQh
−2 (see Lemma 3.1), and

we obtain

‖f − IX,Lf‖pLp(S2) ≤ ChpsX

(∑
z∈Zh

∥∥∥f − IX,Lf ∣∣D(z,M2h)

∥∥∥2
Hs(D(z,M2h))

)p/2

≤ ChpsX

(
‖f − IX,Lf‖2Hs(S2)

)p/2
≤ ChpsX ‖f − IX,Lf‖

p
Nφ .

Finally, taking the p-th root gives

‖f − IX,Lf‖Lp(S2) ≤ Ch
s
X‖f − IX,Lf‖Nφ , p ∈ [1, 2), (3.8)

where the constant C is independent of f and hX .
Combining (3.7) and (3.8) yields Theorem 3.1.

4 Inf-sup condition and improved global error estimates

As we can see that the factor ‖f−IX,Lf‖Nφ in Theorem 3.1 may be harder to estimate than factor
‖f‖Nφ . Considering the fact that the hybrid interpolation defined in Section 2 is different from
the interpolation scheme only by radial basis functions constructed from strictly positive definite
kernels or conditionally positive definite kernels (see [10, ]), we should find the other method to
characterize the relationship between ‖f − IX,Lf‖Nφ and ‖f‖Nφ . The following Inf-sup condition
is quoted from [26], whose method is helpful to “tidy up” the error results in Theorem 3.1.

Theorem 4.1 (see [26, Theorem 6.1]). Let φ ∈ C(S2 × S2) be a strictly positive definite kernel
on S2, having the representation in (2.3) and al ∼ (l + 1)−2s. Then there exist constants γ > 0
and τ > 0 depending only on s such that for all L ≥ 1 and all X = {x1, . . . , xN} ⊂ S2 satisfying
hX ≤ τ/L, the following inequality holds:

sup
v∈RX\{0}

(p, v)Nφ
‖v‖Nφ

≥ γ‖p‖Nφ , p ∈ PL, (4.9)

where RX = span{φ(·, x1), . . . , φ(·, xN )}.

In order to use the same method in [26], we simply denote that IX,Lf = uX,L + pX,L, where

pX,L =
∑L
l=0

∑2l+1
k=1 βl,kYl,k, and uX,L =

∑N
j=1 φ(·, xj).

For a given f ∈ Nφ, the interpolation conditions IX,Lf(xi) = f(xi), i = 1, . . . , N, and the side

conditions
∑N
j=1 αjq(xj) = 0, ∀q ∈ PL, are equivalent to

(uX,L, vX)Nφ + (pX,L, vX)Nφ = (f, vX)Nφ , vX ∈ RX , (4.10)

and
(q, uX,L)Nφ = 0, ∀q ∈ PL. (4.11)

Now we can write the target function f ∈ Nφ in an analogous way to IX,Lf as f := u + p,
where p ∈ PL and u ∈ Nφ are defined by (p, q)Nφ = (f, q)Nφ , q ∈ PL, which means that p is the
Nφ-orthogonal project of f onto PL.

Similar to (4.10) and (4.11), we have

(u, v)Nφ + (p, v)Nφ = (f, v)Nφ , vX ∈ RX , (4.12)

and
(q, u)Nφ = 0, q ∈ PL. (4.13)

By subtracting (4.10) from (4.12) (with v replaced by vX) and (4.11) from (4.13), we can obtain

(u− uX,L, vX)Nφ + (p− pX,L, vX)Nφ = 0, vX ∈ RX , (4.14)
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and
(q, u− uX,L)Nφ = 0, q ∈ PL. (4.15)

Now we define ũX ∈ RX to be the Nφ-orthogonal project of u onto RX , that is,

(ũX , vX)Nφ = (u, vX)Nφ , vX ∈ RX . (4.16)

From (4.14), (4.15) and (4.16), we clearly have

(ũX − uX,L, vX)Nφ + (p− pX,L, vX)Nφ = 0, vX ∈ RX , (4.17)

and
(q, ũX − uX,L)Nφ = (q, ũX − u)Nφ , q ∈ PL. (4.18)

With the help of Theorem 4.1, we have

‖p− pX,L‖Nφ ≤ 1

γ
sup

vX∈RX\{0}

(p− pX,L, vX)Nφ
‖vX‖Nφ

=
1

γ
sup

vX∈RX\{0}

(uX,L − ũX , vX)Nφ
‖vX‖Nφ

≤ 1

γ
‖uX,L − ũX‖Nφ .

By using (4.17) with vX = ũX − uX,L and (4.18), we also have

‖ũX − uX,L‖2Nφ = −(p− pX,L, ũX − uX,L)Nφ = −(p− pX,L, ũX − u)Nφ

≤ ‖p− pX,L‖Nφ‖ũX − u‖Nφ ≤
1

γ
‖uX,L − ũX‖Nφ‖ũX − u‖Nφ .

So we obtain that

‖ũX − uX,L‖Nφ ≤
1

γ
‖ũX − u‖Nφ ≤ C‖ũX − u‖Nφ , (4.19)

and

‖p− pX,L‖Nφ ≤
1

γ2
‖ũX − u‖Nφ ≤ C‖ũX − u‖Nφ . (4.20)

With the above inequalities (4.19) and (4.20), we can establish the following Theorem 4.2,
which indicates the relationship between ‖f − IX,Lf‖Nφ and ‖f‖Nφ .

Theorem 4.2 Let φ ∈ C(S2× S2) be a strictly positive definite kernel on S2, having the represen-
tation in (2.3) and al ∼ (l+ 1)−2s, s > 1. Assume that integer L ≥ 1 and X = {x1, . . . , xN} ⊂ S2
is a set of distinct points on S2 with mesh norm hX ≤ τ/L, where τ is as in Theorem 4.1. For
f ∈ Nφ, let IX,Lf ∈ VX,L be the hybrid interpolation defined in Section 2. Then we have

‖f − IX,Lf‖Nφ ≤ C inf
q∈PL

‖f − q‖Nφ ≤ C‖f‖Nφ .

Proof. Using the representation IX,Lf = uX,L + pX,L, f = u+ p and (4.19), (4.20) we have

‖f − IX,Lf‖Nφ ≤ ‖u− uX,L‖Nφ + ‖p− pX,L‖Nφ
≤ ‖ũX − u‖Nφ + ‖ũX − uX,L‖Nφ + ‖p− pX,L‖Nφ ≤ C‖ũX − u‖Nφ ,

and also we have ‖ũX − u‖Nφ ≤ ‖u‖Nφ = ‖f − p‖Nφ = infq∈PL ‖f − q‖Nφ , which yields ‖f −
IX,Lf‖Nφ ≤ C infq∈PL ‖f − q‖Nφ ≤ C‖f‖Nφ , and the proof of Theorem 4.2 is completed.

Combining Theorem 4.2 with Theorem 3.1, we can easily verify the following Corollary 4.1.

Corollary 4.1 Under the conditions of Theorem 3.1 apart from the mesh norm 1/(2L + 2) <
hX ≤ min{1/(2L), τ/L}, where τ is as in Theorem 4.1. For f ∈ Nφ, let IX,Lf ∈ VX,L be the
hybrid interpolation defined in Section 2. Then we have

‖f − IX,Lf‖Lp(S2) ≤ Ch
2
p+s−1
X ‖f‖Nφ , p ∈ [2,+∞),

and
‖f − IX,Lf‖Lp(S2) ≤ Ch

s
X‖f‖Nφ , p ∈ [1, 2),

where the constant C is independent of f and hX .
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In the rest part of this section, unlike the above arguments we used to perform the “cleaner”
error estimates in Corollary 4.1, we will show that improved global error estimates are available,
provided that the target function f belongs to a certain subspace of Nφ, which defined by Nφ∗φ.
This procedure is the same as in [10] and the following Definition 4.1 is about the convolution
kernel of φ, which generates the corresponding native space Nφ∗φ.

Definition 4.1 Let φ be a strictly positive definite zonal kernel that defined in (2.3) We define
the convolution kernel of φ by

(φ ∗ φ)(x, y) :=

∫
S2
φ(x, z)φ(y, z)dω(z), x, y ∈ S2.

Working in terms of Fourier expansions, we have (φ ∗ φ)(x, y) :=
∑∞
l=0 a

2
l

∑2l+1
k=1 Yl,k(x)Yl,k(y).

Executing the same arguments as in Section 2, we know that the native space Nφ∗φ associated
with kernel (φ ∗ φ)(·, ·) can be defined by

Nφ∗φ :=

{
f ∈ L2(S2) : ‖f‖2Nφ∗φ =

∞∑
l=0

2l+1∑
k=1

|f̂l,k|2

a2l
<∞

}
,

and it is a reproducing kernel Hilbert space with the reproducing kernel (φ ∗ φ)(·, ·).
When al ∼ (l + 1)−2s for l = 0, 1, . . . and s > 1, we know that the native space Nφ is

norm equivalent to the Sobolev space Hs. So Nφ∗φ ∼= H2s ⊂ Hs
∼= Nφ, where ∼= denotes norm

equivalence. Obviously, we see Nφ∗φ ⊂ Nφ.
The following Lemma 4.1 gives a crucial inequality, which is helpful to improve the global error

estimates of the hybrid interpolation for a target function f ∈ Nφ∗φ.

Lemma 4.1 Let u ∈ Nφ∗φ and ũX ∈ RX be the Nφ-orthogonal project of u onto RX , which has
the property as in (4.16), then we have

‖ũX − u‖2Nφ ≤ ‖u‖Nφ∗φ · ‖ũX − u‖L2(S2), (4.21)

where RX is the same as in Theorem 4.1.

Proof. By using (4.16), the definition of (·, ·)Nφ∗φ , and Cauchy-Schwarz inequality respectively,
we have

‖ũX − u‖2Nφ = (u, ũX − u)Nφ =
∞∑
l=0

2l+1∑
k=1

ûl,k ·
(
ûl,k −

( ̂̃uX)l,k)
al

≤

( ∞∑
l=0

2l+1∑
k=1

|ûl,k|2

a2l

)1/2( ∞∑
l=0

2l+1∑
k=1

(
ûl,k −

( ̂̃uX)l,k)2
)1/2

≤ ‖u‖Nφ∗φ · ‖ũX − u‖L2(S2)

With this in place we can provide the following improved global error estimates.

Theorem 4.3 Under the conditions of Corollary 4.1 and assume further that f ∈ Nφ∗φ, we have

‖f − IX,Lf‖Lp(S2) ≤ Ch
2
p+2s−1
X ‖f‖Nφ∗φ , p ∈ [2,+∞), (4.22)

and
‖f − IX,Lf‖Lp(S2) ≤ Ch

2s
X ‖f‖Nφ∗φ , p ∈ [1, 2), (4.23)

where the constant C is independent of f and hX .

Proof. First we have, from Theorem 3.1, with p = 2, that

‖ũX − u‖L2(S2) ≤ Ch
s
X‖ũX − u‖Nφ .
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Substituting this into (4.21) gives

‖ũX − u‖2Nφ ≤ Ch
s
X‖u‖Nφ∗φ · ‖ũX − u‖Nφ . (4.24)

So,
‖ũX − u‖Nφ ≤ ChsX‖u‖Nφ∗φ . (4.25)

Using the same procedure as in the proof of Theorem 4.2, we see that

‖f − IX,Lf‖Nφ ≤ ‖u− uX,L‖Nφ + ‖p− pX,L‖Nφ ≤ C‖ũX − u‖Nφ ≤ ChsX‖u‖Nφ∗φ .

Clearly,

‖u‖Nφ∗φ = ‖f − p‖Nφ∗φ = inf
q∈PL

‖f − q‖Nφ∗φ ≤ ‖f‖Nφ∗φ , (4.26)

which implies
‖f − IX,Lf‖Nφ ≤ ChsX‖f‖Nφ∗φ . (4.27)

With the help of Theorem 3.1 we see

‖f − IX,Lf‖Lp(S2) ≤ Ch
2
p+2s−1
X ‖f‖Nφ∗φ , p ∈ [2,+∞),

and
‖f − IX,Lf‖Lp(S2) ≤ Ch

2s
X ‖f‖Nφ∗φ , p ∈ [1, 2),

where the constant C is independent of f and hX .

5 Hybrid interpolation for rough native space

In order to generate a larger native space than Nφ, we should give a new kernel defined in the form

ψ(x, y) =
∞∑
l=0

bl

2l+1∑
k=1

Yl,k(x)Yl,k(y), (5.28)

with bl > 0 for all l, and
∑∞
l=0 lbl <∞.

With respect to the inner product expressed as (f, g)Nψ =
∑∞
l=0

∑2l+1
k=1

f̂l,kĝl,k
bl

, the native space
Nψ may alternatively be characterized as the following set

Nψ :=

{
f ∈ L2(S2) : ‖f‖2Nψ =

∞∑
l=0

2l+1∑
k=1

|f̂l,k|2

bl
<∞

}
.

Assuming that bl > al, for all l = 0, 1, . . . , we then see that Nφ ⊂ Nψ.
Next, we will consider the error estimates for the hybrid interpolation of a target function

f ∈ Nψ ⊃ Nφ. Obviously, if we take the hybrid interpolation associated with the less smooth

kernel ψ in the form IX,L,ψf =
∑N
j=1 αjψ(·, xj) +

∑L
l=0

∑2l+1
k=1 βl,kYl,k, then Theorem 3.1 above

still holds for f ∈ Nψ. However, motivated by the idea in [12], we still take the initial hybrid
interpolation IX,L,φf in the form

IX,L,φf =
N∑
j=1

αjφ(·, xj) +
L∑
l=0

2l+1∑
k=1

βl,kYl,k, (5.29)

and consider the error estimate ‖f − IX,L,φf‖Lp(S2).

Lemma 5.1 Let α be a nonnegative real number, and let M be the multiplier operator defined
on PL (embedded in C(S2)) by M(p) =

∑L
l=0(λl)

α
∑2l+1
k=1 cl,kYl,k, where p =

∑L
l=0

∑2l+1
k=1 cl,kYl,k.

Then we have ‖M(p)‖ ≤ C(λL)α‖p‖, where C is a constant independent of p and L.
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Lemma 5.1 is a special case of Theorem 3.2 in [4].

Lemma 5.2 Let X = {x1, . . . , xN} ⊂ S2 satisfying hX ≤ 1/(2L), then for any linear functional
σ on PL (embedded in C(S2)), such that ‖σ‖∗ = 1, there exist N real numbers αj := αj(x) (x is

fixed) with
∑N
j=1 |αj | ≤ 2, so that σ(f) =

∑N
j=1 αjδj(f) for all f ∈ PL, where δj denotes the point

evaluation functional at the point xj in X.

The proof of the following Lemma 5.3 can be found in [29, Corollary 17.12].

Lemma 5.3 Suppose that X = {x1, . . . , xN} ⊂ S2 has mesh norm hX ≤ 1
2L for some integer

L ≥ 1. Then there exist functions αj : S2 → R for j = 1, . . . , N such that

(i)
∑N
j=1 αj(x)p(xj) = p(x), ∀p ∈ PL, ∀x ∈ S2,

(ii)
∑N
j=1 |αj(x)| ≤ 2, ∀x ∈ S2.

The following Theorem 5.1 is about the pointwise error estimate |f(x)− IX,L,φf(x)|, by which
we can obtain the global error estimate ‖f − IX,L,φf‖Lp(S2).

Theorem 5.1 Let φ ∈ C(S2 × S2) be a strictly positive definite kernel defined by (2.3), let ψ ∈
C(S2×S2) be a strictly positive definite kernel on S2, having the representation in (5.28), bl/al = λl
for l ≥ 1 and bl ∼ (l+ 1)−2s, s > 1, l ≥ 0. Assume that integer L ≥ 1 and X = {x1, . . . , xN} ⊂ S2
is a set of distinct points on S2 with mesh norm 1/(2L + 2) < hX ≤ 1/(2L). For f ∈ Nψ, let
IX,L,φf ∈ VX,L be the hybrid interpolation defined in (5.29). Then for a fixed x ∈ S2, we have

|f(x)− IX,L,φf(x)| ≤ Chs−1X ‖f − IX,L,φf‖Nψ .

Proof. For ∀f ∈ Nψ, we simply take the hybrid interpolation associated with the smooth kernel

φ by IX,L,φf(x) = uX,L,φ + pX,L, where uX,L,φ =
∑N
j=1 αjφ(·, xj), xj ∈ X = {x1, x2, . . . , xN},

and pX,L =
∑L
l=0

∑2l+1
k=1 βl,kYl,k, such that IX,L,φf(xj) = f(xj)(j = 1, 2, . . . , N).

However, if we just use the hybrid interpolation associated with the less smooth kernel ψ, we
have IX,L,ψf(x) = uX,L,ψ +p′X,L, where uX,L,ψ =

∑N
j=1 γjψ(·, xj), xj ∈ X = {x1, x2, . . . , xN}, and

p′X,L =
∑L
l=0

∑2l+1
k=1 β

′
l,kYl,k.

First, we consider the estimate of ‖ψ(·, x)−uX,L,ψ‖Nψ . Using the same method as that in [12],
we have

‖ψ(·, x)− uX,L,ψ‖Nψ = sup
v∈Nψ
‖v‖Nψ=1

(ψ(·, x)− uX,L,ψ, v)Nψ

= sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=0

b−1l

2l+1∑
k=1

v̂l,k

bl N∑
j=1

γjYl,k(xj)− blYl,k(x)



= sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=0

2l+1∑
k=1

v̂l,k

 N∑
j=1

γjYl,k(xj)− Yl,k(x)

 .

By using Lemma 5.3, for a fixed x, we see that there exist N real numbers γj with
∑N
j=1 |γj | ≤ 2

such that
N∑
j=1

γjYl,k(xj) = Yl,k(x), l = 0, 1, . . . , L, (5.30)
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which yields

‖ψ(·, x)− uX,L,ψ‖Nψ = sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=L+1

2l+1∑
k=1

v̂l,k

 N∑
j=1

γjYl,k(xj)− Yl,k(x)



= sup
v∈Nψ
‖v‖Nψ=1

 N∑
j=1

γj

∞∑
l=L+1

2l+1∑
k=1

v̂l,kYl,k(xj)−
∞∑

l=L+1

2l+1∑
k=1

v̂l,kYl,k(x)



≤ sup
v∈Nψ
‖v‖Nψ=1

 N∑
j=1

|γj |

∣∣∣∣∣
∞∑

l=L+1

2l+1∑
k=1

v̂l,kYl,k(xj)

∣∣∣∣∣
+ sup

v∈Nψ
‖v‖Nψ=1

∣∣∣∣∣
∞∑

l=L+1

2l+1∑
k=1

v̂l,kYl,k(x)

∣∣∣∣∣ .
By using the Cauchy-Schwarz inequality, (5.30) and the relation in (2.1), we see that

‖ψ(·, x)− uX,L,ψ‖Nψ ≤
N∑
j=1

|γj | max
xj∈X

( ∞∑
l=L+1

bl

2l+1∑
k=1

Y 2
l,k(xj)

) 1
2

sup
v∈Nψ
‖v‖Nψ=1

( ∞∑
l=L+1

2l+1∑
k=1

v̂2l,k
bl

) 1
2

+

( ∞∑
l=L+1

bl

2l+1∑
k=1

Y 2
l,k(x)

) 1
2

t sup
v∈Nψ
‖v‖Nψ=1

( ∞∑
l=L+1

2l+1∑
k=1

v̂2l,k
bl

) 1
2

≤ 2

( ∞∑
l=L+1

bl
2l + 1

4π

) 1
2

+

( ∞∑
l=L+1

bl
2l + 1

4π

) 1
2

≤ C1

( ∞∑
l=L+1

(2l + 1)bl

) 1
2

≤ C1

( ∞∑
l=L+1

(l + 1)−2s+1

) 1
2

≤ C1(L+ 1)−s+1 ≤ C1h
s−1
X . (5.31)

Next we consider the estimate of ‖ψ(·, x) − uX,L,φ‖Nψ , in which we will use Lemma 5.1 and
Lemma 5.2.

‖ψ(·, x)− uX,L,φ‖Nψ = sup
v∈Nψ
‖v‖Nψ=1

(ψ(·, x)− uX,L,φ, v)Nψ

= sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=0

b−1l

2l+1∑
k=1

v̂l,k

al N∑
j=1

αjYl,k(xj)− blYl,k(x)



= sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=0

b−1l al

2l+1∑
k=1

v̂l,k

 N∑
j=1

αjYl,k(xj)−
bl
al
Yl,k(x)

 .

Let TL be the multiplier operator defined on PL (embedded in C(S2)) by TL(Yl,k) = bl
al
Yl,k, for

each l = 0, 1, . . . , L and all k = 1, 2, . . . , 2l+ 1, and extended linearly throughout PL. Let σ be the
linear functional on PL defined by σ = δx ◦ TL. That is σ(p) = (TL(p))(x) for each p ∈ PL. By
Lemma 5.1 with α = 1 and the assumption that bl/al = λl, l ≥ 1, we have

|σ(p)| = |(TL(p))(x)| ≤ ‖TL(p)‖ ≤ CλL‖p‖ = C
bL
aL
‖p‖,

in which C is a constant independent of p and L. Then by Lemma 5.2, there exist N real numbers
αj with

∑N
j=1 |αj | ≤ 2C bL

aL
such that

N∑
j=1

αjYl,k(xj) =
bl
al
Yl,k(x), l = 0, 1, . . . , L. (5.32)
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With the help of (5.32), we see that

‖ψ(·, x)− uX,L,φ‖Nψ = sup
v∈Nψ
‖v‖Nψ=1

∞∑
l=L+1

b−1l al

2l+1∑
k=1

v̂l,k

 N∑
j=1

αjYl,k(xj)−
bl
al
Yl,k(x)



= sup
v∈Nψ
‖v‖Nψ=1

 N∑
j=1

αj

∞∑
l=L+1

b−1l al

2l+1∑
k=1

v̂l,kYl,k(xj)−
∞∑

l=L+1

2l+1∑
k=1

v̂l,kYl,k(x)



≤ sup
v∈Nψ
‖v‖Nψ=1

 N∑
j=1

|αj |

∣∣∣∣∣
∞∑

l=L+1

al
bl

2l+1∑
k=1

v̂l,kYl,k(xj)

∣∣∣∣∣
+ sup

v∈Nψ
‖v‖Nψ=1

∣∣∣∣∣
∞∑

l=L+1

2l+1∑
k=1

v̂l,kYl,k(x)

∣∣∣∣∣ .
Using the Cauchy-Schwarz inequality, we see that

‖ψ(·, x)− uX,L,φ‖Nψ ≤
N∑
j=1

|αj | max
xj∈X

( ∞∑
l=L+1

a2l
bl

2l+1∑
k=1

Y 2
l,k(xj)

) 1
2

sup
v∈Nψ
‖v‖Nψ=1

( ∞∑
l=L+1

2l+1∑
k=1

v̂2l,k
bl

) 1
2

+

( ∞∑
l=L+1

bl

2l+1∑
k=1

Y 2
l,k(x)

) 1
2

sup
v∈Nψ
‖v‖Nψ=1

( ∞∑
l=L+1

2l+1∑
k=1

v̂2l,k
bl

) 1
2

.

With the help of
∑N
j=1 |αj | ≤ 2C bL

aL
, bl > al and the relation in (2.1), we have

‖ψ(·, x)− uX,L,φ‖Nψ ≤ 2C
bL
aL

( ∞∑
l=L+1

a2l
bl

2l + 1

4π

) 1
2

+

( ∞∑
l=L+1

bl
2l + 1

4π

) 1
2

≤ 2C
bL
aL

( ∞∑
l=L+1

bl
2l + 1

4π

) 1
2

+

( ∞∑
l=L+1

bl
2l + 1

4π

) 1
2

≤ C2

( ∞∑
l=L+1

(2l + 1)bl

) 1
2

≤ C2

( ∞∑
l=L+1

(l + 1)−2s+1

) 1
2

≤ C2(L+ 1)−s+1 ≤ C2h
s−1
X . (5.33)

With the above obtained results, we can provide the following pointwise error estimate:

|f(x)− IX,L,φf(x)| =
∣∣∣(f − IX,L,φf, ψ(·, x))Nψ

∣∣∣
=

∣∣∣ (f − IX,L,φf, ψ(·, x)− uX,L,φ)Nψ + (f − IX,L,φf, uX,L,ψ)Nψ

+ (f − IX,L,φf, uX,L,φ − uX,L,ψ)Nψ

∣∣∣ := |I1 + I2 + I3| .

It is easy to verify that

I2 : = (f − IX,L,φf, uX,L,ψ)Nψ =

f − IX,L,φf, N∑
j=1

γjψ(·, xj)


Nψ

=
N∑
j=1

γj (f(xj)− IX,L,φf(xj)) = 0.

With the help of (5.33), we have

|I1| :=
∣∣∣ (f − IX,L,φf, ψ(·, x)− uX,L,φ)Nψ

∣∣∣ ≤ ‖f − IX,L,φf‖Nψ‖ψ(·, x)− uX,L,φ‖Nψ
≤ C2h

s−1
X ‖f − IX,L,φf‖Nψ .
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We denote I4 := (f − IX,L,φf, ψ(·, x)− uX,L,ψ)Nψ so that we have I3 = I4 − I1.

With the help of (5.31) we can see that

|I4| =
∣∣∣ (f − IX,L,φf, ψ(·, x)− uX,L,ψ)Nψ

∣∣∣ ≤ ‖f − IX,L,φf‖Nψ‖ψ(·, x)− uX,L,ψ‖Nψ
≤ C1h

s−1
X ‖f − IX,L,φf‖Nψ ,

which yields |I3| ≤ (C1 + C2)hs−1X ‖f − IX,L,φf‖Nψ . Then

|f(x)− IX,L,φf(x)| ≤ |I1|+ |I2|+ |I3| ≤ (C1 + 2C2)hs−1X ‖f − IX,L,φf‖Nψ
≤ Chs−1X ‖f − IX,L,φf‖Nψ .

This completes the proof of Theorem 5.1.
Having the pointwise error estimate in Theorem 5.1, we can perform the same steps in Theorem

3.1, where the local-global strategy is the key to establish the error estimates. So we are now ready
to state the error estimates of the hybrid interpolation for a target function f ∈ Nψ for Lp norm.

Theorem 5.2 Under the conditions of Theorem 5.1, we have

‖f − IX,L,φf‖Lp(S2) ≤ Ch
2
p+s−1
X ‖f − IX,L,φf‖Nψ , p ∈ [2,+∞), (5.34)

and
‖ f − IX,L,φf ‖Lp(S2)≤ Ch

s
X ‖ f − IX,L,φf ‖Nψ , p ∈ [1, 2), (5.35)

where the constant C is independent of f and hX .
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Abstract

In the paper, the authors established two best approximation formulas for the Bateman’s
G−function. Also, they studied the completely monotonicity of some functions involving
G(x). Some new inequalities are deduced for the function and its derivative such as

1

2
ln

[
1 +

2x + a

x2 + 2x + 4
3

]
< G(x + 2) <

1

2
ln

[
1 +

2x + b

x2 + 2x + 4
3

]
, x > 0

where a = 3 and b = e4−16
12 are the best possible constants. Our results improve some recent

inequalities about the function G(x).

2010 Mathematics Subject Classification: 33B15, 26D15, 41A25, 26A48.

Key Words: Digamma function, Bateman G−function , best approximation, completely
monotonic, monotonicity, bounds, rate of convergence, best possible constant.

1 Introduction.

In 2010, Mortici [21] presented the following Lemma which is considered as a powerful tool to
constructing asymptotic expansions and to measure the rate of convergence:

Lemma 1.1. If {τs}s∈N is convergent to zero and there exist h in R and k > 1 such that

lim
s→∞

sk(τs − τs+1) = h, (1)
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then we get

lim
s→∞

sk−1τs =
h

k − 1
.

It is clear from lemma (1.1) that, the sequence {τs}s∈N will converge more quickly when the
value of k is large in the relation (1). This Lemma has been applied successfully to produce
several approximations and inequalities in several papers such as [6], [7], [11], [15], [16], [22], [24],
[28]. In this paper, Lemma (1.1) will be an effectively tool in producing best approximations of
the Bateman’s G−function defined by [9]

G(x) = ψ

(
x+ 1

2

)
− ψ

(x
2

)
, x 6= 0,−1,−2, ... (2)

where ψ(x) is the digamma or Psi function which is defined by

ψ(x) =
d

dx
ln Γ(x)

and Γ(x) is the classical Euler gamma given for x > 0 by

Γ(x) =

∫ ∞
0

e−wwx−1dw.

The hypergeometric representation of the function G(x) is given by

G(x) =
1

x
2F1 (1, 1; 1 + x; 1/2) (3)

and it satisfies the following relations [9]:

G(x+ 1) +G(x) =
2

x
(4)

and

G(x) = 2

∫ ∞
0

e−xw

1 + e−w
dw, x > 0. (5)

Qiu and Vuorinen [30] established the inequality

x+ (6− 4 ln 4)

x2
< G(x) <

x+ 1/2

x2
, x > 1/2 (6)

and Mortici [23] presented the general inequality

0 < ψ(x+ j)− ψ(x) ≤ ψ(j) + γ − j + j−1, x ≥ 1; j ∈ (0, 1) (7)

where γ is Euler−Mascheroni constant (also called Euler’s constant) defined by

γ = lim
m→∞

(
− lnm+

m∑
w=1

1

w

)
.
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Mahmoud and Agarwal [17] deduced the following asymptotic formula for x→∞

G(x)− 1

x
∼

∞∑
w=1

(22w − 1)B2w

w
x−2w, (8)

where Bw
′s are the Bernoulli numbers [1] defined by the generating series

∞∑
w=0

Bw
vw

w!
=

v

ev − 1
.

They also presented the following double inequality

1

x
+

1

2x2 + 3
2

< G(x) <
x+ 1/2

x2
, x > 0 (9)

which improves the lower bound of the inequality (6) for x >
(

9−12 ln 2
16 ln 2−11

)1/2
. In [18] Mahmoud

and Almuashi proved the following inequality

2r∑
w=1

(22w − 1)

w

B2w

x2w
< G(x)− x−1 <

2r−1∑
w=1

(22w − 1)

w

B2w

x2w
, r ∈ N (10)

where (22w−1)
w

B2w are the best possible constants. In [19], Mahmoud, Talat and Moustafa pre-
sented the following approximations of the Bateman’s G−function

G(x) ≈ ln

(
1 +

1

x+ c

)
+

2

x(x+ 1)
, c ∈ [1, 2], x > 0 (11)

and they deduced the following double inequality

ln

(
1 +

1

x+ α2

)
+

2

x(x+ 1)
< G(x) < ln

(
1 +

1

x+ α1

)
+

2

x(x+ 1)
, x > 0 (12)

where the constants α1 = 1 and α2 = 4
e2−4 are the best possible constants.

Recently, Mahmoud, Talat, Moustafa and Agarwal [20] improved the double inequality (9)
by

1

x
+

1

2x2 + a
< G(x) <

1

x
+

1

2x2 + b
, x > 0 (13)

where a = 1 and b = 0 are the best possible constants.

A function T defined on an interval I is said to be completely monotonic if it possesses
derivatives T (s)(x) for all s = 0, 1, 2, ... such that

(−1)sT (s)(x) ≥ 0 x ∈ I; s = 0, 1, 2, ... . (14)

Such functions occur in several areas such as numerical analysis, elasticity and probability theory,
for more details see [2], [5], [12]-[14], [26], [27], [29]. According to Bernstein theorem [31],
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the necessary and sufficient condition for the function T (x) to be completely monotonic for
0 < x <∞ is that

T (x) =

∫ ∞
0

e−xtdλ(t), (15)

where λ(t) is non-decreasing and the integral converges for 0 < x <∞.

In this paper, we presented two best approximation formulas of the Bateman’s G−function
and some completely monotonic functions involving it. Some new inequalities of G(x) and its
derivative will be deduced, which improve some pervious results.

2 Auxiliary Results

We can easily prove the following simple modification of Lemma (1.1):

Lemma 2.1. If {τs}s∈N is convergent to zero and there exist h ∈ R, m ∈ N and k > 1 such that

lims→∞ s
k(τs − τs+m) = h, then we get lims→∞ s

k−1τs = h/m
k−1 .

Proof. Using the relation

lim
s→∞

sk(τs − τs+m) = lim
s→∞

sk
m−1∑
i=0

(τs+i − τs+i+1) = lim
s→∞

m−1∑
i=0

(
s

s+ i
)k(s+ i)k(τs+i − τs+i+1)

=
m−1∑
i=0

lim
s→∞

(
s

s+ i
)k(s+ i)k(τs+i − τs+i+1) =

m−1∑
i=0

lim
s→∞

(s+ i)k(τs+i − τs+i+1)

=
m−1∑
i=0

lim
v→∞

vk(τv − τv+1) = m lim
v→∞

vk(τv − τv+1),

then lim
v→∞

vk(τv − τv+1) = h
m

. Applying Lemma (1.1) to get lims→∞ s
k−1τs = h/m

k−1 .

Lemma 2.2.

1. For x > x0 ≈ 4.02361, we have N(x) = ln
(

(x+1)(3−
√
6+3x)

(x+2)(−
√
6+3x)

)
−

(
1+
√

2
3

)
x(x+1)

< 0.

2. For x > xλ ≈ 2.02059, we have M(x) = ln

(
(x+ 4

e2−4
)(3+

√
6+3x)

(x+1+ 4
e2−4

)(
√
6+3x)

)
−

(
1−
√

2
3

)
x(x+1)

> 0.

3. For x > 0, we have H(x) = ln
(

(
√
6+3x)2(13+12x+3x2)

(3+
√
6+3x)2(4+6x+3x2)

)
+ 2

(
1−
√

2
3

)
x(x+1)

> 0.

Proof.

1. For x >
√

2
3
, N ′(x) = 9x3−(9+14

√
6)x2−(6+11

√
6)x−2

√
6

x2(x+1)2(x+2)(3x−
√
6)(3x+3−

√
6)

, n1(x)
n2(x)

, where the polynomial n2(x)

is positive for x >
√

2
3

and n1(x) is a polynomial of degree 3 has only one positive real

root x1 ≈ 5.49455 and n1(x) > (<) 0 for x > (<) x1. Then N ′(x) > 0 for x > x1 with
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limx→∞N(x) = 0 and hence N(x) < 0 for x > x1. Also, N(x) is decreasing on
(√

2
3
, x1

)
with N(4.023) ≈ 0.0000005 > 0 and N(4.024) ≈ −0.0000003 < 0. Then N(x) has only

one real root x0 ≈ 4.02361 ∈
(√

2
3
, x1

)
and N(x) < 0 for x0 < x < x1. Hence, N(x) < 0

for x > x0.

2. For x > 0, M ′(x) = m(x)

x2(1+x)2(
√
6+3x)(3+

√
6+3x)(4+(e2−4)x)(e2+(e2−4)x) , where

m(x) = 4
√

6e2 +
(
−16
√

6 + (−12 + 20
√

6)e2 +
√

6e4
)
x+

(
576− 216e2 + 18e4

)
x5

+
(

144− 16
√

6− (72 + 20
√

6)e2 + (3 + 9
√

6)e4
)
x2

+
(

384 + 224
√

6− (144 + 160
√

6)e2 + (12 + 20
√

6)e4
)
x3

+
(

432 + 384
√

6− (252 + 144
√

6)e2 + (27 + 12
√

6)e4
)
x4

and

m′(x) = 5
(
576− 216e2 + 18e4

)
x4 +

(
−16
√

6 + (−12 + 20
√

6)e2 +
√

6e4
)

+ 4
(

432 + 384
√

6 + (−252− 144
√

6)e2 + (27 + 12
√

6)e4
)
x3

+ 3
(

384 + 224
√

6 + (−144− 160
√

6)e2 + (12 + 20
√

6)e4
)
x2

+ 2
(

144− 16
√

6 + (−72− 20
√

6)e2 + (3 + 9
√

6)e4
)
x.

The polynomial m′(x) of fourth degree has only one positive real root xα ≈ 2.57862 also
m′(x) < 0 for x > xα and m′(x) > 0 for 0 < x < xα. Hence m(x) is increasing on (0, xα)
and is decreasing on (xα,∞) with m(0) > 0, m(3.453) ≈ 22.157 > 0 and m(3.455) ≈
−6.01919 < 0. Then m(x) has only one positive real root xβ ≈ 3.45457 with m(x) < 0
for x > xβ and m(x) > 0 for 0 < x < xβ. Now M(x) is decreasing on (xβ,∞) and
lim
x→∞

M(x) = 0, then M(x) > 0 for x > xβ. Also, M(x) is increasing on (0, xβ) with

M(2.0205) ≈ −0.0000006 < 0 and M(2.0206) ≈ 0.0000001 > 0, then M(x) has only one
positive real root xλ ≈ 2.02059. Hence, M(x) > 0 for x > xλ.

3.

H ′(x) =
−4h(x)

x2(1 + x)2(
√

6 + 3x)(3 +
√

6 + 3x)(4 + 6x+ 3x2)(13 + 12x+ 3x2)
,

where

h(x) = 26
√

6 + (−78 + 193
√

6)x+ (−300 + 477
√

6)x2 + (−324 + 498
√

6)x3

+(−126 + 234
√

6)x4 + 36
√

6x5 > 0, x > 0.

Hence H ′(x) < 0 for all x > 0 with lim
x→∞

H(x) = 0 , then H(x) > 0 for x > 0 .
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The following result is considered as a method presented by Elbert and Laforgia in [8] (see
also, [4], [25] and [32]):

Corollary 2.3. Let K be a real-valued function defined on x > a, a ∈ R with limx→∞K(x) = 0.
Then K(x) > 0, if K(x) > K(x + 1) for all x > a and K(x) < 0, if K(x) < K(x + 1) for all
x > a.

This result has the following simple modification [20]:

Corollary 2.4. Let K be a real-valued function defined on x > a, a ∈ R with limx→∞K(x) = 0.
Then for m ∈ N, K(x) > 0, if K(x) > K(x+m) for all x > a and K(x) < 0, if K(x) < K(x+m)
for all x > a.

3 First formula of the best approximations and some its

related inequalities

With the help of Mortici’s technique in Lemma(1.1), we provide the first best approximation
formula of the Bateman’s G−function.

Lemma 3.1. The best approximation

G(n) ≈ ln(1 +
1

n+ a
) +

b

n(n+ c)
(16)

holds for

a =
θ1 + θ2 − 5

9
, b = a+ 1 and c =

θ21 + θ22 + 2θ1 + 2θ2 − 21

54
, (17)

where θ1, θ2 =
3
√

91± 63
√

2 and the sequence G(n)− ln(1 + 1
n+a

)− b
n(n+c)

converges to zero with

speed estimated by n−5.

Proof. Define the error sequence by υn = G(n) − ln
(
1 + 1

n+a

)
− b

n(n+c)
. Using the functional

equation (4), we get

υn − υn+2 =
∞∑
r=3

(−1)r−1

nr
{
b[cr−1 + 2r−1 − (2 + c)r−1]/c+ [(a+ 3)r − (a+ 2)r − (a+ 1)r

+ ar]/r − 2}

=
4(a− b+ 1)

n3
− 2(7 + 3a(a+ 3)− 3b(c+ 2))

n4

+
4(a(16 + a(9 + 2a))− 2(−5 + b(4 + c(3 + c))))

n5

− 326/3 + 10a(3 + a)(7 + a(3 + a))− 10b(2 + c)(4 + c(2 + c))

n6
+O(n−7).

According to Lemma (2.1), the three parameters a, b and c which produce the fastest convergence
of the sequence υn satisfy the system

a− b+ 1 = 0

3a2 + 9a− 3b(c+ 2) + 7 = 0

a3 +
9

2
a2 + 8a+ 5− b(c2 + 3c+ 4) = 0.
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Now, the values of a, b and c determined in (17) form solution of this system and the sequence
υn converges to zero with speed estimated by n−5.

Now we will prove the complete monotonicity of some functions involving the function G(x)
depending on the approximation formula (16).

Lemma 3.2.

1. For the values of a and c in (17), the function L1(x) = ln
(
1 + 1

x+a

)
+ a+1

x(x+c)
− G(x) is

completely monotonic on (0,∞).

2. The function L2(x) = ln

(
1 + 1

x−
√

2
3

)
+

(1−
√

2
3
)

x(x+1)
−G(x) is completely monotonic on

(√
2
3
,∞
)

.

3. The function L3(x) = G(x)− ln

(
1 + 1

x+
√

2
3

)
− (1+

√
2
3
)

x(x+1)
is completely monotonic on (0,∞).

Proof. 1. Using the formula [1]

1

xk
=

1

(k − 1)!

∫ ∞
0

tk−1e−xtdt, k ∈ N (18)

and the integral representation (5) of G′(x), we get

L′1(x) =

∫ ∞
0

e−(x+a+1)t

1 + et
ν1(t)dt,

where

ν1(t) =
∞∑
k=0

[
(2− (a+1)

c
)(a+ 2)k + (a+1)

c
[(a+ 1− c)k + (a+ 2− c)k − (a+ 1)k]− 2k+1

(k+1)

]
k!

tk+1

= −0.0316t5 − 0.0381t6 − 0.243t7 +
∞∑
k=7

(a+ 2)k [C1(k)]− (a+1)
c

(a+ 1)k − 2k+1

(k+1)

k!
tk+1

with

C1(k) =

(
2− a+ 1

c

)
+
a+ 1

c

[(
a+ 1− c
a+ 2

)k
+

(
a+ 2− c
a+ 2

)k]
.

The sequences (a+1−c
a+2

)k and (a+2−c
a+2

)k are decreasing for k ≥ 7, hence

C1(k) <

(
2− a+ 1

c

)
+
a+ 1

c

[(
a+ 1− c
a+ 2

)7

+

(
a+ 2− c
a+ 2

)7
]
≈ −0.05248 < 0

and consequently ν1(t) < 0. Then −L′1(x) is completely monotonic. The function L1(x)
is decreasing on (0,∞) and lim

x→∞
L1(x) = 0, then L1(x) > 0 and hence L1(x) is completely

monotonic on (0,∞).
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2.

L′2(x) =

∫ ∞
0

e−(x+1)t

1 + et
ν2(t)dt,

where

ν2(t) =
∞∑
k=3

2k+1

[(
1√
6

)k+1

−
(

1√
6

+ 1
)k+1

+ (k + 1)
(

1√
6

+ 1
2

)]
(k + 1)!

tk+1.

Now, consider the following sequence for k = 3, 4, 5, ...

C2(k) =

(
1√
6

)k+1

−
(

1√
6

+ 1

)k+1

+ (k + 1)

(
1√
6

+
1

2

)
= −

k∑
r=0

(
k+1
r

)( 1√
6

)r
+ (k + 1)

(
1√
6

+
1

2

)

< −
2∑
r=0

(
k+1
r

)( 1√
6

)r
+ (k + 1)

(
1√
6

+
1

2

)
< − 1

12
(k − 2)(k − 3) < 0.

Hence ν2(t) < 0 and −L′2(x) is completely monotonic. The function L2(x) is decreasing on(√
2
3
,∞
)

with lim
x→∞

L2(x) = 0 and then L2(x) > 0. Hence L2(x) is completely monotonic

on
(√

2
3
,∞
)

.

3.

L′3(x) =

∫ ∞
0

e
−
(
x+
√

2
3
+1

)
t

1 + et
ν3(t)dt,

where

ν3(t) =
∞∑
k=3

2k+1

[(
−1
2

+ 1√
6

)(
1 + 1√

6

)k
+ 1

(k+1)
−
(

1
2

+ 1√
6

)(
1√
6

)k]
k!

tk+1.

The sequence

C3(k) =

(
−1

2
+

1√
6

)(
1 +

1√
6

)k
+

1

k + 1
=

(
−1

2
+

1√
6

) k∑
r=0

(
k
r

)( 1√
6

)r
+

1

k + 1

<

(
−1

2
+

1√
6

) 2∑
r=0

(
k
r

)( 1√
6

)r
+

1

k + 1

<
(k − 3)((

√
6− 3)k2 + (3− 3

√
6)k − (12 + 4

√
6))

72(k + 1)
< 0, k = 3, 4, 5, ... .

Then ν3(t) < 0 and hence −L′3(x) is completely monotonic . The function L3(x) is de-
creasing for all x > 0 with lim

x→∞
L3(x) = 0. and hence L3(x) > 0 for all x > 0. Then L3(x)

is completely monotonic on (0,∞).
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From the complete monotonicity of the functions L1(x), L2(x) and L3(x), we deduce the
following result:

Lemma 3.3. 1.

ln

1 +
1

x+
√

2
3

+

(
1 +

√
2
3

)
x(x+ 1)

< G(x) < ln

1− 1

x−
√

2
3

+

(
1−

√
2
3

)
x(x+ 1)

, (19)

where the upper bound holds for x >
√

2
3

and the lower bound holds for x > 0.

2.

G(x) < ln

(
1 +

1

x+ a

)
+

1 + a

x(x+ c)
, x > 0 (20)

where the values of a and c are in (17)

Remark 1. From Lemma (2.2), we can conclude that the inequality (19) improves the lower bound
of the inequality (12) for x > xλ ' 2.02059 and improves its upper bound for x > x0 ' 4.02361.

Lemma 3.4. The following inequality holds

ln

1 +
1

x+
√

2
3

+

(
1 +

√
2
3

)
x(x+ 1)

+
1

6
√

6x4
< G(x) < ln

1 +
1

x−
√

2
3

+

(
1−

√
2
3

)
x(x+ 1)

− 1

6
√

6x4
,

where the upper bound holds for x >
√

2
3

and the lower bound holds for x ≥ 2.

Proof. Consider the function

T (x) = ln

1 +
1

x−
√

2
3

+

(
1−

√
2
3

)
x(x+ 1)

− 1

6
√

6x4
−G(x), x >

√
2

3

and use the functional equation (4) to obtain

T ′(x+ 2)− T ′(x) =
2l(x)

81x5(1 + x)2(2 + x)5(3 + x)2
∑3

i=0

(
x+ i−

√
2
3

) ,
where

l(x) =
(

25920− 10080
√

6
)

+
(

197856− 75408
√

6
)
x

+
(

677952− 257008
√

6
)
x2 +

(
1367472− 520800

√
6
)
x3

+
(

1777284− 666478
√

6
)
x4 +

(
1535268− 502094

√
6
)
x5

+
(

879720− 127639
√

6
)
x6 +

(
321960 + 145938

√
6
)
x7

+
(

66960 + 180403
√

6
)
x8 +

(
4596 + 95742

√
6
)
x9

+
(
−864 + 28431

√
6
)
x10 +

(
−144 + 4590

√
6
)
x11 + 315

√
6x12 > 0, x > 0.
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Then T ′(x + 2) − T ′(x) > 0 for x >
√

2
3

and also lim
x→∞

T ′(x) = 0. Using Corollary (2.4), we get

that T ′(x) < 0 for all x >
√

2
3
. Hence T (x) is decreasing on

(√
2
3
,∞
)

with lim
x→∞

T (x) = 0 , thus

T (x) > 0 for all x ∈
(√

2
3
,∞
)

. Now consider the function

Q(x) = G(x)− ln(1 +
1

x+
√

2
3

)−
(1 +

√
2
3
)

x(x+ 1)
− 1

6
√

6x4
, x > 0.

Then

Q′(x+ 2)−Q′(x) =
2u(x− 2)

81x5(1 + x)2(2 + x)5(3 + x)2
∑3

i=0

(
x+ i+

√
2
3

) ,
where

u(x) =
(
−207466560 + 113432160

√
6
)

+
(
−585268704 + 582357840

√
6
)
x

+
(
−729011328 + 1250421968

√
6
)
x2 +

(
−523396080 + 1539421184

√
6
)
x3

+
(
−235893516 + 1231511026

√
6
)
x4 +

(
−67175076 + 680979590

√
6
)
x5

+
(
−10943256 + 268473813

√
6
)
x6 +

(
−465384 + 76331554

√
6
)
x7

+
(

195912 + 15574939
√

6
)
x8 +

(
44364 + 2228562

√
6
)
x9

+
(

4032 + 212571
√

6
)
x10 +

(
144 + 12150

√
6
)
x11 + 315

√
6x12 > 0, x ≥ 0.

Thus Q′(x+ 2)−Q′(x) > 0 for x ≥ 2 and also lim
x→∞

Q′(x) = 0. Using Corollary (2.4), we obtain

that Q′(x) < 0 for all x ≥ 2. and then Q(x) is decreasing on [2,∞) with lim
x→∞

Q(x) = 0. Then

Q(x) > 0 for all x ≥ 2.

4 Second formula of the best approximations and some

of its related inequalities

In this section, we will present the best constants of the approximation of formula

G(n) ≈ 1

2
ln

[
1 +

P1(n)

P2(n)

]
+

2

n(n+ 1)
, n ∈ N

where P1(n) and P2(n) are two polynomials of degrees one and two (resp.). Also, some inequalities
of the function G(x) will provided, which improve some results of the previous section.

Lemma 4.1. The best approximation of the formula

G(n) ≈ 1

2
ln

[
1 +

αn+ β

n2 + ρx+ σ

]
+

2

n(n+ 1)
, n ∈ N (21)
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holds for α = 2, β = 3, ρ = 2 and σ = 4/3 and the sequence G(n)− 1
2

ln
[
1 + αn+β

n2+ρx+σ

]
− 2

n(n+1)

converges to zero with speed estimated by n−5.

Proof. Consider the error sequence χn = G(n)− 1
2

ln
[
1 + αn+β

n2+ρx+σ

]
− 2

n(n+1)
, then we have

χn − χn+2 =
1

n2
(2− α) +

1

n3
(−2(5 + β) + α(2 + α + 2ρ))

+
1

n4
(38− α3 − 3α2(1 + ρ) + 3β(2 + ρ) + α(−4 + 3β − 3ρ(2 + ρ) + 3σ))

+
1

n5
(α4 + 4α3(1 + ρ) + 2(−65 + β2 − 2β(4 + ρ(3 + ρ)− σ))

+ α2 (8− 4β + 6ρ(2 + ρ)− 4σ) + 4α(2− β(3 + 2ρ) + ρ(4 + ρ(3 + ρ)− 2σ)− 3σ))

+
1

n6
(422− α5 − 5α4(1 + ρ) + 5β(2 + ρ)(4− β + ρ(2 + ρ)− 2σ)

+ 5/3α3(−8 + 3β − 6ρ(2 + ρ) + 3σ) + 5α2(β(4 + 3ρ)− 2(1 + ρ)(2 + ρ(2 + ρ))

+ (4 + 3ρ)σ)− α(16 + 5β2 − 5β(8 + ρ(8 + 3ρ)− 2σ)− 40σ + 5(ρ(2 + ρ)(4

+ ρ(2 + ρ))− ρ(8 + 3ρ)σ + σ2))) +O(n−7).

According to Lemma (2.1), the fastest convergence of the sequence χn satisfies if α = 2, β = 3,
ρ = 2 and σ = 4/3 with speed estimated by n−5.

Lemma 4.2. For x > −1, the function

R(x) = (e2G(x+2) − 1)(x2 + 2x+
4

3
)− 2x (22)

is strictly decreasing and convex. As consequence, we have

1

2
ln

[
1 +

2x+ 3

x2 + 2x+ 4
3

]
< G(x+ 2) <

1

2
ln

[
1 +

2x+ e4−16
12

x2 + 2x+ 4
3

]
, x > 0 (23)

where the constants 3 and e4−16
12

are the best possible.

Proof.
1

2
R′(x) = −x− 2 + [(x2 + 2x+

4

3
)G′(x+ 2) + (x+ 1)]e2G(x+2),

1

2
R′′(x) = −1 + 2[(x2 + 2x+

4

3
)G′(x+ 2) + (x+ 1)]G′(x+ 2)e2G(x+2)

+[2(x+ 1)G′(x+ 2) + (x2 + 2x+
4

3
)G′′(x+ 2) + 1]e2G(x+2)

and

1

2e2G(x+2)
R′′′(x) = 4(x2 + 2x+

4

3
)(G′(x+ 2))3 + 12(x+ 1)(G′(x+ 2))2

+ 6(x2 + 2x+
4

3
)G′(x+ 2)G′′(x+ 2)

+ 6(x+ 1)G′′(x+ 2) + 6G′(x+ 2) + (x2 + 2x+
4

3
)G′′′(x+ 2) , U(x).
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Now,

U(x+ 2)− U(x) = 16(x+ 2)(G′(x+ 2))3 + 4(x+ 2)G′′′(x+ 2) + 24(x+ 2)G′(x+ 2)G′′(x+ 2)

+
8(4 + x)(62 + 66x+ 24x2 + 3x3)

(x+ 2)2(x+ 3)2
(G′(x+ 2))2

+
8(1448 + 2564x+ 2008x2 + 915x3 + 258x4 + 42x5 + 3x6)

(x+ 2)4(x+ 3)4
G′(x+ 2)

+
4(4 + x)(62 + 66x+ 24x2 + 3x3)

(x+ 2)2(x+ 3)2
G′′(x+ 2)

+
1

3(2 + x)6(3 + x)6
4(−33056− 88128x− 92112x2 − 46976x3 − 10548x4

+ 360x5 + 705x6 + 138x7 + 9x8).

Also, let V (x) = U(x+2)−U(x)
4(x+2)

, then

V (x+ 2)− V (x) =
−4

(2 + x)3(3 + x)2(4 + x)3(5 + x)2
[34576 + 91136x+ 105392x2 + 68520x3

+27152x4 + 6698x5 + 1005x6 + 84x7 + 3x8](G′(x+ 2))2

− 4

(2 + x)5(3 + x)4(4 + x)5(5 + x)4
[376528768 + 1642942016x+ 3297590048x2

+ 4031614688x3 + 3354474592x4 + 2010658592x5 + 896184192x6

+ 302070808x7 + 77457190x8 + 15051780x9

+ 2183975x10 + 229624x11 + 16548x12 + 732x13 + 15x14]G′(x+ 2)

− 2

(2 + x)3(3 + x)2(4 + x)3(5 + x)2
(34576 + 91136x+ 105392x2

+ 68520x3 + 27152x4 + 6698x5 + 1005x6 + 84x7 + 3x8)G′′(x+ 2)

+
2

3(2 + x)7(3 + x)6(4 + x)7(5 + x)6
[(331346962432 + 5157549202432x

+ 24078469545984x2 + 60544326323200x3 + 99175110059776x4

+ 116067402353280x5 + 102360341211232x6 + 70356164081536x7

+ 38541166023024x8 + 17080773307136x9 + 6184124004420x10

+ 1839407553792x11 + 450403876283x12 + 90669453918x13 + 14930598072x14

+ 1992453932x15 + 212255598x16 + 17635104x17 + 1101756x18 + 48708x19

+ 1359x20 + 18x21)]

Using the completely monotonicity of the functions X1(x) = 1
x
− G(x) +

2m−1∑
k=1

(22k−1)B2k

kx2k
and

X2(x) = G(x)− 1
x
− 1

2x2+1
for x > 0 (see [20]), we get the following inequalities: G′(x) > −x+1

x3
,

(G′(x))2 >
[
4x4+4x3+4x2+1
x2(2x2+1)2

]2
and G′′(x) > 2(8x6+12x5+12x4−2x3+6x2+1)

x3(2x2+1)3
for x > 0. Hence,

V (x+ 2)− V (x) < F (x), x > 0
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where

F (x) =
−2A(x+ 1)

3(2 + x)8(3 + x)6(4 + x)7(5 + x)6(9 + 8x+ 2x2)4

with

A(x) = 74586749184 + 1263034988928x+ 9398610597600x2 + 42943724513952x3

+ 138441396784472x4 + 339577282357568x5 + 663837528239296x6

+ 1065966556249164x7 + 1434284269631783x8 + 1638094930661455x9

+ 1600662870950288x10 + 1344078197917456x11 + 971670315225407x12

+ 604754235543331x13 + 323563802759956x14 + 148404632743888x15

+ 58109372496201x16 + 19315095938361x17 + 5408999070416x18

+ 1263403407224x19 + 242838160053x20 + 37707313393x21 + 4608156812x22

+ 426325500x23 + 28044100x24 + 1167972x25 + 23136x26.

Using A(x) > 0 for all x > 0, then we obtain F (x) < 0 for all x > −1 and hence V (x+2)−V (x) <
0 for all x > −1. Using the asymptotic expansion (8) and its derivatives, we have

G′(x) =
−1

x2
− 1

x3
+

1

x5
− 3

x7
+

17

x9
+O(x−11) (24)

G′′(x) =
2

x3
+

3

x4
− 5

x6
+

21

x8
− 153

x10
+O(x−12), (25)

and

G′′′(x) =
−6

x4
− 12

x5
+

30

x7
− 168

x9
+

1530

x11
+O(x−13). (26)

Then

lim
x→∞

V (x) = lim
x→∞

(
64x25

(2 + x)27(3 + x)6
+O(x−9)

)
= 0

and hence V (x) > 0 for all x > −1. Now, U(x+ 2)− U(x) > 0 with

lim
x→∞

U(x) = lim
x→∞

(
−64x21

3(x+ 2)27
+O(x−7)

)
= 0

and so U(x) < 0 for all x > −1. Thus, R′′′(x) < 0 and

lim
x→∞

R′′(x) = lim
x→∞

(
128

15x5
− 448

9x6
+

2368

21x7
+O(x−8)

)
= 0.

Then R′′(x) > 0 for all x > −1 and so the function R(x) is convex for x ∈ (−1,∞). Also,

lim
x→∞

R′(x) = lim
x→∞

(
−32

15x4
+

448

45x5
− 1184

63x6
− 688

63x7
+

11104

81x8
+O(x−9)

)
= 0

and thus R′(x) < 0 for all x > −1. Hence we conclude that R(x) is decreasing on (−1,∞) with
R(0) = e4−16

12
and

lim
x→∞

R(x) = lim
x→∞

(
3 +

32

45x3
− 112

45x4
+

1184

315x5
+O(x−6)

)
= 3.
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Then

3 < (e2G(x+2) − 1)(x2 + 2x+
4

3
)− 2x <

e4 − 16

12
,

where the constants 3 and e4−16
12

are the best possible.

Lemma 4.3. For every x ≥ 0, we have

1

2
ln[

4x+ a

(x2 + 6x+ 28
3

)e−
4

(x+2)(x+3) − (x2 + 2x+ 4
3
)
] ≤ G(x+ 2)

<
1

2
ln[

4x+ b

(x2 + 6x+ 28
3

)e−
4

(x+2)(x+3) − (x2 + 2x+ 4
3
)
] (27)

where a = 7e
10
3 −e4
12

and b = 12 are the best possible constants.

Proof. For x ≥ 0, consider f(x) = R(x + 2) − R(x), where R(x) defined in (22). Then f ′(x) =
R′(x + 2) − R′(x) and R(x) is convex function for x ∈ (−1,∞). Hence f(x) is increasing with

f(0) = 7e
10
3 −e4
12

− 12 and lim
x→∞

f(x) = 0, where lim
x→∞

R(x) = 3. Then 7e
10
3 −e4
12

− 12 ≤ f(x) < 0 or

7e
10
3 − e4

12
≤ e2G(x+2)[(x2 + 6x+

28

3
)e−

4
(x+2)(x+3) − (x2 + 2x+

4

3
)]− 4x < 12,

where 7e
10
3 −e4
12

and 12 are the best possible constants.

Lemma 4.4. For every x > 0, then we have

(x+ α)e−2G(x+2) − (x+ 1)

(x2 + 2x+ 4
3
)

< G′(x+ 2) <
(x+ β)e−2G(x+2) − (x+ 1)

(x2 + 2x+ 4
3
)

, (28)

where α = (2π2−15)e4
144

and β = 2 are the best possible constants.

Proof. The function R(x) defined in (22) is convex for x ∈ (−1,∞) and hence R′(x) is increasing.

Then R′(0) < R′(x) < lim
x→∞

R′(x) with R′(0) = (2π2−15)e4
72

− 4 and lim
x→∞

R′(x) = 0. Hence

(2π2 − 15)e4

144
< −x+ [(x2 + 2x+

4

3
)G′(x+ 2) + (x+ 1)]e2G(x+2) < 2,

where (2π2−15)e4
144

and 2 are the best possible constants.

Lemma 4.5. The following inequality holds

1

2
ln

[
1 +

2x+ 3

x2 + 2x+ 4
3

]
+

2

x(x+ 1)
< G(x) <

1

2
ln

[
1 +

2x+ 3

x2 + 2x+ 48
e4−16

]
+

2

x(x+ 1)
, (29)

where the upper bound holds for x > xδ ≈ 0.575833 and the lower bound holds for x > 0.
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Proof. Consider the function F (x) = G(x+ 2)− 1
2

ln
[
1 + 2x+3

x2+2x+ 4
3

]
, then

F ′(x+ 2)− F ′(x) = G′(x+ 4)−G′(x+ 2)

− 54(5 + 2x)(56 + 140x+ 103x2 + 30x3 + 3x4)

(4 + 6x+ 3x2)(13 + 12x+ 3x2)(28 + 18x+ 3x2)(49 + 24x+ 3x2)
.

Using the functional equation (4) and its derivative, we get

F ′(x+ 2)− F ′(x) =

32(5 + 2x)(1057 + 1680x+ 1011x2 + 270x3 + 27x4)

(2 + x)2(3 + x)2(4 + 6x+ 3x2)(13 + 12x+ 3x2)(28 + 18x+ 3x2)(49 + 24x+ 3x2)
.

Thus F ′(x + 2) − F ′(x) > 0, for x > 0 and also lim
x→∞

F ′(x) = 0. Using Corollary (2.4), we get

that F ′(x) < 0 for all x > 0. Then F (x) is decreasing function on (0,∞) with lim
x→∞

F (x) = 0,

thus F (x) > 0 for x > 0. Now, let

S(x) = G(x+ 2)− 1

2
ln

[
1 +

2x+ 3

x2 + 2x+ 48
e4−16

]
and then

S ′(x+ 2)− S ′(x) =
−8(5 + 2x)W (x)

(e4 − 16)4(2 + x)2(3 + x)2(x2 + 2x+ 48
e4−16)(x2 + 4x+ 3e4

e4−16)D(x)
,

where

D(x) =

(
(x+ 2)2 + 2(x+ 2) +

48

e4 − 16

)(
(x+ 2)2 + 4(x+ 2) +

3e4

e4 − 16

)
> 0, x > 0

and

W (x) =
(
21233664− 6856704e4 + 720576e8 − 28944e12 + 324e16

)
+
(
100270080− 26173440e4 + 2361600e8 − 84240e12 + 900e16

)
x

+
(
152764416− 35570688e4 + 2920320e8 − 96948e12 + 1005e16

)
x2

+
(
106332160− 23142400e4 + 1795200e8 − 57040e12 + 580e16

)
x3

+
(
37257216− 7818240e4 + 587520e8 − 18204e12 + 183e16

)
x4

+
(
6389760− 1320960e4 + 97920e8 − 3000e12 + 30e16

)
x5

+
(
425984− 88064e4 + 6528e8 − 200e12 + 2e16

)
x6.

Then

W ′(x) =
(
100270080− 26173440e4 + 2361600e8 − 84240e12 + 900e16

)
+2
(
152764416− 35570688e4 + 2920320e8 − 96948e12 + 1005e16

)
x

+3
(
106332160− 23142400e4 + 1795200e8 − 57040e12 + 580e16

)
x2

+4
(
37257216− 7818240e4 + 587520e8 − 18204e12 + 183e16

)
x3

+5
(
6389760− 1320960e4 + 97920e8 − 3000e12 + 30e16

)
x4

+6
(
425984− 88064e4 + 6528e8 − 200e12 + 2e16

)
x5

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 27, NO.1, 2019, COPYRIGHT 2019 EUDOXUS PRESS, LLC

132 Ahmed Hegazi ET AL 118-135



and

W ′′(x) = 2
(
152764416− 35570688e4 + 2920320e8 − 96948e12 + 1005e16

)
+6
(
106332160− 23142400e4 + 1795200e8 − 57040e12 + 580e16

)
x

+12
(
37257216− 7818240e4 + 587520e8 − 18204e12 + 183e16

)
x2

+20
(
6389760− 1320960e4 + 97920e8 − 3000e12 + 30e16

)
x3

+30
(
425984− 88064e4 + 6528e8 − 200e12 + 2e16

)
x4 > 0, x > 0.

Thus W ′(x) is increasing on (0,∞) which implies that W ′(x) > W ′(0.1) > 0. Then W (x) is
increasing on (0.1,∞) with W (0.57583) ≈ −475.425 < 0 and W (0.57584) ≈ 1147.33 > 0. Hence
W (x) has only one positive root on (0.57583,∞) say xδ ≈ 0.575833 and then W (x) > 0 for
x > 0.575833. Now, S ′(x + 2) − S ′(x) < 0 for x > 0.575833 and also lim

x→∞
S ′(x) = 0. Using

Corollary (2.4), then S ′(x) > 0 for all x > 0.575833 or S(x) is increasing on (0.575833,∞) with
lim
x→∞

S(x) = 0. Thus S(x) < 0 for all x > 0.575833.

Remark 2. Using the inequalities

1 + (2x+ 3)/(x2 + 2x+ 48/(e4 − 16)) < (1 + 1/(x+ 1))2, x > 0

and
1 + (2x+ 3)/(x2 + 2x+ 4/3) > (1 + 1/(x+ 4/(e2 − 4)))2, x > xµ

where xµ = −112+68e2−7e4−
√
52480−30208e2+6672e4−664e6+25e8

6(32−12e2+e4) ' 0.465586, we can conclude that the

inequality (29) improves the lower bound of the inequality (12) for x > xµ and improves its
upper bound for x > 0.

Remark 3. The inequality (29) improves the lower bound of the inequality (19) for x > 0.
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A new q-extension of Euler polynomial of the second kind
and some related polynomials

R. P. Agarwal 1, J. Y. Kang2*, C. S. Ryoo3

Abstract : We define q-Euler polynomials of the second kind using q-analogue within exponential

function. We have some basic properties of this polynomials such as addition, alternative finite sum,

and symmetry property. We also investigate some relations of q-Euler, q-Bernoulli, and q-tangent

polynomials using q-Euler polynomials of the second kind including two parameters.

Key words : q-Euler polynomials of the second kind, q-Euler polynomials, q-Bernoulli polynomials,

q-tangent polynomials

2000 Mathematics Subject Classification : 11B68, 11B75, 12D10

1. Introduction

The main aim of this paper is to extend Euler numbers and polynomials of the second kind,

and study some of their properties. Our paper is organised as follows: in Section 2, we define q-Euler

numbers and polynomials of the second kind. From this definition we investigate some interesting

properties of these numbers and polynomials using q-analogue of exponential function. In Section

3, we consider q-Euler polynomials of the second kind in two parameters and make some relations

between q-Euler polynomials of the second kind and q-Euler , q-Bernoulli, q-tangent polynomials.

Furthermore, we derive a symmetric relation, multiple q-derivative, and multiple q-integral.

For any n ∈ C, the q-number is defined by

[n]q =
1− qn

1− q
=
∑

0≤i≤n

qi = 1 + q + q2 + · · ·+ qn−1.

An intensive and somewhat surprising interest in q-numbers appeared in many areas of mathematics

and applications including q-difference equations, special functions, q-combinatorics, q-integrable

systems, variational q-calculus, q-series, and so on. In this paper, we introduce some basic definitions

and theorems(see [1-18]).

Definition 1.1.[1,3-5,10-13] The Gaussian binomial coefficients are defined by(
m

r

)
q

=

[
m

r

]
q

=

{
0 if r > m

(1−qm)(1−qm−1)···(1−qm−r+1)
(1−q)(1−q2)···(1−qr) if r ≤ m

,

where m and r are non-negative integers. For r = 0 the value is 1 since the numerator and the

denominator are both empty products. Like the classical binomial coefficients, the Gaussian binomial

coefficients are center-symmetric. There are analogues of the binomial formula, and this definition

has a number of properties.

1 Department of Mathematics, Texas A & M University, Kingsville, USA
2 Department of Information and Statistics, Anyang University, Anyang, KOREA
3 Department of Mathematics, Hanman University, Daejeon, KOREA
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Theorem 1.2.[5] Let n, k be non-negative integers. Then we get

(i)
n−1∏
k=0

(1 + qkt) =
n∑

k=0

q(
k
2)

[
n

k

]
q

tk,

(ii)
n−1∏
k=0

1

(1− qkt)
=
∞∑
k=0

[
n+ k − 1

k

]
q

tk.

Definition 1.3.[1,4,12-13] Let z be any complex numbers with |z| < 1. Two forms of q-

exponential functions are defined by

eq(z) =
∞∑

n=0

zn

[n]q!
, eq−1(z) =

∞∑
n=0

zn

[n]q−1 !
=
∞∑

n=0

q(
n
2) zn

[n]q!
.

Definition 1.4.[4,10-11,13] The q-derivative operator of any function f is defined by

Dqf(x) =
f(x)− f(qx)

(1− q)x
, x 6= 0,

and Dqf(0) = f ′(0). We can prove that f is differentiable at 0, and it is clear that Dqx
n = [n]qx

n−1.

Definition 1.5.[4,10-11,13] We define the q-integral as∫ b

0

f(x)dqx = (1− q)b
∞∑
j=0

qjf(qjb).

If this function, f(x), is differentiable on the point x, the q-derivative in Definition 1.4 goes to the

ordinary derivative in the classical analysis when q → 1.

In 1961, L.Calitz introduced several properties of the Bernoulli and Euler polynomials of the

second kind(see [6]). Euler numbers of the second kind was expanded, and C. S. Ryoo have studied

these numbers and polynomials of the second kind in [17]. He also developed several properties of

these numbers and polynomials.

Definition 1.6.[7-8, 6, 17] The classical Euler numbers, Ẽn, and the classical Euler polynomi-

als, Ẽn(x), of the second kind are defined by means of the generating functions

∞∑
n=0

Ẽn
tn

n!
=

2

et + e−t
,

∞∑
n=0

Ẽn(x)
tn

n!
=

2

et + e−t
etx.

Theorem 1.7.[17] For any positive integer n, we have

(i) For any positive integer m(=odd),

Ẽn(x) = mn
m−1∑
i=0

(−1)iẼn

(
2i+ x+ 1−m

m

)
for n ≥ 0,

(ii) Ẽl(x+ y) =
l∑

n=0

(
l

n

)
Ẽn(x)yl−n,

(iii) Ẽn(x) = (−1)nẼn(−x).
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2. Some basic properties of the q-Euler polynomials of the second kind

In this section, we define the q-Euler numbers and polynomials of the second kind, and investi-

gate basic properties of these numbers and polynomials. Furthermore, we find the alternative finite

sum which is related to the q-Euler numbers and polynomials of second kind.

Definition 2.1. Let n be any non-negative integer. For |q| < 1, x ∈ C, we define q-Euler

numbers and polynomials of the second kind as

∞∑
n=0

Ẽn,q
tn

[n]q!
=

2

eq(t) + eq(−t)
,

∞∑
n=0

Ẽn,q(x)
tn

[n]q!
=

2

eq(t) + eq(−t)
eq(tx).

Substituting x = 0 in the q-Euler polynomials of the second kind, they can be simplified as follows:

∞∑
n=0

Ẽn,q(0)
tn

[n]q!
=
∞∑

n=0

Ẽn,q
tn

[n]q!
=

2

eq(t) + eq(−t)
=

1

coshq(t)
,

where Ẽn,q is q-Euler numbers of the second kind. If q → 1, then we can find the classical Euler

polynomials of the second kind in Ẽn,q(x)(see [6,17]).

Theorem 2.2. Let |q| < 1, x be any complex numbers. Then, we have

Ẽn,q(x) =
n∑

k=0

[
n

k

]
q

Ẽk,qxn−k.

Proof. From the generating function of the q-Euler polynomials of second kind, Ẽn,q(x), we can find

∞∑
n=0

Ẽn,q(x)
tn

[n]q!
=

2

eq(t) + eq(−t)
eq(tx) =

∞∑
n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

xn
tn

[n]q!

=
∞∑

n=0

 n∑
k=0

[
n

k

]
q

Ẽk,q(x)xn−k

 tn

[n]q!
,

which gives the required result.

Theorem 2.3. For |q| < 1, the following holds:

DqẼn,q(x) = [n]qẼn−1,q(x).

Proof. Considering q-derivative of xn−k in Theorem 2.2, we get

DqẼn,q(x) =
n−1∑
k=0

[
n

k

]
q

[n− k]qẼk,qxn−k−1.

Transforming a binomial operation of q and using Theorem 2.2 again, we obtain

DqẼn+1,q(x) = [n+ 1]q

n∑
k=0

[
n

k

]
q

Ẽk,qxn−k = [n+ 1]qẼn,q(x).

The required relation now follows at once.
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Theorem 2.4. Let n be any non-negative integer. Then, the following holds:∫ x

0

Ẽn,q(x)dqx =
Ẽn+1,q(x)− Ẽn+1,q

[n+ 1]q
,

where Ẽn,q(0) = Ẽn,q is q-Euler numbers of the second kind.

Proof. Using q-integral in Theorem 2.2, we have∫ x

0

Ẽn,q(x)dqx =

∫ x

0

n∑
k=0

[
n

k

]
q

Ẽk,qxn−kdqx =
n∑

k=0

[
n

k

]
q

Ẽk,q
1

[n− k + 1]q
xn−k+1

∣∣∣x
0

=
1

[n+ 1]q

n+1∑
k=0

[
n+ 1

k

]
q

Ẽk,qxn−k+1
∣∣∣x
0

=
1

[n+ 1]q

(
Ẽn+1,q (x)− Ẽn+1,q

)
,

and we obtain the required relation at once.

Corollary 2.5. In Theorem 2.4, we get∫ b

a

Ẽn,q(x)dqx =
Ẽn+1,q (b)− Ẽn+1,q (a)

[n+ 1]q
.

Now we find some properties of q-exponential function to obtain the next theorem. From Definition

1.3 and Theorem 1.2, we find that

(i) [n]q−1 ! = q−(n
2)[n]q!,

(ii) eq(t)eq−1(t) =
∞∑

n=0

tn

[n]q!

∞∑
n=0

tn

[n]q−1 !
=
∞∑

n=0

 n∑
k=0

[
n

k

]
q

q(
k
2)

 tn

[n]q!

=
∞∑

n=0

(
n−1∏
k=0

(1 + qk)

)
tn

[n]q!
,

(iii) eq(t)eq−1(−t) =
∞∑

n=0

tn

[n]q!

∞∑
n=0

(−t)n

[n]q−1 !
=
∞∑

n=0

 n∑
k=0

[
n

k

]
q

(−1)kq(
k
2)

 tn

[n]q!

=
∞∑

n=0

(
n−1∏
k=0

(1− qk)

)
tn

[n]q!
,

(iv) eq(−t)eq−1(t) =
∞∑

n=0

(−t)n

[n]q!

∞∑
n=0

tn

[n]q−1 !
=
∞∑

n=0

(−1)n
n∑

k=0

[
n

k

]
q

q(
k
2)(−1)k

 tn

[n]q!

=
∞∑

n=0

(
(−1)n

n−1∏
k=0

(1− qk)

)
tn

[n]q!
,

(v) eq(−t)eq−1(−t) =
∞∑

n=0

(−t)n

[n]q!

∞∑
n=0

(−t)n

[n]q−1 !
=
∞∑

n=0

(−1)n
n∑

k=0

[
n

k

]
q

q(
k
2)

 tn

[n]q!

=
∞∑

n=0

(
(−1)n

n−1∏
k=0

(1 + qk)

)
tn

[n]q!
.
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Theorem 2.6. For |q| < 1, we find

(i)
n∑

l=0

[
n

l

]
q

n−l∑
k=0

[
n− l
k

]
q

(−1)k +
n−l∑
k=0

[
n− l
k

]
q

(−1)n−l

 Ẽl,q = 2(−1)n,

(ii)
n∑

l=0

[
n

l

]
q

n−l∑
k=0

[
n− l
k

]
q

(−1)k +
n−l∑
k=0

[
n− l
k

]
q

(−1)n−l

 Ẽl,q(x)

= 2
n∑

l=0

[
n

l

]
q

(−1)n−lxl.

Proof. (i) Loading eq(t)eq(−t) + eq(−t)eq(−t) 6= 0 for the generating function of q-Euler numbers of

the second kind, one obtains

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq(−t) + eq(−t)eq(−t)) = 2eq(−t),

and we can transform such as

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq(−t) + eq(−t)eq(−t))

=
∞∑

n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

 n∑
k=0

[
n

k

]
q

(−1)k +
n∑

k=0

[
n

k

]
q

(−1)n

 tn

[n]q!

=
∞∑

n=0


n∑

l=0

[
n

l

]
q

n−l∑
k=0

[
n− l
k

]
q

(−1)k +
n−l∑
k=0

[
n− l
k

]
q

(−1)n−l

 Ẽl,q
 tn

[n]q!

= 2

∞∑
n=0

(−1)n
tn

[n]q!
.

The required relation now follows at once.

(ii) We omit a proof of the q-Euler polynomials of the second kind due to its similarity to (i).

Corollary 2.7. For q → 1, in Theorem 2.6, one holds

(i)
n∑

l=0

(
n

l

)(n−l∑
k=0

(
n− l
k

)
(−1)k +

n−l∑
k=0

(
n− l
k

)
(−1)n−l

)
Ẽl = 2(−1)n,

(ii)
n∑

l=0

(
n

l

)(n−l∑
k=0

(
n− l
k

)
(−1)k +

n−l∑
k=0

(
n− l
k

)
(−1)n−l

)
Ẽl(x) = 2

n∑
l=0

(
n

k

)
(−1)n−lxl,

where Ẽn(x) is the classical Euler polynomials of the second kind and Ẽn is the classical Euler

numbers of the second kind(see [16]).

Theorem 2.8. Let |q| < 1. Then we have

(i)
n∑

l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1 + qk) + (−1)n−l
n−l−1∏
k=0

(1− qk)

)
Ẽl,q = 2q(

n
2),

(ii)
n∑

l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1 + qk) + (−1)n−l
n−l−1∏
k=0

(1− qk)

)
Ẽl,q(x) = 2

n∑
l=0

[
n

l

]
q

q(
n−l
2 )xl.
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Proof. (i) For eq(t)eq−1(t) + eq(−t)eq−1(t) 6= 0, we have

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq−1(t) + eq(−t)eq−1(t)) = 2eq−1(t).

To obtain the result, we can calculate the above equation as

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq−1(t) + eq(−t)eq−1(t))

=
∞∑

n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

(
n−1∏
k=0

(1 + qk) + (−1)n
n−1∏
k=0

(1− qk)

)
tn

[n]q!

=
∞∑

n=0

n∑
l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1 + qk) + (−1)n−l
n−l−1∏
k=0

(1− qk)

)
Ẽl,q

tn

[n]q!

= 2
∞∑

n=0

q(
n
2) tn

[n]q!
.

The required relation now follows on comparing the coefficients of tn on both sides.

(ii) Using the same method as (i) we can find the required result, so we omit the proof.

Corollary 2.9. In Theorem 2.8, we can see

(i) q(
n
2) =

1

2

n∑
l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1 + qk) + (−1)n−l
n−l−1∏
k=0

(1− qk)

)
Ẽl,q,

(ii)

n∑
l=0

[
n

l

]
q

q(
n−l
2 )xl =

1

2

n∑
l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1 + qk) + (−1)n−l
n−l−1∏
k=0

(1− qk)

)
Ẽl,q(x).

Theorem 2.10. For |q| < 1, k ∈ N, one holds

(i)
n∑

l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1− qk) + (−1)n−l
n−l−1∏
k=0

(1 + qk)

)
Ẽl,q = 2(−1)nq(

n
2),

(ii)
n∑

l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1− qk) + (−1)n−l
n−l−1∏
k=0

(1 + qk)

)
Ẽl,q(x) = 2

n∑
l=0

[
n

l

]
q

(−1)n−lq(
n−l
2 )xl.

Proof. (i) Let eq(t)eq−1(−t)+eq(−t)eq−1(−t) 6= 0. From the generating function of q-Euler numbers

of the second kind, we can find

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq−1(−t) + eq(−t)eq−1(−t)) = 2eq−1(−t),

or, equivalently,

∞∑
n=0

Ẽn,q
tn

[n]q!
(eq(t)eq−1(−t) + eq(−t)eq−1(−t))

=
∞∑

n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

(
n−1∏
k=0

(1− qk) + (−1)n
n−1∏
k=0

(1 + qk)

)
tn

[n]q!

=
∞∑

n=0


n∑

l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1− qk) + (−1)n−l
n−l−1∏
k=0

(1 + qk)

)
Ẽl,q

 tn

[n]q!
= 2

∞∑
n=0

(−1)nq(
n
2) tn

[n]q!
.
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Comparing the coefficients of tn

[n]q !
, the proof is complete.

(ii) We omit the proof of the q-Euler polynomials because we can derive it in the same method as

(i).

Corollary 2.11. In Theorem 2.10, we get

(i) (−1)nq(
n
2) =

1

2

n∑
l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1− qk) + (−1)n−l
n−l−1∏
k=0

(1 + qk)

)
Ẽl,q,

(ii)
n∑

l=0

[
n

l

]
q

(−1)n−lq(
n−l
2 )xl =

1

2

n∑
l=0

[
n

l

]
q

(
n−l−1∏
k=0

(1− qk) + (−1)n−l
n−l−1∏
k=0

(1 + qk)

)
Ẽl,q(x).

Theorem 2.12. For x ∈ C, we hold

(i)
n∑

k=0

[
n

k

]
q

(1 + (−1)k)Ẽn−k,q =

{
2 if n = 0

0 if n 6= 0
,

(ii)

n∑
k=0

[
n

k

]
q

(1 + (−1)k)Ẽn−k,q(x) = 2xn.

Proof. (i) From Definition 2.1, we can represent q-Euler numbers, Ẽn,q, as

∞∑
n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

(1 + (−1)n)
tn

[n]q!
= 2.

Now using the Cauchy’s product, we find the relation,

∞∑
n=0

 n∑
k=0

[
n

k

]
q

(1 + (−1)k)Ẽn−k,q

 tn

[n]q!
= 2,

and the proof is done.

(ii) We omit a proof of (ii) since we can obtain (ii) using Cauchy’s product and the method of

coefficient comparison for Definition 2.1 using the same method (i).

Theorem 2.13. Let x ∈ C and |q| < 1. Then, the following holds:

(i)

n∑
k=0

[
n

k

]
q

(1 + (−1)k)Ẽn−k,q = 2

[n
2 ]∑

k=0

[
n

n− 2k

]
q

Ẽn−2k,q,

(ii)
n∑

k=0

[
n

k

]
q

(1 + (−1)k)Ẽn−k,q(x) = 2

[n
2 ]∑

k=0

[
n

n− 2k

]
q

Ẽn−2k,q(x),

where [x] is the greatest integer not exceeding x.

Proof. (i) In Theorem 2.12. (i), the left-side is changed as:

∞∑
n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

(1 + (−1)n)
tn

[n]q!
= 2

∞∑
n=0

Ẽn,q
tn

[n]q!

∞∑
n=0

t2n

[2n]q!

= 2
∞∑

n=0

 n∑
k=0

[
2n− k
k

]
q

Ẽk,q

 t2n−k

[2n− k]q!
= 2

∞∑
n=0

 [n
2 ]∑

k=0

[
n

n− 2k

]
q

Ẽn−2k,q

 tn

[n]q!
.
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The required relation now follows on comparing the coefficients of tn on both sides.

(ii) Now following the same procedure as (i), we find (ii).

Corollary 2.14. From the Theorem 2.12 and Theorem 2.13, the following relations hold:

(i)

[n
2 ]∑

k=0

[
n

n− 2k

]
q

Ẽn−2k,q =

{
1 if n = 0

0 if n 6= 0
,

(ii)

[n
2 ]∑

k=0

[
n

n− 2k

]
q

Ẽn−2k,q(x) = xn,

where [x] is the greatest integer not exceeding x.

Theorem 2.15. For x ∈ C, the following relation holds

Ẽn,q(x) = (−1)nẼn,q(−x).

Proof. Replacing t, x with −t,−x, respectively, we get

∞∑
n=0

Ẽn,q(−x)
(−t)n

[n]q!
=

2

eq(−t) + eq(t)
eq(tx) =

∞∑
n=0

Ẽn,q(x)
tn

[n]q!
,

which on comparing the coefficients immediately gives the required relation.

Corollary 2.16. Putting x = 1 in Theorem 2.15, we see

Ẽn,q(1) = (−1)nẼn,q(−1).

3. Some special properties of the q-Euler polynomials of the second kind

In this section, we define the q-Euler polynomials of the second kind in two parameters. From

these polynomials, we can find some relations between these polynomials and other polynomials.

We can also observe a symmetric property of the q-Euler polynomials of the second kind.

Definition 3.1. Let x, y ∈ C. We then define the q-Euler polynomials of the second kind in

two parameters as:
∞∑

n=0

Ẽn,q(x, y)
tn

[n]q!
=

2

eq(t) + eq(−t)
eq(tx)eq(ty).

For y = 0, we can see that Ẽn,q(x, 0) = Ẽn,q(x).

Theorem 3.2. Let x be any complex numbers. Then we hold

(i) Ẽn,q(x, y) =

n∑
k=0

[
n

k

]
q

Ẽk,q(x)yn−k,

(ii) Ẽn,q(x, y) =

n∑
l=0

[
n

l

]
q

Ẽn−l
l∑

k=0

[
l

k

]
q

xl−kyk.

Proof. From Definition 3.1, we find

∞∑
n=0

Ẽn,q(x, y)
tn

[n]q!
=

2

eq(t) + eq(−t)
eq(tx)eq(ty)

=
∞∑

n=0

Ẽn,q(x)
tn

[n]q!

∞∑
n=0

yn
tn

[n]q!
=
∞∑

n=0

 n∑
k=0

[
n

k

]
q

Ẽk,q(x)yn−k

 tn

[n]q!
.
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The required relation now follows immediately.

Theorem 3.3. For x ∈ C, we hold

Ẽn,q(x, 1) + Ẽn,q(x,−1) = 2xn.

Proof. Setting y = 1 and −1, we can get

∞∑
n=0

(
Ẽn,q(x, 1) + Ẽn,q(x,−1)

) tn

[n]q!
=

2

eq(t) + eq(−t)
eq(tx)eq(t) +

2

eq(t) + eq(−t)
eq(tx)eq(−t)

=
2

eq(t) + eq(−t)
eq(tx) (eq(t) + eq(−t)) = 2eq(tx) = 2

∞∑
n=0

xn
tn

[n]q!
,

and the proof is complete on comparing the coefficient of both sides.

Corollary 3.4. From Theorem 3.3, we see

xn =
1

2

(
Ẽn,q(x, 1) + Ẽn,q(x,−1)

)
.

To investigate some relations of other polynomials, we define q-Euler, q-Bernoulli, and q-tangent

polynomials. These polynomials have a lot of properties, applications, and identities.

Definition 3.5. We define q-tangent polynomials, T (x); q-Euler polynomials, E(x); and q-

Bernoulli polynomials, B(x) as

∞∑
n=0

En,q(x)
tn

[n]q!
=

[2]q
eq(t) + 1

eq(tx), |t| < π,

∞∑
n=0

Tn,q(x)
tn

[n]q!
=

[2]q
eq(2t) + 1

eq(tx), |t| < π

2
,

∞∑
n=0

Bn,q(x)
tn

[n]q!
=

t

eq(t)− 1
eq(tx), |t| < 2π, (see [7, 14-15]).

Theorem 3.6. For x, y ∈ C, the following relation holds:

Ẽn,q(x, y) =
1

[2]q

n∑
l=0

[
n

l

]
q

 Ẽn−l,q(x)

ml
+

n−l∑
k=0

[
n− l
k

]
q

Ẽk,q(x)

mn−k

 El,q(my),

where En,q(x) is q-Euler polynomials.

Proof. Transforming the q-Euler polynomials of the second kind containing two parameters, we have

2

eq(t) + eq(−t)
eq(tx)eq(ty) =

(
[2]q

eq( t
m ) + 1

eq(ty)

)(
eq( t

m ) + 1

[2]q

)(
2

eq(t) + eq(−t)
eq(tx)

)
.

For the relation between q-Euler polynomials of the second kind containing two parameters and

q-Euler polynomials, we get

∞∑
n=0

Ẽn,q(x, y)
tn

[n]q!
=

1

[2]q

∞∑
n=0

 n∑
l=0

[
n

l

]
q

El,q(my)
n−l∑
k=0

[
n− l
k

]
q

Ẽk,q(x)

mn−k

 tn

[n]q!

+
1

[2]q

∞∑
n=0

 n∑
l=0

[
n

l

]
q

El,q(my)
Ẽn−l,q(x)

ml

 tn

[n]q!
,
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which, on comparing the coefficients, immediately gives the required relation.

Corollary 3.7. For q → 1 in Theorem 3.6, we have

Ẽn(x, y) =
1

2

n∑
l=0

(
n

l

)(
Ẽn−l(x)

ml
+

n−l∑
k=0

(
n− l
k

)
Ẽk(x)

mn−k

)
El(my),

where Ẽn(x) is the classical Euler polynomials of the second kind, and En(x) is the classical Euler

polynomials(see [17]).

Theorem 3.8. Let x, y ∈ C and |q| < 1. Then we get

Ẽn,q(x, y) =
1

[2]q

n∑
l=0

[
n

l

]
q

2lẼn−l,q(x)

ml
+

n−l∑
k=0

[
n− l
k

]
q

2n−kẼk,q(x)

mn−k

 Tl,q(
m

2
y),

where Tn,q(x) is q-tangent polynomials.

Proof. To obtain the relation between q-Euler polynomials of the second kind and q-tangent poly-

nomials, we can make

∞∑
n=0

Ẽn,q(x, y)
tn

[n]q!
=

(
[2]q

eq( 2t
m ) + 1

eq(ty)

)(
eq( 2t

m ) + 1

[2]q

)(
2

eq(t) + eq(−t)
eq(tx)

)
.

From the above equation, we hold

∞∑
n=0

Ẽn,q(x, y)
tn

[n]q!
=

1

[2]q

∞∑
n=0

 n∑
l=0

[
n

l

]
q

Tl,q(
m

2
y)

n−l∑
k=0

[
n− l
k

]
q

2n−kẼk,q(x)

mn−k

 tn

[n]q!

+
1

[2]q

∞∑
n=0

 n∑
l=0

[
n

l

]
q

Ẽn−l,q(x)
2lTl,q(m

2 y)

ml

 tn

[n]q!
,

which, on comparing the coefficients, the required relation at once.

Corollary 3.9. For q → 1 in Theorem 3.8, we see

Ẽn(x, y) =
1

2

n∑
l=0

(
n

l

)(
2lẼn−l(x)

ml
+

n−l∑
k=0

(
n− l
k

)
2n−kẼk(x)

mn−k

)
Tl(

m

2
y),

where Ẽn(x) is the classical Euler polynomials of the second kind, and Tl(x) is the classical tangent

polynomials(see [6, 13-14, 17]).

Theorem 3.10. Let |q| < 1 and x, y be any complex numbers. Then we hold

[n]qẼn−1,q(x, y) =
n∑

l=0

[
n

l

]
q

n−l∑
k=0

[
n− l
k

]
q

Ẽk,q(x)

mn−k −
[n− l]qẼn−l,q(x)

ml

Bl,q(my).

Proof. Multiplying the generating function of q-Euler polynomials of the second kind in two param-
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eters by a suitable function, we have

∞∑
n=0

Ẽn,q(x, y)
tn

[n]q!
=

(
t

eq( t
m )− 1

eq(ty)

)(
eq( t

m )− 1

t

)(
2

eq(t) + eq(−t)
eq(tx)

)

=

( ∞∑
n=0

Bn,q(my)
tn

mn[n]q!

)( ∞∑
n=0

tn−1

mn[n]q!
− 1

t

)( ∞∑
n=0

Ẽn,q(x)
tn

[n]q!

)

=
∞∑

n=0

 1

[n]q

n∑
l=0

[
n

l

]
q

Bl,q(my)
n−l∑
k=0

[
n− l
k

]
q

Ẽk,q(x)

mn−k

 tn−1

[n− 1]q!

−
∞∑

n=0

 1

[n]q

n∑
l=0

[
n

l

]
q

[n− l]qẼn−l,q(x)

ml
Bl,q(my)

 tn−1

[n− 1]q!
.

Comparing the coefficients of both sides leads to

∞∑
n=0

[n]qẼn−1,q(x, y)
tn

[n]q!
=

∞∑
n=0


n∑

l=0

[
n

l

]
q

n−l∑
k=0

[
n− l
k

]
q

Ẽk,q(x)

mn−k −
[n− l]qẼn−l,q(x)

ml

Bl,q(my)

 tn

[n]q!
,

which gives the required result.

Corollary 3.11. For q → 1, in Theorem 3.10, we see

[n]qẼn−1(x, y) =

n∑
l=0

(
n

l

)(n−l∑
k=0

(
n− l
k

)
Ẽk(x)

mn−k −
(n− l)Ẽn−l(x)

ml

)
Bl(my),

where Ẽn(x) is the classical Euler polynomials of the second kind, and Bn(x) is the classical Bernoulli

polynomials(see [6-9, 12, 15, 17]).

Theorem 3.12. For q, x and y ∈ C, the q-Euler polynomials of the second kind have

n∑
k=0

[
n

k

]
q

(
b

a

)n−2k

Ẽn−k,q
(a
b
x
)
Ẽk,q

(
b

a
y

)
=

n∑
k=0

[
n

k

]
q

(a
b

)n−2k
Ẽn−k,q

(
b

a
x

)
Ẽk,q

(a
b
y
)
.

Proof. Consider that

A =
4eq(tx)eq(ty)(

eq( b
a t) + eq(− b

a t)
) (
eq(a

b t) + eq(−a
b t)
) .

The form A can turn to

A =
2eq(tx)(

eq( b
a t) + eq(− b

a t)
) 2eq(ty)(
eq(a

b t) + eq(−a
b t)
)

=
∞∑

n=0

Ẽn,q
(a
b
x
) ( b

a t
)n

[n]q!

∞∑
n=0

Ẽn,q
(
b

a
y

) (a
b t
)n

[n]q!

=

∞∑
n=0

 n∑
k=0

[
n

k

]
q

(
b

a

)n−2k

Ẽn−k,q
(a
b
x
)
Ẽk,q

(
b

a
y

) tn

[n]q!
,

(3.1)
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or, equivalently,

A =
2eq(tx)(

eq(a
b t) + eq(−a

b t)
) 2eq(ty)(
eq( b

a t) + eq(− b
a t)
)

=
∞∑

n=0

Ẽn,q
(
b

a
x

) (a
b t
)n

[n]q!

∞∑
n=0

Ẽn,q
(a
b
y
) ( b

a t
)n

[n]q!

=
∞∑

n=0

 n∑
k=0

[
n

k

]
q

(a
b

)n−2k
Ẽn−k,q

(
b

a
x

)
Ẽk,q

(a
b
y
) tn

[n]q!
,

(3.2)

and the theorem is proved in (3.1) and (3.2).

Corollary 3.13. If q → 1 in Theorem 3.12, then we see

n∑
k=0

(
n

k

)(
b

a

)n−2k

Ẽn−k

(a
b
x
)
Ẽk

(
b

a
y

)
=

n∑
k=0

(
n

k

)(a
b

)n−2k
Ẽn−k

(
b

a
x

)
Ẽk

(a
b
y
)
,

where Ẽn(x) is the classical Euler polynomials of the second kind(see [6, 17]).

Theorem 3.14. For k ∈ N, we get

D(k)
q Ẽn,q(x) =

[
n

k

]
q

[k]q!Ẽn−k,q(x).

Proof. To make this result we have to remember Theorem 2.2,

Ẽn,q(x) =
n∑

k=0

[
n

k

]
q

Ẽk,qxn−k,

and Theorem 2.3,

D(1)
q Ẽn,q(x) = [n]qẼn−1,q(x).

Repeating q-derivative for Theorem 2.3, we can see

D(2)
q Ẽn,q(x) = [n]q[n− 1]qẼn−2,q(x)

D(3)
q Ẽn,q(x) = [n]q[n− 1]q[n− 2]qẼn−3,q(x)

D(4)
q Ẽn,q(x) = [n]q[n− 1]q[n− 2]q[n− 3]qẼn−4,q(x)

· · · .

For k ∈ N, we find q-derivative of k-times such as

D(k)
q Ẽn,q(x) = [n]q[n− 1]q[n− 2]q[n− 3]q · · · [n− k + 1]qẼn−k,q(x)

=

[
n

k

]
q

[k]q!Ẽn−k,q(x),

and it is proved.
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Abstract

This paper proposes a pointwise approximation scheme on the unit sphere S2, which aims
to handle spherical scattered data with high level noise by using a regularized moving least
squares (RMLS) approximation with Laplace-Beltrami operator. The pointwise errors of ap-
proximation by the RMLS are estimated, and some numerical examples are designed to ex-
amine the obtained theoretical results. Also, the given numerical examples illustrate that the
different choices for the order of Laplace-Beltrami operator and regularized parameter can
provide different pointwise approximation results.

MSC(2000): 65D32, 65H10, 41A17
Keywords Sphere; Moving least squares; Pointwise approximation; Laplace-Beltrami op-

erator

1 Introduction

In recent years, scattered data approximation on the unit sphere S2 has been widely applied to
astrophysics, meteorology, geodesy, geophysics, and other areas (see [9, 11, 36]). In the approxima-
tion, spherical polynomials and spherical radial basis functions are usually taken as approximation
tools. We refer the reader to [12, 13, 14, 16, 17, 25, 24, 26, 36, 30, 31, 32].

Moving least squares (MLS) scheme for scattered data approximation in Euclidean space Rn
was proposed in [34] and [36] several years ago, which is actually a scheme to approximate target
functions by using polynomials. Its simplest form coincides with Shepards interpolation method
[29]. And, in terms of Backus-Gilbert method and constructive way of computing MLS approx-
imation, it is also called as Backus-Gilbert optimal [4, 5, 6, 8]. Afterwards MLS was extended
by McLain [21, 22], Franke [10], and Lancaster [15]. Meanwhile, MLS approximation has been
frequently applied to potential energy surfaces [20], surface reconstruction [15], and partial dif-
ferential equations [7]. In addition, several errors of approximation of MLS were estimated by
different ways in [2, 3, 18, 34, 36].

In the MLS method, the highlight is process of MLS approximation involving the local polyno-
mial reproduction property and the key ingredient in depriving error estimates. Based on the idea,
Wendland [35] studied MLS approximation on the sphere to estimate the function value f(x) by
solving a local weighted least squares problem for every point x on the sphere which seems to be
better than the method of spherical radial basis functions (SBFs) interpolation, because it does not
require solving a large linear system. Li [19] developed a theoretical analysis of the generalization
performances of regularized least square regression algorithm with spherical polynomial kernels.
An et al. [1] considered regularized least squares scheme by using spherical designs, which can
be used to handle the data set with high level noise when the regularized operator is chosen as
spherical Laplace-Beltrami operator.

Based on the denoising effect of the Laplace-Beltrami operator and the superiority of MLS
approximation, this paper proposes an approximation scheme of regularized moving least squares

∗Supported by the National Natural Science Foundation of China (No. 61672477)
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(RMLS) with the Laplace-Beltrami operator. A pointwise approximation issue on the unit sphere
S2, which aims to handle data set with high level noise, is considered, and the errors of approxi-
mation by the proposed RMLS are estimated. The numerical experiments are designed to further
show the effectiveness of the proposed new method.

This paper is organized as follows. In Section 2, the necessary backgrounds about spherical
harmonics, sphere function spaces, and Laplace-Beltrami operator are reviewed. The MLS approx-
imation on the sphere is stated in Section 3. In Section 4, we propose the RMLS approximation
scheme. Section 5 devotes to give the error estimation for RMLS approximation. Numerical ex-
periments are given in Section 6 to demonstrate the effectiveness of RMLS approximation scheme
for data with high level noise.

2 Preliminaries

2.1 Spherical harmonics, sphere function spaces, and sphere point sets

In this section, we introduce some notations about spherical harmonics, sphere function spaces,
and sphere point sets, which can be found in [23] and [33].

Let S2 be the unit sphere embedded in the Euclidean space R3, i.e.,

S2 :=
{
x := (x1, x2, x3) ∈ R3 : ‖x‖22 := x21 + x22 + x23 = 1

}
.

For integer l ≥ 0, the restriction to S2 of a homogeneous harmonic polynomial with degree l
is called a spherical harmonic with degree l. The class of all spherical harmonics with degree l is
denoted by Hl, and it is well-known that spherical harmonics of different degree are orthogonal
with respect to the inner product 〈f, g〉L2

:=
∫
S2 f(x)g(x)dω(x),where dω denotes surface measure

on S2. Hence, if we choose an orthogonal basis {Yl,k : k = 1, . . . , 2l + 1} for each Hl, then the set
{Yl,k : l = 0, 1, . . . , k = 1, . . . , 2l + 1} is an orthogonal basis for L2(S2). The class of all spherical

harmonics with total degree l ≤ L is denoted by PL. Of course, PL =
⊕L

l=0Hl, and the dimension
of Hl is 2l+ 1 and that of PL is (L+ 1)2. The well-known addition formula is given by (see [23])

2l+1∑
k=1

Yl,k(x)Yl,k(y) =
2l + 1

4π
Pl(x · y), (2.1)

where Pl is the Legendre polynomial with degree l and dimension 3, which is normalized such that
Pl(1) = 1.

For every p ∈ PL, we have

p(x) =
L∑
l=0

2l+1∑
k=1

αl,kYl,k(x), (2.2)

where αl,k =
∫
S2 p(y)Yl,k(y)dω(y).

We denote by C(S2) the space of continuous functions on S2 endowed with the uniform (supre-
mum) norm ‖f‖C(S2) := supx∈S2 |f(x)|.The geodesic distance between two points on the unit
sphere S2 is defined by d(x, y) := arccos(〈x, y〉)(x, y ∈ S2),where 〈x, y〉 denotes the Euclidean inner
product.

Let x1, x2, . . . , xN ∈ S2, which are pairwise distinct. Then X := {x1, x2, . . . , xN} is called as a
centers set. The mesh norm of X is denoted by

hX,S2 := sup
x∈S2

min
xi∈X

d(x, xi),

and the separation radius is defined to be

qX,S2 :=
1

2
min
i6=j

d(xi, xj)

that is half of the smallest geodesic distance between any two distinct points in X. It is easy to
see that hX,S2 ≥ qX,S2 , where equality can hold only for a uniform distribution of points on the
circle S1.
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For a given point set X, if there exists a constant c1 > 1, such that

qX,S2 ≤ hX,S2 ≤ c1qX,S2 , (2.3)

then X is called quasi-uniform.
In addition, the set X is said to be PL-unisolvent (see [32]), if

p ∈ PL, p(xi) = 0 for i = 1, 2, . . . , N ⇒ p = 0.

2.2 Laplace-Beltrami operator

In this subsection, we introduce Laplace-Beltrami operator on S2 (see [23, 33]). The Laplace-
Beltrami operator is defined by

∆f :=
3∑
i=1

∂2g(x)

∂x2i

∣∣∣∣∣
‖x‖2=1

, g(x) := f

(
x

‖x‖2

)
.

In fact, the Laplace-Beltrami operator is the angular part of the Laplace operator in three dimen-
sions

∂2

∂x21
+

∂2

∂x22
+

∂2

∂x23
.

Giving point x := (x1, x2, x3) on S2, then the related spherical polar coordinate system is (θ, ϕ),
0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, in terms of polar coordinate transformation

x1 = sin θ cosϕ, x2 = sin θ sinϕ, x3 = cos θ,

the Laplace-Beltrami operator acting as a differential operator can be written by

∆ :=
1

sin θ

∂

∂θ
(sin θ

∂

∂θ
) +

1

sin2 θ

∂2

∂ϕ2
.

The literature has pointed an intrinsic characterization of spherical harmonics, which is every
element of Hl is an eigenfunction corresponding to the eigenvalue −l(l+1) of the Laplace-Beltrami
operator ∆, namely that

∆Yl,k(x) = −l(l + 1)Yl,k(x).

In fact, ∆ is a semi-positive operator, and for any s > 0 we can define (−∆)s as

(−∆)sYl,k = (l(l + 1))
s
Yl,k(x) = βlYl,k(x).

So, for p(x) ∈ PL, (−∆)sp(x) can be represented by

(−∆)sp(x) =
L∑
l=0

βl

2l+1∑
k=1

Yl,k(x)〈Yl,k, p〉 =
L∑
l=0

βl

∫
S2

2l + 1

4π
Pl(x, y)p(y)dω(y),

where βµ = (µ(µ+ 1))s, µ = 0, 1, . . . , L, and Pl is the Legendre polynomial with degree l.

3 Moving least squares

Moving least squares (MLS) approximation has been frequently applied to potential energy sur-
faces [20], surface reconstruction [15], and partial differential equations [7]. In order to propose
regularized moving least squares (RMLS) in the next section, we should first review some details
about MLS approximation on the sphere [35].

The issue of MLS approximation on the sphere has been given some detailed discussions by
Wendland in [34, 35, 36]. Suppose an unknown continuous function f ∈ C(S2) and x ∈ S2,
we can construct an approximation of f(x) from values {f(xi)}Ni=1 of f on a given point set
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X = {x1, . . . , xN} ⊆ S2. Then the approximate value p∗(x) of f(x) can be obtained by the solution
of following minimization problem

min

{
N∑
i=1

(f(xi)− p(xi))2w(x, xi) : p ∈ P

}
, (3.4)

where P ⊆ C(S2) is a finite dimensional subspace, usually spanned by spherical harmonics, and
w : S2× S2 → [0,∞) is a continuous function. Since we consider a local process, we choose w(x, y)
as a radial and compactly supported function, even if it is not really necessary. So Wendland
[34, 35, 36] chose continuous function φ : [0,∞)→ [0,∞) with
• φ(r) > 0, 0 ≤ r < 1,
• φ(r) = 0, r ≥ 1,

and define

θδ(x, y) :=
1

φ
(
d(x,y)
δ

) , x, y ∈ S2, (3.5)

where δ > 0 is a scale. Then above weight function w(x, xi) has the following form

w(x, xi) =
1

θδ(x, xi)
= φ

(
d(x, y)

δ

)
.

For X = {x1, x2, . . . , xN}, we further define the index set I(x) as

I(x) := I(x, δ,X) = {i ∈ {1, 2, . . . , N} : d(x, xi) < δ}, (3.6)

which contains the subscripts of points within the spherical cap of radius δ centered at x. And we
choose P = PL. Then the MLS approximation (3.4) takes the form (see [18, 34, 35, 36])

sf,X(x) =
∑
i∈I(x)

a∗i (x)f(xi),

where the coefficients a∗i (x) are determined by minimizing

1

2

∑
i∈I(x)

a2i (x)θδ(x, xi) (3.7)

under the constraints ∑
i∈I(x)

ai(x)p(xi) = p(x), p ∈ PL. (3.8)

If X satisfies certain conditions, then we have the following theorem [35].

Theorem 3.1 Assume that Z = {xi ∈ X : i ∈ I(x, δ,X)} is PL-unisolvent. Then the minimiza-
tion problem (3.7) with constraint (3.8) has an unique solution a∗i (x):

a∗i (x) = φ

(
d(x, xi)

δ

) L∑
µ=0

2µ+1∑
ν=1

λµ,νYµ,ν(xi),

where i ∈ I(x), xi ∈ Z, and the Lagrange multipliers λl,k have unique solution by solving the
following system of equations:

L∑
µ=0

2µ+1∑
ν=1

λµ,ν
∑
i∈I(x)

φ

(
d(x, xi)

δ

)
Yµ,ν(xi)Yl,k(xi) = Yl,k(x)

with 0 ≤ l ≤ L, 1 ≤ k ≤ 2µ+ 1.

Since Z = {xi1 , xi2 , . . . , xiM } = {xi, i ∈ I(x)} ⊆ X involves the choice of scale δ, so it is also an
interesting research direction. From [36] we know that if x lies in a region with a high data density,
then the δ should be chosen small. However, we should choose a bigger δ, since our method is
local. Therefore, we often choose

δ = δX = C1hX , (3.9)

where C1 is a constant.
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4 Regularized moving least squares with Laplace-Beltrami
operator

In this section, we propose a category of local polynomial approximation on the unit sphere S2 in
terms of an improvement of MLS, and give the model of the RMLS.

For an unknown continuous function f ∈ C(S2), X = {x1, x2, · · · , xN} ⊆ S2, and x ∈ S2, we
can get an approximate value p(x) of f(x) from values {f(xi)}Ni=1 by the solution p of following
minimization problem

min

{
N∑
i=1

(
(f(xi)− p(xi))2 + λ ((−∆)sp(xi))

2
)
φ

(
d(x, xi)

δ

)
: p ∈ PL

}
, (4.10)

where (−∆)s and φ is defined as above, λ > 0 is a regularization parameter.
Similar to [18, 34, 35, 36], we want to use polynomial local reconstruction to estimate approx-

imation order. So, the new approximation form can be constructed and it is the same as the
solution of (4.10). We construct the new approximation form:

sf,X(x) =
∑
i∈I(x)

a∗i (x)f(xi), (4.11)

where the coefficients are determined by minimizing

1

2

∑
i∈I(x)

a2i (x)θδ(x, xi) (4.12)

under the constraints ∑
i∈I(x)

ai(x)p(xi) = q(x), p ∈ PL, (4.13)

where

q(x) =
L∑
µ=0

2µ+1∑
ν=1

(1 + λβ2
µ)−1p̂µ,νYµ,ν(x),

p̂µ,ν is the Fourier coefficient of p, and βµ = (µ(µ+ 1))s. The following (2) of Theorem 4.1 shows
that the constructed approximation form (4.11) and constrained optimization problems (4.12)-
(4.13) are valid.

In the following, we focus on how to solve the new constrained optimization problem, where
Z = {xi1 , xi2 , . . . , xiM } = {xi, i ∈ I(x)} ⊆ X. We need the following notations:

f = (f(x1), f(x2), . . . , f(xM ))T ;

a = (a∗1(x), a∗2(x), . . . , a∗M (x))T ;

α = (α0,1, . . . , αL,2L+1)T ;

ϕ = (Y0,1(x), . . . , YL,2L+1(x))T ;

W = diag

{
φ

(
d(x, x1)

δ

)
, φ

(
d(x, x2)

δ

)
, . . . , φ

(
d(x, xM )

δ

)}
;

B = diag{β0, β1, β1, β1, . . . , βµ, . . . , βµ︸ ︷︷ ︸
2µ+1

, . . . , β2L+1, . . . , β2L+1};

Y =


Y0,1(x1) Y1,1(x1) Y1,2(x1) · · · YL,2L+1(x1)
Y0,1(x2) Y1,1(x2) Y1,2(x2) · · · YL,2L+1(x2)

...
...

...
. . .

...
Y0,1(xM ) Y1,1(xM ) Y1,2(xM ) · · · YL,2L+1(xM )

 .

The following Theorem 4.1 will give the concrete form of the solution of RMLS approximation,
and proves that the solution of (4.10) is equivalent to the solution of the minimization problem
(4.12) with constraint (4.13). Namely, the constructions (4.11)-(4.13) are valid.
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Theorem 4.1 The following statements hold.
(1). For a given point set X = {x1, . . . , xN} ⊂ S2, if Z = {xi ∈ X : i ∈ I(x, δ,X)} is PL-

unisolvent, then the minimization problem (4.12) with constraint (4.13) has unique solution a∗i (x):

a∗i (x) = φ

(
d(x, xi)

δ

) L∑
µ=0

2µ+1∑
ν=1

zµ,νYµ,ν(xi), i ∈ I(x), (4.14)

where zl,k can be obtained by solving the following system of equations:

L∑
µ=0

2µ+1∑
ν=1

zµ,ν
∑
i∈I(x)

φ

(
d(x, xi)

δ

)
Yµ,ν(xi)Yl,k(xi) = (1 + λβ2

l )−1Yl,k(x) (4.15)

with 0 ≤ l ≤ L, 1 ≤ k ≤ 2l + 1, λ > 0;
(2). The solution of (4.10) is equivalent to the solution of the minimization problem (4.12) with

constraint (4.13).

Proof. We first prove (1). Similar to [34], [35] and [36], we introduce Lagrange multiplies
z = (ẑ0,1, . . . , ẑL,2L+1) to solve the optimal problem (4.12) with constraint (4.13). Let

J =
1

2

∑
i∈I(x)

a2i (x)θδ(x, xi)−
L∑
µ=0

2µ+1∑
ν=1

zµ,ν

 ∑
i∈I(x)

ai(x)Yµ,ν(xi)− (1 + λβ2
µ)−1Yµ,ν(x)

 ,

where zµ,ν = ẑµ,ν p̂µ,ν . We solve partial derivatives about ai(x) and zl,k for J , respectively,

∂J

∂ai(x)
= ai(x)θδ(x, xi)−

L∑
µ=0

2µ+1∑
ν=1

zµ,νYµ,ν(xi) = 0, i ∈ I(x),

∂J

∂zl,k
= −

∑
i∈I(x)

ai(x)Yl,k(xi) + (1 + λβ2
l )−1Yl,k(x) = 0, 0 ≤ l ≤ L, 1 ≤ k ≤ 2l + 1,

then, solving the above equations, we can get (4.14) and (4.15).
In order to prove equivalent conditions, the solution (4.14) of the optimal problem (4.12) under

constraint (4.13) can be written as matrix form

a = WY (Y TWY + λBTY TWYB)−1ϕ.

Next, we prove the uniqueness of the solution. In fact, we only need to prove that Y TWY +
λBTY TWYB is a positive definite matrix. For any vector

r = (r0,1, . . . , rL,2L+1)T ∈ R(L+1)2 ,

and for i ∈ I(x), w(x, xi) > 0,

rT (Y TWY + λBTY TWYB)r = (Y r)TW (Y r) + rTλBTY TWYBr

=
∑
i∈I(x)

φ

(
d(x, xi)

δ

)( L∑
l=0

2l+1∑
k=1

Yl,k

)2

+
∑
i∈I(x)

φ

(
d(x, xi)

δ

)( L∑
l=0

2l+1∑
k=1

rl,kβlYl,k

)2

≥ 0.

Since the entries of diagonal line of matrix B are not all 0, and Z is PL-unisolvent, we see that

∑
i∈I(x)

φ

(
d(x, xi)

δ

)( L∑
l=0

2l+1∑
k=1

Yl,k

)2

+
∑
i∈I(x)

φ

(
d(x, xi)

δ

)( L∑
l=0

2l+1∑
k=1

rl,kβlYl,k

)2

= 0,

implies r = 0. So Y TWY + λBTY TWYB is a positive definite matrix.
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We now prove property (2). Let {Y0,1, . . . , YL,2L+1} be a set of the spherical harmonics in PL.
Then the minimizer of (4.10) can be written as

p∗(x) =
L∑
µ=0

2µ+1∑
ν=1

αµ,νYµ,ν(x).

Thus
αT = fTWY (Y TWY + λBTY TWYB)−1,

hence

p∗(x) =
L∑
µ=0

2µ+1∑
ν=1

αµ,νYµ,ν(x) = αTϕ

= fTWY (Y TWY + λBTY TWYB)−1ϕ = fTa

= sf,X(x).

The proof of Theorem 4.1 is complete. �
The following Theorem 4.2 devotes that p(x) of the solution of the minimization problem (4.12)

with constraint (4.13) uniformly converges to “s-smoothed” solution fs:

fs(x) :=
∞∑
l=0

1

1 + λ(l(l + 1))2s

2l+1∑
k=1

f̂l,kYl,k(x) =
∞∑
l=0

1

1 + λ(l(l + 1))2s
1

4π

∫
S2
Pl(x · y)f(y)dω(y),

where the last equation uses the addition theorem (2.1).

Theorem 4.2 Assume that the order of Laplace-Beltrami operator s > 1/2, p(x) is the solution
of the minimization problem (4.12) with constraints (4.13), and L is the order of p(x), then we
have limL→∞ ‖p− fs‖C(S2) = 0.

This theorem has been proved in [1].

5 Error estimates

In this section, we will give an error estimate for RMLS approximation, which ensures the fact
that RMLS approximation scheme is reasonable (see Theorem 6 below). But before starting the
error analysis, we need to collect a few auxiliary results. The following Lemma 4 indicates the
local polynomial reproduction on the sphere, which is quoted from [35]. We also refer the reader
to [18] and [34] for a general form of the local polynomial reproduction property, and it plays an
important role in the error estimates for RMLS approximation.

Lemma 5.1 There exist constants h0, C2, C3 > 0 such that for every point set X = {x1, x2, . . . , xN} ⊆
S2 with hX,S2 ≤ h0 and every x ∈ S2, there exist aX1 (x), aX2 (x), . . . , aXN (x) satisfying that

(1)
∑N
i=1 a

X
i (x)p(xi) = q(x), for any p ∈ PL;

(2) aXi (x) = 0, if d(x, xi) > C2hX,S2 ;

(3)
∑N
i=1 |aXi (x)| ≤ C3,

where

q(x) =
L∑
µ=0

2µ+1∑
ν=1

(1 + λβ2
µ)−1p̂µ,νYµ,ν(x).

The following Lemma 5.2 is quoted from [35], which shows that |I(x)| is uniformly bounded
in terms of packing argument from [27], and it plays an important role in the error estimates for
RMLS and MLS approximation.
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Lemma 5.2 Assume that X = {x1, x2, . . . , xN} ⊂ S2 is quasi-uniform with hX,S2 ≤ h0, I(x) :=
{i ∈ {1, 2, . . . , N} : d(x, xi) < δ}, and δ = C1hX,S2 . Then

|I(x)| ≤ qX + δ

qX
≤ (1 + c1C1),

where the c1 and C1 are constants which associate with (2.3) and (3.9), respectively.

From Lemma 5.1 and Lemma 5.2, we use the similar techniques of [35], and obtain the following
Theorem 5.1, which is an error estimate for RMLS approximation.

Theorem 5.1 Let C1, C3, δ be given in (3.9), Lemma 5.1, and Lemma 5.2. Suppose that X =
{x1, x2, . . . , xN} ⊆ S2 is quasi-uniform, and sX,f is the RMLS approximation of f ∈ C(S2) by
minimization (4.12) under the constraint (4.13). Then there exist constants h0 and C which are
independent of f and X, such that for every X with hX,S2 ≤ h0 and every x ∈ S2, the error between
f and sX,f can be bounded by

|f(x)− sX,f (x)| ≤ CcfCl+1
1 hl+1

X,S2 .

Proof. Let q ∈ PL and B(x, δ) = {y ∈ S2; d(x, y) ≤ δ}. We adopt the standard arguments to
estimate the error of RMLS approximation:

|f(x)− sX,f (x)| = |f(x)− q(x) + q(x)− sX,f (x)| ≤ |f(x)− q(x)|+ |q(x)− sX,f (x)|

≤ ‖f(x)− q(x)‖∞,B(x,δ) +
∑
i∈I(x)

|a∗i (x)|‖f(x)− p(x)‖∞,B(x,δ)

where the relationship between p(x) and q(x) is q(x) =
∑L
µ=0

∑2µ+1
ν=1 (1 + λβ2

µ)−1p̂µ,νYµ,ν(x), p̂µ,ν
is the Fourier coefficient of p, and βµ = (µ(µ+ 1))s. So we can write

max
{
‖f(x)− q(x)‖∞,B(x,δ), ‖f(x)− p(x)‖∞,B(x,δ)

}
:= ‖f(x)−G(x)‖∞,B(x,δ),

then
|f(x)− sX,f (x)| ≤ (1 +

∑
i∈I(x)

|a∗i (x)|)‖f(x)−G(x)‖∞,B(x,δ).

For
∑
i∈I(x) |a∗i (x)|, using Cauchy inequality we have

∑
i∈I(x)

|a∗i (x)| ≤

 ∑
i∈I(x)

|a∗i (x)|2θδ(x, xi)

1/2 ∑
i∈I(x)

φ(
d(x, xi)

δ
)

1/2

. (5.16)

Now we prove that the first term of the right of (5.16) is bounded. According to hX,S2 ≤ h0,

we can get ai(x) that reproduces spherical harmonics and vanishes if d(x, xi) >
δ
2 . We set Ĩ(x) =

{i : d(x, xi) ≤ δ
2}, then, by the minimization condition it is not difficult for us to obtain that∑

i∈I(x)

|a∗i (x)|2θδ(x, xi) ≤
∑
i∈Ĩ(x)

|ai(x)|2θδ(x, xi) ≤
1

min
i∈Ĩ(x) φ(d(x,xi)

δ )

∑
i∈Ĩ(x)

|ai(x)|2

≤

(
N∑
i=1

|ai(x)|

)2

1

miny∈Z φ(d(x,y)δ )
≤ C2

3

1

miny∈Z φ(d(x,y)δ )
,

and ∑
i∈Ĩ(x)

φ(
d(x, xi)

δ
) ≤ |I(x)|‖φ‖∞.

From Lemma 5.2, we see that |I(x)| is uniformly bounded, which implies that (5.16) is bounded.

Therefore, there exists a constant C, such that
(

1 +
∑
i∈I(x) |a∗i (x)|

)
< C.
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Next, we prove that ‖f(x)−G(x)‖∞,Z is bounded. According to [35], without loss of generality,
we suppose that x = (0, 0, 1)T . Then

B(x, δ) = {y ∈ S2 : d(x, y) < δ} = {y ∈ S2 : y3 > cos δ}.

We define the bijective map T : U → B(x, δ) by ỹ → (ỹ,
√

1− ‖ỹ‖22)T , where U = {ỹ ∈ R2 : ‖ỹ‖22 <
1− cos2 δ}. Obviously, the inverse of T is T−1(y) = ỹ = (y1, y2)T . Then, the Taylor expansion of
g around x̃ = 0 is

g(ỹ) =
∑
|α|≤l

g(α)(0)

α!
ỹα +

∑
|α|=l+1

g(α)(ξ)

α!
ỹα.

So

f(y) = g ◦ T−1(y) =
∑
|α|≤l

cαy
α +

∑
|α|=l+1

g(α)(ξ)

α!
ỹα,

and
G(y) =

∑
|α|≤l

cαy
α.

Hence

|f(y)−G(y)| ≤ cf‖ỹ‖l+1
2 = cf (1− y23)(l+1)/2 ≤ cf (1− cos2 δ)(l+1)/2 = cf (sin δ)l+1

≤ cfδ
l+1 = cfC1h

l+1
X,S2 .

Therefore,
|f(x)− sX,f (x)| ≤ C‖f −G‖∞,B(x,δ) ≤ CcfCl+1

1 hl+1
X,S2 .

The proof of Theorem 5.1 is complete. �

6 Numerical experiments

In order to further validate our theoretical results derived in the previous sections, this section
presents some numerical experiments handling data set with high level noise. In our experiments,
we choose two test functions, where the Franke function f(x, y, z) is chosen as the first test function
which has been frequently used in the other literature (for example, [28, 35]),

f1(x, y, z) =
3

4
exp

(
− (9x− 2)2

4
− (9y − 2)2

4
− (9z − 2)2

4

)
+

3

4
exp

(
− (9x+ 1)2

49
− (9y + 1)2

10
− (9z + 1)2

10

)
+

1

2
exp

(
− (9x− 7)2

4
− (9y − 3)2

4
− (9z − 5)2

4

)
−1

5
exp

(
−(9x− 4)2 − (9y − 7)2 − (9z − 5)2

)
, (x, y, z) ∈ S2.

This function is shown in the Figure 2 (a), and it is C∞(S2). The second test function is spherical
cap function which is a sum of the Franke function f1 and an other function fcap (see [38]), which
is defined by f2 := f1 + fcap,where

fcap :=

 ρ cos

(
π arccos(〈xc, x〉)

2r

)
, x ∈ C(xc, r);

0, otherwise,

and ρ is a positive number. We set xc = (− 1
2 ,−

1
2 ,
√

1
2 ), ρ = 2, and r = 1

2 in the experiment. This

function is shown in the Figure 3 (a).
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In the RMLS approximation, the weight function plays an important role. We choose a famous
radial basis function φ(r) as weight function in our numerical experiments, that is

φ(r) = (1− r)4+(4r + 1),

which is called Wendland function (see [37]). The uniform error of the approximation is estimated
by

‖f − p‖C(S2) ≈ max
xi∈X

|f(xi)− p(xi)|.

In our numerical experiments, we choose X to be a set of 1024 points generated from the equal
area algorithm [30], which is shown in Figure 1.
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0.5

1

−1

−0.5

0

0.5

1
−1

−0.5

0

0.5

1

Figure 1: A set of 1024 points generated from the equal area algorithm

Next, we consider two groups of numerical experiments reconstructing the test function f1 and
f2 in terms of RMLS and MLS, where the data set X has been contaminated by high levels of noise.
In the experiment 1 and 2, X = {x1, x2, . . . , xN}, and N = 1024, meanwhile, 30% noise have been
used in X, where the noise is a sample of a normal random variable with mean 0 and standard
deviation σ = 0.1. In order to achieve uniform standard of comparison, we take polynomial degree
L = 2 and scale δ = 0.25.

Experiment 1. We want to reconstruct the Frank function f1 from contaminated data and
compare approximation results of RMLS (λ = 0.2) and MLS (λ = 0), meanwhile, s is set as 2.

Figure 2 illustrates that RMLS exists more obvious advantages than MLS when we reconstruct
test function f1 from data set with high level noise. The Figure 2 (a) shows original function f1,
the Figure 2 (b) reports f1 with high level noise, and the Figure 2 (c) reveals approximation result
of RMLS for reconstructing f1, and the uniform error of RMLS approximation is 0.0868. At last,
the Figure 2 (d) shows approximation result of MLS for reconstructing f1, and the uniform error
of MLS approximation is 0.1363.

As we known, the test function f1 called Franke function is C∞(S2), however, test function f2
is continuous on the unit sphere S2 but not differentiable on the boundary of spherical cap C(xc, r).
In order to show the effect of RMLS approximation for reconstructing function, we reconstruct f2
from data set with high level noise in the following experiments.

Experiment 2. Test function f2 is reconstructed from data set with high level noise, and its
designing approach is similar with Experiment 1. First of all, we fix the order of Laplace-Beltrami
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Figure 2: A result of test function f1 in experiment 1

Figure 3: A result of test function f2 in experiment 2
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Table 1: The uniform error of MLS and RMLS for f1 and f2 when λ and s were changed

uniform error for f1 uniform error for f2λ
s = 2 s = 4 s = 2 s = 4

0 0.1363 0.1363 0.1303 0.1303
0.2 0.0868 0.0805 0.0991 0.0958
0.4 0.0909 0.0881 0.0990 0.0818
0.6 0.0936 0.0839 0.0851 0.0755
0.8 0.0936 0.0832 0.0836 0.0801
1.0 0.0900 0.0933 0.0905 0.0829
1.2 0.0983 0.0929 0.0932 0.0932
1.4 0.0847 0.0902 0.0934 0.0758
1.6 0.0834 0.0845 0.0899 0.0791
1.8 0.1033 0.0854 0.0982 0.0863
2.0 0.0900 0.0844 0.0833 0.0830

operator s = 4. Secondly, in order to compare RMLS with MLS, we let λ = 0 (MLS) and λ = 1.4
(RMLS). At last, we show the superiority in terms of uniform error.

Figure 3 illustrates that RMLS exists more obvious advantages than MLS when we reconstruct
test function f2 from data set with high level noise. The Figure 3 (a) shows original function f2,
the Figure 3 (b) reports f2 with high level noise, and the Figure 3 (c) reveals approximation result
of RMLS for reconstructing f2, and the uniform error of RMLS approximation 0.0758. Finally,
the Figure 3 (d) shows approximation result of MLS for reconstructing f2, and the uniform error
of MLS approximation 0.1330.

Table 1 gives the values of uniform error for Experiment 1 and 2, when we choose different
regularized parameter λ and order of Lplace-Beltrami operator s for (4.10). The results indicate
that the choosing method of λ and s are uncertain, and the optimal combination of λ and s is λ =
0.2, s = 4 for approximation f1. However, the optimal combination of λ and s is λ = 1.4, s = 4 for
approximation f2 . The different choices for the order of Lplace-Beltrami operator and regularlized
parameter can provide different pointwise approximation results.

From what has been discussed above, the RMLS is better than the MLS for recoving a function
from data set with high level noise. However, the choice of λ and s is critical. How to automatically
choose the proper λ and s is a challenging problem.
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ABSTRACT

In this paper, a Noval chaotic dynamical system is proposed and the basic properties of the system are investi-
gated. Linear feedback control technique is used to suppress chaos. The controlled system is stable under some
conditions on the parameters of the system determined by Lyapunov direct method. In addition, a function
projective synchronization of two identical Noval system is presented. Lyapunov method of stability is used to
prove the asymptotic stability of solutions for the error dynamical system. Numerical simulations results are
included to show the e¤ectiveness of the proposed schemes.

1. INTRODUCTION

Chaos has been developed and thoroughly studied over the past two decades. A chaotic system is a nonlinear
deterministic system that displays complex and unpredictable behavior. The sensitive dependence on the initial
conditions and on the system’s parameter variation is a prominent characteristic of chaotic behavior. Research
e¤orts have investigated chaos control and chaos synchronization problems in many physical chaotic systems.

Controlling chaos has become a challenging topic in nonlinear dynamics. Feedback control methods are used
to control chaos by stabilizing a desired unstable periodic solution which is embedded in a chaotic attractor
[1-12].

Generalized synchronization is another interesting chaos synchronization technique. Li considered a new type
of projective synchronization method, called a modi…ed projective synchronization (MPS). Chen et al. introduced
another new projective synchronization which is called a function projective synchronization (FPS), where the
response of the synchronized dynamical states synchronizes up to scaling function factor [11-29].

The object of this paper is to study the function project synchronization (FPS) of two identical Noval chaotic
system with known parameters.

The paper is organized as follows. In Section 2, presented the model of Noval chaotic system. In Section 3, the
dissipation, symmetry, equilibrium points and lyapunov exponents. In Section 4, the feedback control method
is applied to Noval system and numerical simulations are presented to show the e¤ectiveness of the proposed
method. In Section 5, the proposed scheme is applied to function projective synchronize two identical Noval
chaotic systems. Also numerical simulations are presented in order to validate the proposed synchronization
approach. Finally, in Section 6 the conclusion of the paper is given.
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2. THE MODEL OF NOVAL CHAOTIC SYSTEM
The Noval chaotic system [30] is described by the following system of di¤erential equations:

.
x = ( ¡ a +

1

b
)x + xy + z

.
y = ¡by ¡ x2 (1)
.
z = ¡x ¡ cz

Where the parameters a, b, c are positive real constants.
A new chaotic attractor for the parameters a = 2, b = 0.1, c = 1 is shown in Fig. 1.

Figure 1: Noval Chaotic System at a = 2, b = 0.1, c = 1.

3. DYNAMICAL BEHAVIOR OF THE NOVAL CHAOTIC SYSTEM
3.1. The dissipation
The divergence of Noval system is given by;

rV =
∂ _x

∂x
+

∂ _y

∂y
+

∂ _z

∂z
= ¡a +

1

b
+ y ¡ b ¡ c.

When y < a + b + c ¡ 1
b , then Noval system is dissipative.

3.2. Symmetry
The relation of (x, y, z) ! (¡ x, y,¡z) is transformed, the system remains unchanged. The system trajectory in
the x,z plane symmetry of y axis.

3.3. Equilibrium points and stability
By putting the right side of equation of system (1) equal to zero, that is;

( ¡ a +
1

b
)x + xy + z = 0

¡by ¡ x2 = 0

¡x ¡ cz = 0

This system has three equilibrium points:
P1 = (0, 0, 0), P2,3 = ( § p

1 ¡ ab ¡ b/c, a ¡ 1/b + 1/c, ¨ 1
c

p
1 ¡ ab ¡ b/c)

The eigenvalues at each equilibrium point can be obtained as shown in Table 1. And all the equilibrium
points are unstable, since at least one eigenvalue has positive real part for each equilibrium point.
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Table 1. Eigenvalues and stability of equilibrium points

Equilibrium points Eigenvalues Stable/Unstable
P1 λ1 = ¡0.1 , λ2 = ¡0.887 , λ3 = 7.887 Unstable
P2 λ1 = ¡0.7446 , λ2 = 0.32 + 1.33i , λ3 = 0.32 ¡ 1.33i Unstable
P3 λ1 = ¡0.7446 , λ2 = 0.32 + 1.33i , λ3 = 0.32 ¡ 1.33i Unstable

3.4. Lyapunov exponents and its dimension
By using singular value decomposition method and we may get three Lyapunov exponents of system,λ1 =
0.13, λ2 = 0, λ3 = ¡0.52. and the Lyapunov dimension of the new chaotic system is as follows:

DL = j +
1

jλj+1j
jX

i=1

λi = 2 +
λ1 + λ2

jλ3j = 2 +
0.13 + 0

j ¡ 0.52j = 2.254

Thus, the Lyapunov dimension is the fractal dimension, shows that the system is a chaotic system

4. CONTROLLING NOVAL SYSTEM

In order to control the Noval system to the unstable …xed point (xi, yi, zi), we introduce the feedback control
to guide the chaotic trajectory (x(t), y(t), z(t)) to the unstable …xed point (xi, yi, zi).
let system (1) be controlled by the following form:

.
x = ( ¡ a +

1

b
)x + xy + z ¡ ki1(x ¡ xi)

.
y = ¡by ¡ x2 ¡ ki2(y ¡ yi) (2)
.
z = ¡x ¡ cz ¡ ki3(z ¡ zi)

where i = 1, 2, 3.

4.1. First
For i = 1, the controlled system (2) has one equilibrium point (x1, y1, z1) = (0, 0, 0). Let system (2) be
controlled by a linear feedback control of the form:

.
x = ( ¡ a +

1

b
)x + xy + z ¡ k11(x ¡ x1)

.
y = ¡by ¡ x2 ¡ k12(y ¡ y1) (3)
.
z = ¡x ¡ cz ¡ k13(z ¡ z1)

The controlled system (3) has one equilibrium point (x1, y1, z1). We linearize (3) about this equilibrium point.
Then the linearized system is given by:8>><

>>:
_X = ( ¡ a +

1

b
¡ k11 + y1)X + x1Y + Z

_Y = ¡(b + k12)Y ¡ 2x1X

_Z = ¡X ¡ (c + k13)Z

(4)

where (x1, y1, z1) = (0, 0, 0), that is;
8>><
>>:

_X = ( ¡ a +
1

b
¡ k11)X + Z

_Y = ¡(b + k12)Y

_Z = ¡X ¡ (c + k13)Z

(5)
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To prove the asymptotic stability we use the direct method of Lyapunov. De…ne the Lyapunov function for
system (5) by:

V (X, Y, Z) =
1

2
(X2 + Y 2 + Z2) (6)

The function V satis…ed:

i V (0, 0, 0) = 0

ii V (X, Y, Z) > 0 for X, Y and Z in the neighbourhood of the origin.

So, V (X, Y, Z) is positive de…nite. Also, we have:

dV

dt
= ¡f(a ¡ 1

b
+ k11)X

2 + (b + k12)Y
2 + (c + k13)Z

2g (7)

therefore, the derivative dV
dt · 0 if,

k11 ¸ 1

b
¡ a, k12 ¸ ¡b, k13 ¸ ¡c (8)

i.e. dV /dt is negative de…nite under condition (8). We deduce the following lemma,

Lemma 4.1. The equilibrium solution (x1, y1, z1) of the controlled system (3) is asymptotically stable such that
the feedback control gain K satisfy: k11 ¸ 1

b ¡ a and k12 = k13 = 0.

4.2. Second
we introduce the conventional feedback control to guide the chaotic trajectory (x(t), y(t), z(t)) to the second
unstable equilibrium point (x2, y2, z2) = (

p
1 ¡ ab ¡ b/c, a ¡ 1

b + 1
c , ¡ 1

c

p
1 ¡ ab ¡ b/c)

8>><
>>:

_x = ( ¡ a +
1

b
)x + xy + z ¡ k21(x ¡ x2)

_y = ¡by ¡ x2 ¡ k22(y ¡ y2)

_z = ¡x ¡ cz ¡ k23(z ¡ z2)

(9)

The controlled system (9) has one equilibrium point (x2, y2, z2). We linearize (9) about this equilibrium point.
Then the linearized system is given by:

8>><
>>:

_X = ( ¡ a +
1

b
¡ k21 + y2)X + x2Y + Z

_Y = ¡(b + k22)Y ¡ 2x2X

_Z = ¡X ¡ (c + k23)Z

(10)

where (x2, y2, z2) = (
p

1 ¡ ab ¡ b/c, a ¡ 1
b

+ 1
c
, ¡1

c

p
1 ¡ ab ¡ b/c), that is;

8>><
>>:

_X = (
1

c
¡ k21)X + (

p
1 ¡ ab ¡ b/c)Y + Z

_Y = ¡(b + k22)Y ¡ 2(
p

1 ¡ ab ¡ b/c)X

_Z = ¡X ¡ (c + k23)Z

(11)

To prove the asymptotic stability we use the direct method of Lyapunov. De…ne the Lyapunov function for
system(10) by:

V (X, Y, Z) =
1

2
(X2 + Y 2 + Z2) (12)

The function V satis…ed:
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i V (0, 0, 0) = 0

ii V (X,Y,Z) > 0 for X, Y and Z in the neighbourhood of the origin.

So, V (X,Y,Z) is positive de…nite. Also, we have:

dV

dt
= ¡f2(k21 ¡ 1

c
)X2 + (b + k22)Y

2 + 2(c + k23)Z
2g (13)

therefore, the derivative dV
dt

· 0 if,

k21 ¸ 1

c
, k22 ¸ ¡b, k23 ¸ ¡c (14)

i.e. dV
dt is negative de…nite under condition (14). We deduce the following lemma,

Lemma 4.2. The equilibrium solution (x2, y2, z2) of the controlled system (9) is asymptotically stable such that
the feedback control gain K has the simple choice k21 ¸ 1

c and k22 = k23 = 0.

4.3. Third
we introduce the conventional feedback control to guide the chaotic trajectory (x(t),y(t),z(t)) to the third unstable
equilibrium point(x3, y3, z3) = ( ¡ p

1 ¡ ab ¡ b/c, a ¡ 1
b + 1

c , 1
c

p
1 ¡ ab ¡ b/c)

8>><
>>:

_x = ( ¡ a +
1

b
)x + xy + z ¡ k31(x ¡ x3)

_y = ¡by ¡ x2 ¡ k32(y ¡ y3)

_z = ¡x ¡ cz ¡ k33(z ¡ z3)

(15)

The controlled system (14) has one equilibrium point (x3, y3, z3). We linearize (14) about this equilibrium point.
Then the linearized system is given by:

8>><
>>:

_X = ( ¡ a +
1

b
¡ k31 + y3)X + x3Y + Z

_Y = ¡(b + k32)Y ¡ 2x3X

_Z = ¡X ¡ (c + k33)Z

(16)

where (x3, y3, z3) = ( ¡ p
1 ¡ ab ¡ b/c, a ¡ 1

b
+ 1

c
, 1

c

p
1 ¡ ab ¡ b/c), that is;

8>><
>>:

_X = (
1

c
¡ k31)X ¡ (

p
1 ¡ ab ¡ b/c)Y + Z

_Y = ¡(b + k32)Y + 2(
p

1 ¡ ab ¡ b/c)X

_Z = ¡X ¡ (c + k33)Z

(17)

To prove the asymptotic stability we use the direct method of Lyapunov. De…ne the Lyapunov function for
system(16) by:

V (X, Y, Z) =
1

2
(X2 + Y 2 + Z2) (18)

The function V satis…ed:

i V (0, 0, 0) = 0

ii V (X,Y,Z) > 0 for X, Y and Z in the neighbourhood of the origin.
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So, V (X,Y,Z) is positive de…nite. Also, we have:

dV

dt
= ¡f2(k31 ¡ 1

c
)X2 + (b + k32)Y

2 + 2(c + k33)Z
2g (19)

therefore, the derivative dV
dt · 0 if,

k31 ¸ 1

c
, k32 ¸ ¡b, k33 ¸ ¡c (20)

i.e. dV
dt is negative de…nite under condition (20). We deduce the following lemma,

Lemma 4.3. The equilibrium solution (x3, y3, z3) of the controlled system (15) is asymptotically stable such
that the feedback control gain K has the simple choice k31 ¸ 1

c and k32 = k33 = 0.

5. THE SCHEME OF GENERALIZED FUNCTION PROJECTIVE
SYNCHRONIZATION OF CHAOTIC SYSTEMS

The chaotic (master and slave) systems can be given in the following form:

_X = F (X) (21)
_Y = G(Y ) + U(X,Y, t) (22)

Where X = (x1, x2, . . . , xn)T , Y = (y1, y2, . . . , yn)T 2 Rn are state vectors of the system (20) and (21),
respectively; F,G : Rn ! Rn are two continuous vector functions and U : (Rn,Rn,Rn) ! Rn is a controller
which will be designed later.

Definition 5.1. For the master system (20) and the slave system (21), there is said to be generalized function
projective synchronization (GFPS) if there exists a vector function U(X, Y, t)such that; limt!+1 kY ¡ ¤(X)Xk =
0 where ¤(X) = diagfh1(X), h2(X), . . . , hn(X)g where hi(X) are continuous functions, k.k represents a vector
norm induced by the matrix norm.

Remark 1. We de…ne e = Y ¡¤(X)X which is called the error vector between systems (20) and (21) for GFPS,
where e = (e1, e2, . . . , en)T ,and
ei = Yi ¡ hi(X)Xi, (i = 1, 2, . . . , n)

Remark 2.

If ¤ = σI, σ 2 R, the GFPS problem will be reduced to projective synchronization, where I is an n £ n
identity matrix. In particular if σ= 1and ¡ 1 the problem is further simpli…ed to complete synchronization and
antiphase synchronization, respectively. And if ¤ = diagfa1, a2, . . . , ang,the modi…ed projective synchronization
will appear.

We will study the FPS of novel system with known parameters and determine controller function for the FPS
of the derive and response systems. Our aim is to design a controller and make the response system trace the
drive system and become ultimately. The Noval system as a drive system is given as below;8><

>:
_x1 = ( ¡ a + 1

b )x1 + x1y1 + z1

_y1 = ¡by1 ¡ x2
1

_z1 = ¡x1 ¡ cz1

(23)

the Noval system as the response system is also given by;8><
>:

_x2 = ( ¡ a + 1
b
)x2 + x2y2 + z2 + u1

_y2 = ¡by2 ¡ x2
2 + u2

_z2 = ¡x2 ¡ cz2 + u3

(24)
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According to the FPS scheme presented in the previous section, without loss of generality,we choose the
scaling function matrix
¤(X) = diagfd11x1 + d12, d21y1 + d22, d31z1 + d32g where dij(i = 1, 2, 3; j = 1, 2) are constant numbers. The
error vector can be de…ned as 8><

>:
ex = x2 ¡ (d11x1 + d12)x1

ey = y2 ¡ (d21y1 + d22)y1

ez = z2 ¡ (d31z1 + d32)z1

(25)

The error dynamical system between (23) and (24) is;8>>><
>>>:

_ex = ( ¡ a + 1
b
)ex + x2y2 + z2 ¡ d11( ¡ a + 1

b
)x2

1 ¡ 2d11x1z1

¡2d11x2
1y1 ¡ d12x1y1 ¡ d12z1 + u1

_ey = ¡bey ¡ x2
2 + d21by

2
1 + 2d21y1x

2
1 + d22x

2
1 + u2

_ez = ¡cez ¡ x2 + d31cz2
1 + 2d31z1x1 + d32x1 + u3

(26)

we can get the controller8><
>:

u1 = ¡2
b ex ¡ x2y2 ¡ z2 + d11( ¡ a + 1

b )x2
1 + 2d11x1z1 + 2d11x2

1y1 + d12x1y1 + d12z1

u2 = x2
2 ¡ d21by2

1 ¡ 2d21y1x2
1 ¡ d22x2

1

u3 = x2 ¡ d31cz
2
1 ¡ 2d31z1x1 ¡ d32x1

(27)

then the error dynamical system is described by8><
>:

_ex = ¡(a + 1
b )ex

_ey = ¡bey

_ez = ¡cez

(28)

for this choice, the closed loop system (28) has three negative eigenvalues ¡(a + 1
b ),¡b, ¡c which implies that

the error state ex, ey and ez converge to zero as time t tends to in…nity.
Hence the FPS between the identical Noval chaotic system is achieved.

5.1. Numerical Results
In this section, some numerical simulation results are presented to verify the previous analytical results where
a = 2, b = 0.1, c = 1. Figure 2: shows the convergence of the trajectory of the controlled system to the unstable
equilibrium point (x1, y1, z1) = (0, 0, 0) of the uncontrolled system (1). Figure 3: shows the convergence of
the trajectory of the controlled system to the unstable equilibrium point (x2, y2, z2) = (

p
1 ¡ ab ¡ b/c, a¡ 1

b +
1
c , ¡ 1

c

p
1 ¡ ab ¡ b/c) of the uncontrolled system (1). Figure 4: shows the convergence of the trajectory of thec

ontrolled system to the unstable equilibrium point (x3, y3, z3) = (¡p
1 ¡ ab ¡ b/c, a¡ 1

b
+ 1

c
, 1

c

p
1 ¡ ab ¡ b/c)

of the uncontrolled system (1).

Figure 2: The time responses for the states of the controlled Noval system to a …xed point (x1, y1, z1).
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Figure 3: The time responses for the states of the controlled Noval system to a …xed point (x2, y2, z2).

Figure 4: The time responses for the states of the controlled Noval system to a …xed point (x3, y3, z3).

The initial values of the drive system and response system are taken as:

(x1(0), y1(0), z1(0))
T

= (1, ¡6, 0.1)
T
, (x2(0), y2(0), z2(0))

T
= (10, 12,¡3)

T
.

We choose the scaling function factors as:

h1 = x1 + 2, h2 = ¡2y1 ¡ 2 and h3 = z1 ¡ 2.

Figure 5: show the FPS between two identical Noval systems. When the scaling factors are simpli…ed as
hi = 1 (i = 1, 2, 3), the complete synchronization between two identical Noval systems are shown in Figure
6. Furthermore, when the scaling factors are simpli…ed as hi = ¡1 (i = 1, 2, 3), the anti synchronization
between two identical Noval systems are shown in Figure 7. Finally, when the scaling factors are simpli…ed
as h1 = 1.5, h2 = 2 and h3 = 2.5, the modi…ed projective synchronization (MPS) between two identical Noval
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systems are shown in Figure 8.

Figure 5: The behaviour of the trajectories ex, ey and ez of the error system tends to zero for FPS.

Figure 6: The behaviour of the trajectories ex, ey and ez of the error system tends to zero for complete synchronization

Figure 7: The behaviour of the trajectories ex, ey and ez of the error system tends to zero for anti synchronization
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Figure 8: The behaviour of the trajectories ex, ey and ez of the error system tends to zero for MPS.

6. CONCLUSION

The paper has studied the noval chaotic dynamical system, including some basic dynamical properties, Lyapunov
exponents, Lyapunov dimension. A feedback control has been proposed to the noval chaotic dynamical system.
The controlling conditions are derived from the Lyapunov direct method. The function projective synchronization
has been used to synchronize two identical chaotic systems with known parameters. By the Lyapunov stability
theory, the su¢cient condition of the function projective synchronization has been obtained. Finally, numerical
simulations are provided to verify the e¤ectiveness of the results obtained.
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UMBRAL CALCULUS APPROACH TO r-STIRLING NUMBERS

OF THE SECOND KIND AND r-BELL POLYNOMIALS

TAEKYUN KIM1, DAE SAN KIM2, HYUCK-IN KWON3, AND JONGKYUM KWON4,∗

Abstract. In this paper, we would like to use umbral calculus in order to

derive some properties, recurrence relations and identities related to r-Stirling

numbers of second kind and r-Bell polynomials. In particular, we will express
the r-Bell polynomials as linear combinations of many well-known families of

special polynomials.

1. Introduction

The Stirling numbers S2(n, k) of the second kind counts the number of partitions
of the set [n] = {1, 2, · · · , n} into k nonempty disjoint subsets.

The S2(n, k), (n, k ≥ 0) are given by the recurrence relation

S2(n, k) = kS2(n− 1, k) + S2(n− 1, k − 1), (n, k ≥ 1), (1.1)

with the initial conditions

S2(n, 0) = δ0n, S2(0, k) = δ0k. (1.2)

They are also given by

xn =
n∑
k=0

S2(n, k)(x)k, (1.3)

with (x)0 = 1, (x)k = x(x− 1) · · · (x− k + 1), for k ≥ 1, and by

1

k!
(et − 1)k =

∞∑
n=k

S2(n, k)
tn

n!
. (1.4)

More explicitly, they are given by

S2(n, k) =
1

k!

k∑
j=0

(
k

j

)
(−1)k−jjn

=
1

k!
4k0n, (n ≥ k),

(1.5)

where 4k0n = 4kxn|x=0, and 4f(x) = f(x + 1) − f(x) is the forward difference
operator. For these well known facts, one may refer to [3,4].

2010 Mathematics Subject Classification. 05A19, 05A40, 11B73, 11B83.
Key words and phrases. r-Stirling numbers of the second kind, r-Bell polynomials, umbral

calculus.
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2 Umbral calculus approach to r-Stirling numbers of the second kind and r-Bell polynomials

Let r be any positive integer. These ’classical’ Stirling numbers S2(n, k) of the
second kind were generalized to the r-Stirling numbers S2,r(n, k) of the second
kind (see, [1,2,7]). The S2,r(n, k) enumerates the number of partitions of the set
[n] = {1, 2, · · · , n} into k nonempty disjoint subsets in such a way that 1, 2, · · ·, r
are in distinct subsets.

They are given by the recurrence relation

S2,r(n, k) = kS2,r(n− 1, k) + S2,r(n− 1, k − 1), (n > r), (1.6)

with the initial conditions

S2,r(n, k) = 0, (n < r);S2,r(n, k) = δkr, (n = r). (1.7)

The S2,r(n, k) are also given by

(x+ r)n =
n∑
k=0

S2,r(n+ r, k + r)(x)k, (1.8)

and by

1

k!
ert(et − 1)k =

∞∑
n=k

S2,r(n+ r, k + r)
tn

n!
. (1.9)

Analogously to the classical case, they are explicitly given by

S2,r(n+ r, k + r) =
1

k!

k∑
j=0

(
k

j

)
(−1)k−j(r + j)n

=
1

k!
4krn, (n ≥ k),

(1.10)

where 4krn = 4kxn|x=r.
For more details about r-Stirling numbers of the second kind, one may refer to

[1,2,7].
The Bell polynomials Beln(x) (also called exponential or Touchard polynomials)

are defined by

ex(et−1) =
∞∑
n=0

Beln(x)
tn

n!
, (see [3, 4, 8, 9]). (1.11)

Then it is immediate to see that

Beln(x) =
n∑
k=0

S2(n, k)xk. (1.12)

For x = 1, Beln = Beln(1) =
∑n
k=0 S2(n, k) are called Bell numbers so that

ee
t−1 =

∞∑
n=0

Beln
tn

n!
. (1.13)

Further, the Bell polynomial is given by Dobinski’s formula

Beln(x) = e−x
∞∑
k=0

kn

k!
xk. (1.14)
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On the other hand, the r-Bell polynomials Beln,r(x) are defined by

ertex(et−1) =
∞∑
n=0

Beln,r(x)
tn

n!
, (see [5]). (1.15)

Then it is easy to see that

Beln,r(x) =
n∑
k=0

S2,r(n+ r, k + r)xk. (1.16)

Moreover, they satisfy the generalized Dobinski’s formula

Beln,r(x) = e−x
∞∑
k=0

(k + r)n

k!
xk. (1.17)

When x = 1, Beln,r = Beln,r(1) =
∑n
k=0 S2,r(n + r, k + r) are called r-Bell

numbers so that

ee
t−1+rt =

∞∑
n=0

Beln,r
tn

n!
. (1.18)

We note here, in passing, that r-Bell numbers were called in another name,
namely extended Bell numbers,(see [6]).

In this paper, we would like to use umbral calculus in order to derive some prop-
erties, recurrence relations and identities related to r-Stirling numbers of the second
kind and r-Bell polynomials. In particular, we will express the r-Bell polynomials
as linear combinations of many well-known families of special polynomials.

2. Review on umbral calculus

Here we will go over some of the basic facts about umbral calculus. For a
complete treatment, the reader may refer to [4].
Let F be the algebra of all formal power series in the single variable t with the
coefficients in the field C of complex numbers:

F =

{
f(t) =

∞∑
k=0

ak
tk

k!

∣∣∣∣ ak ∈ C

}
. (2.1)

Let P = C[x] denote the ring of polynomials in x with the coefficients in C, and
let P∗ be the vector space of all linear functionals on P. For L ∈ P∗, p(x) ∈ P,
< L | p(x) > denotes the action of the linear functional L on p(x). For f(t) =∑∞
k=0 ak

tk

k! ∈ F , the linear functional < f(t) | · > on P is defined by

< f(t) |xn >= an, (n ≥ 0). (2.2)

For L ∈ P∗, let fL(t) =
∑∞
k=0

〈
L|xk

〉
tk

k! ∈ F . Then we evidently have
〈
fL(t)|xn

〉
=〈

L|xn
〉

, and the map L→ fL(t) is a vector space isomorphism from P∗ to F . Thus

F may be viewed as the vector space of all linear functionals on P as well as the
algebra of formal power series in t. So an element f(t) ∈ F will be thought of as
both a formal power series and a linear functional on P. F is called the umbral
algebra, the study of which is the umbral calculus.
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4 Umbral calculus approach to r-Stirling numbers of the second kind and r-Bell polynomials

The order o(f(t)) of 0 6= f(t) ∈ F is the smallest integer k such that the coeffi-
cients of tk does not vanish. In particular, for 0 6= f(t) ∈ F , it is called an invertible
series if o(f(t)) = 0 and a delta series if o(f(t)) = 1.

Let f(t), g(t) ∈ F , with o(g(t)) = 0, o(f(t)) = 1. Then there exists a unique

sequence of polynomials Sn(x) (degSn(x) = n) such that
〈
g(t)f(t)k|Sn(x)

〉
=

n!δn,k, for n, k ≥ 0. Such a sequence is called the Sheffer sequence for the Sheffer
pair (g(t), f(t)), which is concisely denoted by Sn(x) ∼ (g(t), f(t)).

It is known that Sn(x) ∼ (g(t), f(t)) if and only if

1

g(f̄(t))
exf̄(t) =

∞∑
n=0

Sn(x)
tn

n!
, (2.3)

where f̄(t) is the compositional inverse of f(t) satisfying f(f̄(t)) = f̄(f(t)) = t.
Let pn(x) ∼ (1, f(t)), qn(x) ∼ (1, l(t)). Then the transfer formula says that

qn(x) = x

(
f(t)

l(t)

)n
x−1pn(x), (n ≥ 1). (2.4)

Let Sn(x) ∼ (g(t)), f(t)). Then we have the Sheffer identity:

Sn(x+ y) =

n∑
k=0

(
n

k

)
Sk(x)pn−k(y), (2.5)

where pn(x) = g(t)Sn(x) ∼ (1, f(t)).
The derivative of Sn(x) is given by

d

dx
Sn(x) =

n−1∑
k=0

(
n

k

)〈
f̄(t)|xn−k

〉
Sk(x), (n ≥ 1). (2.6)

Also, we have the recurrence formula:

Sn+1(x) =

(
x− g′(t)

g(t)

)
1

f ′(t)
Sn(x). (2.7)

Assume that Sn(x) ∼ (g(t), f(t)), rn(x) ∼ (h(t), l(t)). Then

Sn(x) =
n∑
k=0

Cn,krk(x), (2.8)

where

Cn,k =
1

k!

〈h(f̄(t))

g(f̄(t))
l(f̄(t))k|xn

〉
. (2.9)

Finally, we also need the following: for any h(t) ∈ F , p(x) ∈ P,〈
h(t)|xp(x)

〉
=
〈
∂th(t)|p(x)

〉
. (2.10)
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3. Main Results

As we can see from (1.15) and (2.3), we see that

Beln,r(x) ∼
(

1

(1 + t)r
, log((1 + t)

)
= (g(t), f(t)) . (3.1)

Let n ≥ 1. Then, using (2.10), we have

Beln,r(y) =
〈 ∞∑
m=0

Belm,r(y)
tm

m!
|xn
〉

=
〈
ertey(et−1)|xn

〉
=
〈
∂t(e

rtey(et−1))|xn−1
〉

=
〈
rertey(et−1) + ertey(et−1)yet|xn−1

〉
= r
〈
ertey(et−1)|xn−1

〉
+ y
〈
e(r+1)tey(et−1)|xn−1

〉
= rBeln−1,r(y) + yBeln−1,r+1(y).

(3.2)

Thus we obtain the following recurrence relation for r-Bell polynomials.

Theorem 3.1. For all integers n ≥ 1, we have the recurrence relation.

Beln,r(x) = rBeln−1,r(x) + xBeln−1,r+1(x), (n ≥ 1).

From (2.6), we have

d

dx
Beln,r(x) =

n−1∑
k=0

(
n

k

)〈
et − 1|xn−k

〉
Belk,r(x)

=
n−1∑
k=0

(
n

k

)
(1− δn,k)Belk,r(x)

=
n−1∑
k=0

(
n

k

)
Belk,r(x), (n ≥ 1).

(3.3)

Using (2.7), we obtain

Beln+1,r(x) = (x+ r
1

1 + t
)(1 + t)Beln,r(x)

= x(1 + t)Beln,r(x) + rBeln,r(x)

= xBeln,r(x) + x
d

dx
Beln,r(x) + rBeln,r(x),

(3.4)

from which it follows that

d

dx
Beln,r(x)

=
Beln+1,r(x)

x
− rBeln,r(x)

x
−Beln,r(x).

(3.5)

This agrees with the result in [2].
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6 Umbral calculus approach to r-Stirling numbers of the second kind and r-Bell polynomials

Noting that pn(x) = g(t)Beln,r(x) ∼ (1, log(1 + t)), we have pn(x) = Beln(x).
Hence from (2.5), we get the following Sheffer identity

Beln,r(x+ y) =
n∑
k=0

(
n

k

)
Belk,r(x)Beln−k(y). (3.6)

Beln,r(y) =
〈
ertey(et−1)|xn

〉
=
〈
ert|ey(et−1)xn

〉
=
〈
ert|

∞∑
m=0

Belm(y)
tm

m!
xn
〉

=
n∑

m=0

(
n

m

)
Belm(y)

〈
ert|xn−m

〉
=

n∑
m=0

(
n

m

)
Belm(y)rn−m.

(3.7)

Hence we get

Beln,r(x) =
n∑

m=0

(
n

m

)
rn−mBelm(x). (3.8)

Here we apply the transfer formula in (2.4) to xn ∼ (1, t), 1
(1+t)rBeln,r(x) ∼

(1, log((1 + t)).
For n ≥ 1, we have

1

(1 + t)r
Beln,r(x) = x

(
t

log(1 + t)

)n
x−1xn

= x
∞∑
k=0

b
(n)
k

tk

k!
xn−1

=
n−1∑
k=0

(
n− 1

k

)
b
(n)
k xn−k.

(3.9)

Here b
(n)
k are the Bernoulli numbers of the second kind of order n defined by

(
t

log(1 + t)

)n
=
∞∑
k=0

b
(n)
k

tk

k!
. (3.10)
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Here, as is well known, b
(n)
k = B

(k−n+1)
k (1), with B

(n)
k (x) denoting the Bernoulli

polynomials of order n. Thus we obtain

Beln,r(x) =
n−1∑
k=0

(
n− 1

k

)
b
(n)
k (1 + t)rxn−k

=
n−1∑
k=0

(
n− 1

k

)
b
(n)
k

r∑
l=0

(
r

l

)
tlxn−k

=
n−1∑
k=0

r∑
l=0

(
n− 1

k

)(
r

l

)
(n− k)lb

(n)
k xn−k−l.

(3.11)

As 1
(1+t)rBeln,r(x) = Beln(x) =

∑n
j=0 S2(n, j)xj , we can proceed as follows.

Beln,r(x) = (1 + t)rBeln(x)

=
∞∑
k=0

(
r

k

)
tkBeln(x)

=
n∑
k=0

(
r

k

)
tk

n∑
j=0

S2(n, j)xj

=
n∑
k=0

(
r

k

) n∑
j=k

S2(n, j)(j)kx
j−k

=
n∑
k=0

(
r

k

) n−k∑
l=0

S2(n, k + l)(k + l)kx
l

=

n∑
l=0

(
n−l∑
k=0

(
r

k

)
(k + l)kS2(n, k + l)

)
xl.

(3.12)

Also, from Beln,r(x) = (1 + t)rBeln(x),

(1 + t)sBeln,r(x) = Beln,r+s(x), (s ≥ 0). (3.13)

In particular, for s = 1, we have

Beln,r+1(x) = Beln,r(x) +
d

dx
Beln,r(x). (3.14)

Hence in addition to (3.3) and (3.4) we obtain another expression for the deriv-
ative of Beln,r(x), namely

d

dx
Beln,r(x) = Beln,r+1(x)−Beln,r(x). (3.15)

Combining this with (3.3), we get

Beln,r+1(x) =
n∑
k=0

(
n

k

)
Belk,r(x). (3.16)

We are now going to summarize the results obtained so far as the following three
theorems. Theorem 2 follows from (3.3), (3.5) and (3.15), Theorem 3 from (3.6),
(3.8) and (3.16), and Theorem 4 from (3.11) and (3.12).
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8 Umbral calculus approach to r-Stirling numbers of the second kind and r-Bell polynomials

Theorem 3.2. For all integers n ≥ 1, the derivative of r-Bell polynomials can be
given as follows:

d

dx
Beln,r(x) =

n−1∑
k=0

(
n

k

)
Belk,r(x)

=
Beln+1,r(x)

x
− rBeln,r(x)

x
−Beln,r(x)

= Beln,r+1(x)−Beln,r(x).

Theorem 3.3. For all integers n ≥ 0, the following identities hold true.

Beln,r(x+ y) =
n∑
k=0

(
n

k

)
Belk,r(x)Beln−k(y),

Beln,r(x) =
n∑

m=0

(
n

m

)
rn−mBelm(x),

Beln,r+1(x) =
n∑
k=0

(
n

k

)
Belk,r(x).

Theorem 3.4. For all integers n ≥ 0, we have the following expressions of r-Bell
polynomials.

Beln,r(x) =
n−1∑
k=0

r∑
l=0

(
n− 1

k

)(
r

l

)
(n− k)lb

(n)
k xn−k−l

=
n∑
l=0

(
n−l∑
k=0

(
r

k

)
(k + l)kS2(n, k + l)

)
xl,

where b
(n)
k are the Bernoulli numbers of the second kind of order n given by (3.10).

From now on, we will apply the formula (2.9) in order to express Beln,r(x) as
linear combinations of well-known families of special polynomials. For this, let us
remind you of the fact in (3.1), namely

Beln,r(x) ∼
(

1

(1 + t)r
, log(1 + t)

)
. (3.17)

Noting that the Bernoulli polynomial Bn(x) is Sheffer for
(
et−1
t , t

)
, we write

Beln,r(x) =
∑n
k=0 Cn,kBk(x).Then

Cn,k =
〈eet−1 − 1

et − 1
| 1
k!
ert(et − 1)kxn

〉
=
〈eet−1 − 1

et − 1
|
∞∑
l=k

S2,r(l + r, k + r)
tl

l!
xn
〉

=
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈eet−1 − 1

et − 1
|xn−l

〉
.

(3.18)
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Here we observe that〈eet−1 − 1

et − 1
|xn−l

〉
=
〈eet−1 − 1

t
| t

et − 1
xn−l

〉
=
〈eet−1 − 1

t
|
∞∑
m=0

Bm
tm

m!
xn−l

=
n−l∑
m=0

(
n− l
m

)
Bm

〈eet−1 − 1

t
|xn−l−m

〉
=

n−l∑
m=0

1

n− l −m+ 1

(
n− l
m

)
Bm

〈
ee
t−1 − 1|xn−l−m+1

〉
=

n−l∑
m=0

1

n− l −m+ 1

(
n− l
m

)
BmBeln−l−m+1.

(3.19)

Thus we see that

Cn,k =
1

n+ 1

n∑
l=k

n−l∑
m=0

(
n+ 1

l

)(
n− l + 1

m

)
S2,r(l + r, k + r)

×BmBeln−l−m+1.

(3.20)

Finally, we obtain

Beln,r(x) =
1

n+ 1

n∑
k=0

( n∑
l=k

n−l∑
m=0

(
n+ 1

l

)(
n− l + 1

m

)
S2,r(l + r, k + r)

×BmBeln−l−m+1

)
Bk(x).

(3.21)

Let Beln,r(x) =
∑n
k=0 Cn,kEk(x). Here En(x) are the Euler polynomials with

En(x) ∼ ( e
t+1
2 , t). Then

Cn,k =
1

2

〈
ee
t−1 + 1| 1

k!
ert(et − 1)kxn

〉
=

1

2

n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈
ee
t−1 + 1|xn−l

〉
=

1

2

n∑
l=k

(
n

l

)
S2,r(l + r, k + r)(Beln−l + δn,l).

(3.22)

Hence we get

Beln,r(x) =
1

2

n∑
k=0

(
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)(Beln−l + δn, l)

)
Ek(x). (3.23)

We summarize the expressions of Beln,r(x) in (3.21) and (3.23) as a theorem.
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Theorem 3.5. For all integers n ≥ 0, we have the following expressions.

Beln,r(x) =
1

n+ 1

n∑
k=0

( n∑
l=k

n−l∑
m=0

(
n+ 1

l

)(
n− l + 1

m

)
S2,r(l + r, k + r)

×BmBeln−l−m+1

)
Bk(x)

=
1

2

n∑
k=0

(
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)(Beln−l + δn, l)

)
Ek(x).

Write Beln,r(x) =
∑n
k=0 Cn,k(x)k, where (x)n are the falling factorials with

(x)n ∼ (1, et − 1). Then

Cn,k =
〈
ert| 1

k!
(ee

t−1 − 1)kxn
〉

=
〈
ert|

∞∑
l=k

S2(l, k)
1

l!
(et − 1)lxn

〉
=

n∑
l=k

S2(l, k)
〈
ert|

∞∑
m=l

S2(m, l)
tm

m!
xn
〉

=

n∑
l=k

S2(l, k)

n∑
m=l

(
n

m

)
S2(m, l)

〈
ert|xn−m

〉
=

n∑
l=k

n∑
m=l

(
n

m

)
S2(l, k)S2(m, l)rn−m.

(3.24)

Thus we have

Beln,r(x) =
n∑
k=0

(
n∑
l=k

n∑
m=l

(
n

m

)
S2(l, k)S2(m, l)rn−m

)
(x)k. (3.25)

As in (3.24), we let Beln,r(x) =
∑n
k=0 Cn,k(x)k. But here we compute the

coefficients Cn,k in a way different from (3.24). Then

Cn,k =
1

k!

〈
ert|(ee

t−1 − 1)kxn
〉

=
1

k!

〈
ert|

k∑
l=0

(
k

l

)
(−1)k−lel(e

t−1)xn
〉

=
1

k!

k∑
l=0

(
k

l

)
(−1)k−l

〈
ert|

∞∑
m=0

Belm(l)
tm

m!
xn
〉

=
1

k!

k∑
l=0

(
k

l

)
(−1)k−l

n∑
m=0

(
n

m

)
Belm(l)rn−m

=
1

k!

k∑
l=0

n∑
m=0

(−1)k−l
(
k

l

)(
n

m

)
rn−mBelm(l).

(3.26)

Hence we obtain

Beln,r(x) =
n∑
k=0

(
k∑
l=0

n∑
m=0

(−1)k−l

k!

(
k

l

)(
n

m

)
rn−mBelm(l)

)
(x)k. (3.27)
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Combining (3.25) and (3.27), we get the following theorem.

Theorem 3.6. For all integers n ≥ 0, we have the following expressions.

Beln,r(x) =
n∑
k=0

(
n∑
l=k

n∑
m=l

(
n

m

)
S2(l, k)S2(m, l)rn−m

)
(x)k

=
n∑
k=0

(
k∑
l=0

n∑
m=0

(−1)k−l

k!

(
k

l

)(
n

m

)
rn−mBelm(l)

)
(x)k.

We recall here that the Abel polynomial An(x; a)(a 6= 0) is the associated se-
quence for teat, namely An(x; a) ∼ (1, teat). Let Beln,r(x) =

∑n
k=0 Cn,kAk(x; a).

Then

Cn,k =
〈
erteak(et−1)| 1

k!
(et − 1)kxn

〉
=
〈
erteak(et−1)|

∞∑
l=k

S2(l, k)
tl

l!
xn
〉

=
n∑
l=k

(
n

l

)
S2(l, k)

〈
ert|eak(et−1)xn−l

〉
=

n∑
l=k

(
n

l

)
S2(l, k)

〈
ert|

∞∑
m=0

Belm(ak)
tm

m!
xn−l

〉
=

n∑
l=k

(
n

l

)
S2(l, k)

n−l∑
m=0

(
n− l
m

)
Belm(ak)rn−l−m

=
n∑
l=k

n−l∑
m=0

(
n

l

)(
n− l
m

)
S2(l, k)rn−l−mBelm(ak).

(3.28)

Thus we have the following result.

Theorem 3.7. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =

n∑
k=0

(
n∑
l=k

n−l∑
m=0

(
n

l

)(
n− l
m

)
S2(l, k)rn−l−mBelm(ak)

)
Ak(x; a),

where An(x; a) are the Abel polynomials.

The ordered Bell polynomials Obn(x) are the Appell polynomial with Obn(x) ∼
(2− et, t). Write Beln,r(x) =

∑n
k=0 Cn,kObk(x). Then

Cn,k =
〈

2− ee
t−1| 1

k!
ert(et − 1)kxn

〉
=

n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈
2− ee

t−1|xn−l
〉

=

n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

(
2δn,l −Beln−l

)
.

(3.29)

Hence we obtain the following theorem.
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Theorem 3.8. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

(
2δn,l −Beln−l

))
Obk(x),

where Obn(x) are the ordered Bell polynomials.

In (3.29), we saw that the ordered Bell polynomials Obm(x) are given by gener-
ating function

1

2− et
ext =

∞∑
m=0

Obm(x)
tm

m!
. (3.30)

More generally, the ordered Bell polynomials Ob
(α)
m (x) of order α are defined by(

1

2− et

)α
ext =

∞∑
m=0

Ob(α)
m (x)

tm

m!
. (3.31)

For x = 0, Ob
(α)
m = Ob

(α)
m (0) are called the ordered Bell numbers of order α and

given by (
1

2− et

)α
=
∞∑
m=0

Ob(α)
m

tm

m!
. (3.32)

Let Beln,r(x) =
∑n
k=0 Cn,kL

(α)
k (x). Here L

(α)
n (x) are the Laguerre polynomials

of order α with L
(α)
n (x) ∼

(
(1− t)−α−1, t

t−1

)
. Then

Cn,k =
1

k!

〈(
2− et

)−α−1
ert
(
et − 1

et − 2

)k ∣∣∣xn〉
= (−1)k

〈(
2− et

)−(k+α+1)
∣∣∣ 1

k!
ert
(
et − 1

)k
xn
〉

= (−1)k
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈(
2− et

)−(k+α+1)
∣∣∣xn−l〉

= (−1)k
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)Ob

(k+α+1)
n−l .

(3.33)

Then we have the following theorem.

Theorem 3.9. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n∑
l=k

(−1)k
(
n

l

)
S2,r(l + r, k + r)

×Ob(k+α+1)
n−l

)
L

(α)
k (x),

where Ob
(α)
n (x) and L

(α)
n (x) are the higher-order ordered Bell polynomials and the

Laguerre polynomials of order α, respectively.
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Let Beln,r(x) =
∑n
k=0 Cn,kDk(x), where Dn(x) are the Daehee polynomials with

Dn(x) ∼
(
et−1
t , et − 1

)
. Then

Cn,k =
1

k!

〈 t

et − 1
ert

ee
t−1 − 1

t

(
ee
t−1 − 1

)k∣∣∣xn〉
=

1

k!

1

n+ 1

〈 t

et − 1
ert(ee

t−1 − 1)
(
ee
t−1 − 1

)k∣∣∣xn+1
〉

=
k + 1

n+ 1

〈 t

et − 1
ert
∣∣∣ 1

(k + 1)!

(
ee
t−1 − 1

)k+1
xn+1

〉
=
k + 1

n+ 1

〈 t

et − 1
ert
∣∣∣ ∞∑
l=k+1

S2(l, k + 1)
1

l!

(
et − 1

)l
xn+1

〉

=
k + 1

n+ 1

n+1∑
l=k+1

S2(l, k + 1)
〈 t

et − 1
ert
∣∣∣ ∞∑
m=l

S2(m, l)
tm

m!
xn+1

〉

=
k + 1

n+ 1

n+1∑
l=k+1

S2(l, k + 1)
n+1∑
m=l

(
n+ 1

m

)
S2(m, l)

〈 t

et − 1
ert
∣∣∣xn+1−m

〉

=
n+1∑
l=k+1

n+1∑
m=l

k + 1

n+ 1

(
n+ 1

m

)
S2(l, k + 1)S2(m, l)Bn+1−m(r).

(3.34)

Thus we have the following theorem.

Theorem 3.10. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n+1∑
l=k+1

n+1∑
m=l

k + 1

n+ 1

(
n+ 1

m

)
S2(l, k + 1)S2(m, l)Bn+1−m(r)

)
Dk(x),

where Dn(x) are the Daehee polynomials.

Write Beln,r(x) =
∑n
k=0 Cn,kH

(ν)
k (x). Here H

(ν)
n (x) are the Hermite polynomi-

als with H
(ν)
n (x) ∼ (e

νt2

2 , t). Then

Cn,k =
〈
e
ν(et−1)2

2

∣∣∣ 1

k!
ert
(
et − 1

)k
xn
〉

=
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈
e
ν(et−1)2

2

∣∣∣xn−l〉
=

n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈 ∞∑
m=0

νm

m!

(et − 1)2m

2m

∣∣∣xn−l〉

=
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

[n−l
2 ]∑

m=0

(2m)!νm

m!2m

〈 1

(2m)!
(et − 1)2m

∣∣∣xn−l〉

=
n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

[n−l
2 ]∑

m=0

(2m)!

m!
(
ν

2
)m
〈 ∞∑
i=2m

S2(i, 2m)
ti

i!

∣∣∣xn−l〉

=
n∑
l=k

[n−l
2 ]∑

m=0

(
n

l

)
(2m)!

m!
(
ν

2
)mS2,r(l + r, k + r)S2(n− l, 2m).

(3.35)
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Hence we obtain the following result.

Theorem 3.11. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n∑
l=0

[n−l
2 ]∑

m=0

(
n

l

)
(2m)!

m!
(
ν

2
)mS2,r(l + r, k + r)

× S2(n− l, 2m)

)
H

(ν)
k (x),

where H
(ν)
n (x) are the Hermite polynomials.

Let Beln,r(x) =
∑n
k=0 Cn,kpk(x). Here pn(x) = xnyn−1( 1

x ) ∼ (1, t− 1
2 t

2), where

yn(x) =
∑n
k=0

(n+k)!
(n−k)!k!

(
x
2

)k
are called Bessel polynomials and satisfy the differential

equation

x2y′′ + (2x+ 2)y′ + n(n+ 1)y = 0. (3.36)

Cn,k =

(
−1

2

)k 〈(
et − 3

)k∣∣∣ 1

k!
ert
(
et − 1

)k
xn
〉

=

(
−1

2

)k n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈(
et − 3

)k∣∣∣xn−l〉
=

(
−1

2

)k n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

〈 k∑
m=0

(
k

m

)
(−3)k−memt

∣∣∣xn−l〉
=

(
−1

2

)k n∑
l=k

(
n

l

)
S2,r(l + r, k + r)

k∑
m=0

(
k

m

)
(−3)k−mmn−l

=

(
3

2

)k n∑
l=k

k∑
m=0

(
n

l

)(
k

m

)
(−1

3
)mmn−lS2,r(l + r, k + r).

(3.37)

Hence we have the following result.

Theorem 3.12. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n∑
l=k

k∑
m=0

(
n

l

)(
k

m

)(
3

2

)k
(−1

3
)mmn−l

× S2,r(l + r, k + r)

)
pk(x),

where pn(x) = xnyn−1( 1
x ), with yn(x) the Bessel polynomials.
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Let Beln,r(x) =
∑n
k=0 Cn,kbk(x), where bn(x) are the Bernoulli polynomials of

the second kind with bn(x) ∼
(

t
et−1 , e

t − 1
)

.

Cn,k =
〈 et − 1

eet−1 − 1
ert
∣∣∣ 1

k!
(ee

t−1 − 1)kxn
〉

=
〈 et − 1

eet−1 − 1
ert
∣∣∣ ∞∑
l=k

S2(l, k)
1

l!
(et − 1)lxn

〉
=

n∑
l=k

S2(l, k)
〈 et − 1

eet−1 − 1
ert
∣∣∣ ∞∑
m=l

S2(m, l)
tm

m!
xn
〉

=
n∑
l=k

S2(l, k)
n∑

m=l

(
n

m

)
S2(m, l)

〈
ert
∣∣∣ et − 1

eet−1 − 1
xn−m

〉
=

n∑
l=k

S2(l, k)
n∑

m=l

(
n

m

)
S2(m, l)

〈
ert
∣∣∣ ∞∑
i=0

Bi
1

i!
(et − 1)ixn−m

〉
=

n∑
l=k

n∑
m=l

(
n

m

)
S2(l, k)S2(m, l)

n−m∑
i=0

Bi

〈
ert
∣∣∣ ∞∑
j=i

S2(j, i)
tj

j!
xn−m

〉

=
n∑
l=k

n∑
m=l

(
n

m

)
S2(l, k)S2(m, l)

n−m∑
i=0

Bi

n−m∑
j=i

(
n−m
j

)
S2(j, i)rn−m−j

=
n∑
l=k

n∑
m=l

n−m∑
i=0

n−m∑
j=i

(
n

m

)(
n−m
j

)
S2(l, k)S2(m, l)S2(j, i)rn−m−jBi.

(3.38)

Thus we get the final result of this paper.

Theorem 3.13. For all integers n ≥ 0, we have the following expression.

Beln,r(x) =
n∑
k=0

(
n∑
l=k

n∑
m=l

n−m∑
i=0

n−m∑
j=i

(
n

m

)(
n−m
j

)

× S2(l, k)S2(m, l)S2(j, i)rn−m−jBi

)
bk(x),

where bn(x) are the Bernoulli polynomials of the second kind.

References

1. A.Z. Broder, The r-Stirling numbers, Discrete Math., 49 (1984), 241-259.
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