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Abstract

Variable coefficients andWick-type stochastic (2+1)-dimensional coupled KdV equa-
tions are investigated. By using the F-expansion method , Hermite transform and
white noise theory, the white noise functional solutions for Wick-type stochastic (2+1)-
dimensional coupled KdV equations are obtained. The exact travelling wave solutions
are expressed in terms of Jacobi elliptic (JEF), trigonometric and hyperbolic functions.

Keywords: KdV equations; F-expansion method; Hermite transform; Wick product.
PACS No. : 05.40. ± a, 02.30.Jr.

1 Introduction

In this paper, we shall explore exact solutions for the following variable coefficients (2+1)-
dimensional coupled KdV equations.






ut + φ1(t)uvx + φ2(t)vux + φ3(t)uxxx = 0,

ux + vy = 0,
(1.1)

where (t, x) ∈ R+ ×R and φ1(t) , φ2(t) and φ3(t) are bounded measurable or integrable
functions on R+ . Random wave is an important subject of stochastic partial differential
equations (PDEs). Many authors have studied this subject. Wadati first introduced and
studied the stochastic KdV equations and gave the diffusion of soliton of the KdV equation
under Gaussian noise in [30, 32] and others [3, 4, 5, 25] also researched stochastic KdV-type
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equations. Xie first introduced Wick-type stochastic KdV equations on white noise space
and showed the auto- Backlund transformation and the exact white noise functional solutions
in [37]. Furthermore, Xie [38, 39, 40, 41], Ghany et al. [11, 12, 13, 15, 16, 17, 18, 19, 20]
researched some Wick-type stochastic wave equations using white noise analysis.
In this paper we use F-expansion method for finding new periodic wave solutions of

nonlinear evolution equations in mathematical physics, and we obtain some new periodic
wave solutions for (2+1)-dimensional coupled KdV equations. This method is more powerful
and will be used in further works to establish more entirely new solutions for other kinds
of nonlinear partial differential equations arising in mathematical physics. The effort in
finding exact solutions to nonlinear equations is important for the understanding of most
nonlinear physical phenomena. For instance, the nonlinear wave phenomena observed in fluid
dynamics, plasma, and optical fibers[24]. Many effective methods have been presented, such
as tanh-function method [34, 42, 8], variational iteration method [6, 7], exp-function method
[22, 23, 36, 43, 44] , homotopy perturbation method [10, 29, 35], homotopy analysis method
[1], tanh-coth method [33, 34, 31], Jacobi elliptic function expansion method [27, 28, 9, 26]
and F-expansion method [45, 46, 47, 48]. The main objective of this paper is using the
F-expansion method to construct white noise functional solutions for wick-type stochastic
(2+1)-dimensional coupled KdV equations via hermite transform, wick-type product and
white noise analysis. If equation (1.1) is considered in a random environment, we can get
stochastic (2+1)-dimensional coupled KdV equations. In order to give the exact solutions of
stochastic (2+1)-dimensional coupled KdV equations, we only consider this problem in white
noise environment. We shall study the following Wick-type stochastic (2+1)-dimensional
coupled KdV equations.

{
Ut + Φ1(t) � U � Vx + Φ2(t) � V � Ux + Φ3(t) � Uxxx = 0,
Ux + Vy = 0,

(1.2)

where “ � ” is the Wick product on the Kondratiev distribution space (S)−1 which was
defined in [21] and Φ1(t),Φ2(t) and Φ3(t) are (S)−1 -valued functions.

2 Description of the F-expansion Method

In order to at the same time obtain more periodic wave solutions expressed by various Jacobi
elliptic functions to nonlinear wave equations, we introduce an F-expansion method which
can be thought of as a succinctly over-all generalization of Jacobi elliptic function expansion.
We briefly show what is F-expansion method and how to use it to obtain various periodic
wave solutions to nonlinear wave equations. Suppose a nonlinear wave equation for u(t, x)
is given by

θ1(u, ut, ux, uy, uxx, uxxx, ...) = 0, (2.1)

2
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where u = u(t, x) is an unknown function, θ1 is a polynomial in u and its various partial
derivatives in which the highest order derivatives and nonlinear terms are involved. In the
following we give the main steps of a deformation F-expansion method.
Step 1. Look for traveling wave solution of Eq.(2.1) by taking

u(t, x, y) = u(ξ) , ξ(t, x, y) = kx+ ly + μ

∫ t

0

ω(τ)dτ + c, (2.2)

Hence, under the transformation (2.2). Eq.(2.1) can be transformed into the following ordi-
nary differential equation (ODE) as following

θ2(u, μωu
′, ku′, lu′, k2u′′, k3u′′′, ...) = 0, (2.3)

Step 2. Suppose that u(ξ) can be expressed by a finite power series of F (ξ) of the form

u(t, x, y) = u(ξ) =
N∑

i=1

aiF
i(ξ), (2.4)

where a0, a1, ..., aN are constants to be determined later, while F
′(ξ) in(2.4) satisfy

[F ′(ξ)]2 = PF 4(ξ) +QF 2(ξ) + R, (2.5)

and hence holds for F (ξ)






F ′F ′′ = 2PF 3F ′ +QFF ′,
F ′′ = 2PF 3 +QF,
F ′′′ = 6PF 2F ′ +QF ′,
. . .

(2.6)

where P,Q, and R are constants.
Step 3. The positive integer N can be determined by considering the homogeneous balance
between the highest derivative term and the nonlinear terms appearing in (2.3). Therefore,
we can get the value of N in (2.4).
Step 4. Substituting (2.4) into (2.3) with the condition (2.5), we obtain polynomial in
F i(ξ)[F ′(ξ)]j , (i = 0± 1,±2, ..., j = 0, 1) . Setting each coefficient of this polynomial to be
zero yields a set of algebraic equations for a0, a1, ..., aN , μ and ω .
Step 5. Solving the algebraic equations with the aid of Maple we have a0, a1, ..., aN , μ and
ω can be expressed by (P,Q,R) . Substituting these results into F-expansion (2.4), then a
general form of traveling wave solution of Eq. (2.1) can be obtained.
Step 6. Since the general solutions of (2.4) have been well known for us Choose properly
( P,Q and R .) in ODE (2.5) such that the corresponding solution F (ξ) of it is one of
Jacobi elliptic functions. (See Appendices A,B and C .)[45, 46, 47]

3
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3 New Exact Wave Solutions of Eq. (1.2)

Taking the Hermite transform, white noise theory, and F-expansion method to explore new
exact wave solutions for Eq.(1.2). Applying Hermite transform to Eq.(1.2), we get the
deterministic equation.






Ũt(t, x, y, z) + Φ̃1(t, z)Ũ(t, x, y, z)Ṽx(t, x, y, z) + Φ̃2(t, z)Ṽ (t, x, y, z)Ũx(t, x, y, z)

+Φ̃3(t, z)Ũxxx(t, x, y, z) = 0,

Ũx(t, x, y, z) + Ṽy(t, x, y, z) = 0,

(3.1)

where z = (z1, z2, ...) ∈ (CN) is a vector parameter. To look for the travelling wave so-
lution of Eq.(3.1), we make the transformations Φ̃1(t, z) := φ1(t, z) , Φ̃2(t, z) := φ2(t, z) ,

Φ̃3(t, z) := φ3(t, z) , Ũ(t, x, y, z) := u(t, x, y, z) = u(ξ(t, x, y, z)) and Ṽ (t, x, y, z) := v(t, x, y, z) =
v(ξ(t, x, y, z)) with

ξ(t, x, y, z) = kx+ ly + μ

∫ t

0

ω(τ, z)dτ + c,

where k, μ and c are arbitrary constants which satisfy kμ 6= 0 , ω(τ, z) is a nonzero func-
tion of the indicated variables to be determined later. Hence, Eq.(3.1) can be transformed
into the following (ODE).

{
μωu

′
+ kφ1uv

′
+ kφ2vu

′
+ k3φ3u

′′′
= 0,

ku
′
+ lv

′
= 0,

(3.2)

where the prime denote to the differential with respect to ξ . In view of F-expansion method,
the solution of Eq. (3.1), can be expressed in the form.

{
u(t, x, y, z) = u(ξ) = ΣNi=1aiF

i(ξ),
v(t, x, y, z) = v(ξ) = ΣMi=1biF

i(ξ),
(3.3)

where ai and bi are constants to be determined later. considering homogeneous balance
between the highest order nonlinear terms and the highest order partial derivative of u in
(3.2), then we can obtain N =M = 2 so (3.3) can be rewritten as following

{
u(t, x, y, z) = a0 + a1F (ξ) + a2F

2(ξ),
v(t, x, y, z) = b0 + b1F (ξ) + b2F

2(ξ),
(3.4)

where a0, a1, a2, b0, b1 and b2 are constants to be determined later. Substituting (3.4)
with the conditions (2.5),(2.6) into (3.2) and collecting all terms with the same power of

4
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F i(ξ)[F ′(ξ)]j , (i = 0± 1,±2, ..., j = 0, 1) . as following






[μωa1 + ka0b1φ1 + ka1b0φ2 + k
3a1φ3Q]F

′

+[2μωa2 + 2ka0b2φ1 + ka1b1φ1 + 2ka2b0φ2 + ka1b1φ2 + 8k
3a2φ3Q]FF

′

+k[2a1b2φ1 + a2b1φ1 + 2a2b1φ2 + a1b1φ2 + 6k
2a1φ3P ]F

2F
′

+2ka2[b2φ1 + b2φ2 + 12k
2φ3P ]F

2F
′
= 0,

(ka1 + lb1)F
′
+ 2[ka2 + lb2]FF

′
= 0.

(3.5)

Setting each coefficients of F i(ξ)[F ′(ξ)]j to be zero, we get a system of algebraic equations
which can be expressed by.






μωa1 + ka0b1φ1 + ka1b0φ2 + k
3a1φ3Q = 0,

2μωa2 + 2ka0b2φ1 + ka1b1φ1 + 2ka2b0φ2 + ka1b1φ2 + 8k
3a2φ3Q = 0,

k[2a1b2φ1 + a2b1φ1 + 2a2b1φ2 + a1b1φ2 + 6k
2a1φ3P ] = 0,

2ka2[b2φ1 + b2φ2 + 12k
2φ3P ] = 0,

ka1 + lb1 = 0,

2[ka2 + lb2] = 0.

(3.6)

with solving by Maple to get the following coefficients






a2 = b2 = 0, a0 , b0 = arbitrary constant,

a1 =
6lkφ3(t,z)P
φ2(t,z)

,

b1 = −
6k2φ3(t,z)P
φ2(t,z)

,

ω = k2a0φ1(t,z)−lk[b0φ2(t,z)+k2φ3(t,z)Q]
lμ

.

(3.7)

Substituting by coefficient (3.7) into (3.4) yields general form solutions of Eq. (1.2).

u(t, x, y, z) = a0 +
6lkφ3(t, z)P

φ2(t, z)
F (ξ), (3.8)

v(t, x, y, z) = b0 −
6k2φ3(t, z)P

φ2(t, z)
F (ξ), (3.9)

with

ξ(t, x, y, z) = kx+ ly +

∫ t

0

k2a0φ1(τ, z)− lk[b0φ2(τ, z) + k2φ3(τ, z)Q]
l

dτ.
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From Appendix A, we give the special cases as following.

Case I:
If we take P = 1

4
, Q = m2−2

2
and R = m2

4
, we have F (ξ)→ ns(ξ)± ds(ξ) ,

u1(t, x, y, z) = a0 +
3lkφ3(t, z)

2φ2(t, z)

[

ns (ξ1(t, x, y, z))± ds (ξ1(t, x, y, z))

]

, (3.10)

v1(t, x, y, z) = b0 −
3k2φ3(t, z)

2φ2(t, z)

[

ns (ξ1(t, x, y, z))± ds (ξ1(t, x, y, z))

]

, (3.11)

with

ξ1(t, x, y, z) = kx+ ly +

∫ t

0

{
2k2a0φ1(τ, z)− lk[2b0φ2(τ, z) + k2φ3(τ, z)(m2 − 2)]

2l

}

dτ.

In the limit case when m→ o , we have ns(ξ)±ds(ξ)→ 2 csc(ξ) , thus (3.10),(3.11) become.

u2(t, x, y, z) = a0 +
3lkφ3(t, z)

φ2(t, z)
csc (ξ2(t, x, y, z)), (3.12)

v2(t, x, y, z) = b0 −
3k2φ3(t, z)

φ2(t, z)
csc (ξ2(t, x, y, z)), (3.13)

with

ξ2(t, x, y, z) = kx+ ly +

∫ t

0

{
k2a0φ1(τ, z)− lk[b0φ2(τ, z)− k2φ3(τ, z)]

l

}

dτ.

In the limit case when m → 1 we have ns(ξ) ± ds(ξ → coth(ξ) ± (ξ) , thus (3.10).(3.11)
become.

u3(t, x, y, z) = a0 +
3lkφ3(t, z)

2φ2(t, z)

[

coth ξ3(t, x, y, z)± (ξ3(t, x, y, z))

]

, (3.14)

v3(t, x, y, z) = b0 −
3k2φ3(t, z)

2φ2(t, z)

{

[coth ξ3(t, x, y, z)± (ξ3(t, x, y, z))

]

, (3.15)

with

ξ3(t, x, y, z) = kx+ ly +

∫ t

0

{
2k2a0φ1(τ, z)− lk[2b0φ2(τ, z)− k2φ3(τ, z)]

2l

}

dτ.

6
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Case II:
If we take P = 1, Q = −(1 +m2) and R = m2 , then F (ξ)→ ns(ξ) ,

u4(t, x, y, z) = a0 +
6lkφ3(t, z)

φ2(t, z)
ns (ξ4(t, x, y, z)), (3.16)

v4(t, x, y, z) = b0 −
6k2φ3(t, z)

φ2(t, z)
ns (ξ4(t, x, y, z)), (3.17)

with

ξ4(t, x, y, z) = kx+ ly +

∫ t

0

{
2k2a0φ1(τ, z)− lk[2b0φ2(τ, z) + k2φ3(τ, z)(m2 − 2)]

l

}

dτ.

In the limit case when m→ o we have ns(ξ)± ds(ξ)→ csc(ξ) , thus (3.10),(3.11) become.

u5(t, x, y, z) = a0 +
6lkφ3(t, z)

φ2(t, z)
csc (ξ2(t, x, y, z)), (3.18)

v5(t, x, y, z) = b0 −
6k2φ3(t, z)

φ2(t, z)
csc (ξ2(t, x, y, z)). (3.19)

In the limit case when m→ 1 we have ns(ξ)→ coth(ξ) , thus (3.10).(3.11) become.

u6(t, x, y, z) = a0 +
6lkφ3(t, z)

2φ2(t, z)
coth (ξ5(t, x, y, z)), (3.20)

v6(t, x, y, z) = b0 −
6k2φ3(t, z)

2φ2(t, z)
coth (ξ5(t, x, y, z)), (3.21)

with

ξ5(t, x, y, z) = kx+ ly +

∫ t

0

{
k2a0φ1(τ, z)− lk[b0φ2(τ, z)− 2k2φ3(τ, z)]

l

}

dτ.

Case III:
If we take P = 1, Q = (2−m2) and R = 1−m2 , then F (ξ)→ cs(ξ) ,

u7(t, x, y, z) = a0 +
6lkφ3(t, z)

φ2(t, z)
cs (ξ6(t, x, y, z)), (3.22)

7
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v7(t, x, y, z) = b0 −
6k2φ3(t, z)

φ2(t, z)
cs (ξ6(t, x, y, z)), (3.23)

with

ξ6(t, x, y, z) = kx+ ly +

∫ t

0

{
k2a0φ1(τ, z)− lk[2b0φ2(τ, z) + k2φ3(τ, z)(2−m2)]

l

}

dτ.

In the limit case when m→ o we have cs(ξ)→ cot(ξ) , thus (3.10),(3.11) become.

u8(t, x, y, z) = a0 +
6lkφ3(t, z)

φ2(t, z)
cot (ξ7(t, x, y, z)), (3.24)

v8(t, x, y, z) = b0 −
6k2φ3(t, z)

φ2(t, z)
cot (ξ7(t, x, y, z)), (3.25)

ξ7(t, x, y, z) = kx+ ly +

∫ t

0

{
k2a0φ1(τ, z)− lk[b0φ2(τ, z) + 2k2φ3(τ, z)]

l

}

dτ.

In the limit case when m→ 1 we have cs(ξ)→ (ξ) , thus (3.10).(3.11) become.

u9(t, x, y, z) = a0 +
6lkφ3(t, z)

φ2(t, z)
(ξ8(t, x, y, z)), (3.26)

v9(t, x, y, z) = b0 −
6k2φ3(t, z)

φ2(t, z)
(ξ8(t, x, y, z)), (3.27)

with

ξ8(t, x, y, z) = kx+ ly +

∫ t

0

{
k2a0φ1(τ, z)− lk[b0φ2(τ, z) + k2φ3(τ, z)]

l

}

dτ.

Obviously, there are another solutions for Eq.(1.2). These solutions come from setting dif-
ferent values for the coefficients P,Q and R . (see Appendix A, B and C.)[46, 47]. The
above mentioned cases are just to clarify how far our technique is applicable.

4 White Noise Functional Solutions of Eq.(1.2)

In this section, we employ the results of the Section 3 by using Hermite transform to
obtain exact white noise functional solutions for Wick-type stochastic (2+1)-dimensional
coupled KdV equations (1.2). The properties of exponential and trigonometric functions
yield that there exists a bounded open set G ⊂ R+×R2, ρ <∞, λ > 0 such that the so-
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lution u(t, x, y, z) of Eq. (3.1) and all its partial derivatives which are involved in Eq. (3.1)
are uniformly bounded for (t, x, y, z) ∈ G×Kρ(λ) , continuous with respect to (t, x, y) ∈ G
for all z ∈ Kρ(λ) and analytic with respect to z ∈ Kρ(λ) , for all (t, x, y) ∈ G . From
Theorem 4.1.1 in [21], there exists U(t, x, y, z) ∈ (S)−1 such that u(t, x, y, z) = Ũ(t, x, y)(z)
for all (t, x, y, z) ∈ G×Kρ(λ) and U(t, x, y) solves Eq.(1.2) in (S)−1. Hence, by applying
the inverse Hermite transform to the results of Section 3, we get exact white noise functional
solutions of Eq. (1.2) as follows.

• White noise functional solutions of JEF type:

U1(t, x, y) = a0 +
3lkΦ3(t)

2Φ2(t)
�

[

ns� (Ξ1(t, x, y))± ds
� (Ξ1(t, x, y))

]

, (4.1)

V1(t, x, y) = b0 −
3k2Φ3(t)

2Φ2(t)
�

[

ns� (Ξ1(t, x, y))± ds
� (Ξ1(t, x, y))

]

, (4.2)

U2(t, x, y) = a0 +
6lkΦ3(t)

Φ2(t)
� ns� (Ξ2(t, x, y)), (4.3)

V2(t, x, y) = b0 −
6k2Φ3(t)

Φ2(t)
� ns� (Ξ2(t, x, y)), (4.4)

U3(t, x, y) = a0 +
6lkΦ3(t)

Φ2(t)
� cs� (Ξ3(t, x, y)), (4.5)

V3(t, x, y) = b0 −
6k2Φ3(t)

Φ2(t)
� cs� (Ξ3(t, x, y)), (4.6)

with

Ξ1(t, x, y) = kx+ ly +

∫ t

0

{
2k2a0Φ1(τ)− lk[2b0Φ2(τ) + k2φ3(τ)(m2 − 2)]

2l

}

dτ,

Ξ2(t, x, y) = kx+ ly +

∫ t

0

{
2k2a0Φ1(τ)− lk[2b0Φ2(τ) + k2Φ3(τ)(m2 − 2)]

l

}

dτ,

9
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Ξ3(t, x, y) = kx+ ly +

∫ t

0

{
k2a0Φ1(τ)− lk[2b0Φ2(τ) + k2Φ3(τ)(2−m2)]

l

}

dτ.

• White noise functional solutions of trigonometric type:

U4(t, x, y) = a0 +
3lkΦ3(t)

Φ2(t)
� csc� (Ξ4(t, x, y)), (4.7)

V4(t, x, y) = b0 −
3k2Φ3(t)

Φ2(t)
� csc� (Ξ4(t, x, y)), (4.8)

U5(t, x, y) = a0 +
6lkΦ3(t)

Φ2(t)
� csc� (Ξ4(t, x, y)), (4.9)

V5(t, x, y) = b0 −
6k2Φ3(t)

Φ2(t)
� csc� (Ξ4(t, x, y)), (4.10)

U6(t, x, y) = a0 +
6lkΦ3(t)

Φ2(t)
� cot� (Ξ5(t, x, y)), (4.11)

V6(t, x, y) = b0 −
6k2Φ3(t)

Φ2(t)
� cot� (Ξ5(t, x, y)), (4.12)

with

Ξ4(t, x, y) = kx+ ly +

∫ t

0

{
k2a0Φ1(τ)− lk[b0Φ2(τ)− k2Φ3(τ)]

l

}

dτ,

Ξ5(t, x, y) = kx+ ly +

∫ t

0

{
k2a0Φ1(τ)− lk[b0Φ2(τ) + 2k2Φ3(τ)]

l

}

dτ.

• White noise functional solutions of hyperbolic type:

U7(t, x, y) = a0 +
3lkΦ3(t)

2Φ2(t)
�

[

coth�(Ξ6(t, x, y))±
� (Ξ6(t, x, y))

]

, (4.13)

V7(t, x, y) = b0 −
3k2Φ3(t)

2Φ2(t)
�

[

coth�(Ξ6(t, x, y))±
� (Ξ6(t, x, y))

]

, (4.14)

10
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U8(t, x, y) = a0 +
6lkΦ3(t)

2Φ2(t)
� coth� (Ξ7(t, x, y)), (4.15)

V8(t, x, y) = b0 −
6k2Φ3(t)

2Φ2(t)
� coth� (Ξ7(t, x, y)), (4.16)

U9(t, x, y) = a0 +
6lkΦ3(t)

Φ2(t)
� � (Ξ8(t, x, y)), (4.17)

V9(t, x, y) = b0 −
6k2Φ3(t)

Φ2(t)
� � (Ξ8(t, x, y)), (4.18)

with

Ξ6(t, x, y) = kx+ ly +

∫ t

0

{
2k2a0Φ1(τ)− lk[2b0Φ2(τ)− k2Φ3(τ)]

2l

}

dτ,

Ξ7(t, x, y) = kx+ ly +

∫ t

0

{
k2a0Φ1(τ)− lk[b0Φ2(τ)− 2k2Φ3(τ)]

l

}

dτ,

Ξ8(t, x, y) = kx+ ly +

∫ t

0

{
k2a0Φ1(τ)− lk[b0Φ2(τ) + k2Φ3(τ)]

l

}

dτ.

We observe that, for different forms of Φ1,Φ2 and Φ3 , we can get different exact white
noise functional solutions of Eq. (1.2) from Eqs. (4.1)-(4.18).

5 Example

It is well known that Wick version of function is usually difficult to evaluate. So, in this
section, we give non-Wick version of solutions of Eq. (1.2). Let Wt = Ḃt be the Gaussian

white noise, where Bt is the Brownian motion. We have the Hermite transform W̃t(z) =∑∞
i=1 zi

∫ t
0
ηi(s)ds [21]. Since exp

�(Bt) = exp(Bt − t2

2
), we have cot�(Bt) = cot(Bt − t2

2
) ,

csc�(Bt) = csc(Bt − t2

2
) , coth�(Bt) = coth(Bt − t2

2
) and �(Bt) = (Bt − t2

2
). Suppose

that. Φ1(t) = ψ1Φ3(t),Φ2(t) = ψ2Φ3(t) and Φ3(t) = Γ(t) + ψ3Wt where ψ1, ψ2 and ψ3
are arbitrary constants and Γ(t) is integrable or bounded measurable function on R+ .
Therefore, for Φ1(t)Φ2(t)Φ3(t) 6= 0 . thus exact white noise functional solutions of Eq. (1.2)
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are as follows.

U10(t, x, y) = a0 +
3lk

ψ2
csc (Ω1(t, x, y)), (5.1)

V10(t, x, y) = b0 −
3k2

ψ2
csc (Ω1(t, x, y)), (5.2)

U11(t, x, y) = a0 +
6lk

ψ2
cscΩ1(t, x, y), (5.3)

V11(t, x, y) = b0 −
6k2

ψ2
csc (Ω1(t, x, y)), (5.4)

U12(t, x, y) = a0 +
6lk

ψ2
cot (Ω2(t, x, y)), (5.5)

V12(t, x, y) = b0 −
6k2

ψ2
cot (Ω2(t, x, y)), (5.6)

with

Ω1(t, x, y) = kx+ ly +
(k2a0ψ1 − lk[b0ψ2 − k2]

l

)
{∫ t

0

Γ(τ)dτ + ψ3[Bt −
t2

2
]

}

,

Ω2(t, x, y) = kx+ ly +
(k2a0ψ1 − lk[b0ψ2 + 2k2]

l

)
{∫ t

0

Γ(τ)dτ + ψ3[Bt −
t2

2
]

}

,

and

U13(t, x, y) = a0 +
3lk

2ψ2

[

coth (Ω3(t, x, y))± (Ω3(t, x, y))

]

, (5.7)

V13(t, x, y) = b0 −
3k2

2ψ2

[

coth (Ω2(t, x, y))± (Ω3(t, x, y))

]

, (5.8)

U14(t, x, y) = a0 +
6lk

2ψ2
coth (Ω4(t, x, y)), (5.9)

12

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

628 Ghany 617-633



V14(t, x, y) = b0 −
6k2

2ψ2
coth (Ω4(t, x, y)), (5.10)

U15(t, x, y) = a0 +
6lk

ψ2
(Ω5(t, x, y)), (5.11)

V15(t, x, y) = b0 −
6k2

ψ2
(Ω5(t, x, y)), (5.12)

with

Ω3(t, x, y) = kx+ ly +
(2k2a0ψ1 − lk[2b0ψ2 − k2]

2l

)
{∫ t

0

Γ(τ)dτ + ψ3[Bt −
t2

2
]

}

,

Ω4(t, x, y) = kx+ ly +
(k2a0ψ1 − lk[b0ψ2 − 2k2]

l

)
{∫ t

0

Γ(τ)dτ + ψ3[Bt −
t2

2
]

}

,

Ω5(t, x, y) = kx+ ly +
(k2a0ψ1 − lk[b0ψ2 + k2]

l

)
{∫ t

0

Γ(τ)dτ + ψ3[Bt −
t2

2
]

}

.

6 Conclusion

We have discussed the solutions of (SPDEs) driven by Gaussian white noise. There is a
unitary mapping between the Gaussian white noise space and the Poisson white noise space.
This connection was given by Benth and Gjerde [2]. By the aid of this connection, we can
derive some stochastic exact soliton solutionsfor our problem. In this paper, using Hermite
transformation, white noise theory and F-expansion method, we study the white noise func-
tional solutions of the Wick-type stochastic (2+1)-dimensional coupled KdV equations. This
paper shows that the F-expansion method is sufficient to solve many stochastic nonlinear
equations in mathematical physics. The method which we have proposed in this paper is
standard, direct and computerized method, which allows us to do complicated and tedious
algebraic calculation. It is shown that the algorithm can be also applied to other nonlin-
ear (PDEs) in mathematical physics such as modified Hirota-Satsuma coupled KdV, KdV-
Burgers, modified KdV Burgers, Sawada-Kotera, Zhiber-Shabat equations and Benjamin-
Bona-Mahony equations. Since the equation (1.2) has other solutions if select other values
of P,Q and R (see Appendices A, B, C), and there are many other of exact solutions for
wick-type stochastic (2+1)-dimensional coupled KdV equations.
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Appendix A. The ODE and Jacobi Elliptic Functions
Relation between values of ( P , Q , R ) and corresponding F (ξ) in ODE.

(F ′)2(ξ) = PF 4(ξ) +QF 2(ξ) + R,

P Q R F (ξ)

m2 −1−m2 1 snξ, cdξ = cnξ
dnξ

−m2 2m2 − 1 1−m2 cnξ

−1 2−m2 m2 − 1 dnξ

1 −1−m2 m2 nsξ = 1
snξ , dcξ =

dnξ
cnξ

1−m2 2m2 − 1 −m2 ncξ = 1
cnξ

m2 − 1 2−m2 −1 ndξ = 1

dnξ

1−m2 2−m2 1 scξ = snξcnξ

−m2(1−m2) 2m2 − 1 1 sdξ = snξ
dnξ

1 2−m2 1−m2 csξ = cnξsnξ

1 2m2 − 1 −m2(1−m2) dsξ = dnξsnξ
m4

4
m2−2
2

1
4

snξ
1±dnξ

, cnξ
√
1−m2±dnξ

m2

4
m2−2
2

m2

4
snξ ± icnξ, dnξ

i
√
1−m2snξ±cnξ ,

msnξ
1±dnξ

1
4

1−2m2

2
1
4

nsξ ± csξ, cnξ
√
1−m2snξ±dnξ

, snξ
1±cnξ ,

m2−1
4

m2+1
2

m2−1
4

dnξ
1±msnξ

1−m2

4
m2+1
2

1−m2

4
ncξ ± iscξ cnξ

1±snξ
−1
4

m2+1
2

−(1−m2)2

4
mcnξ ± dnξ

1
4

m2+1
2

(1−m2)2

4
snξ

cnξ±dnξ
1
4

m2−2
2

m2

4
nsξ ± dsξ

Appendix B.
the jacobi elliptic functions degenerate into trigonometric functions when m→ 0.

snξ → sin ξ, cnξ → cos ξ, dnξ → 1, scξ → tan ξ, sdξ → sin ξ, cdξ → cos ξ,
nsξ → csc ξ, ncξ → sec ξ, ndξ → 1, csξ → cot ξ, dsξ → csc ξ, dcξ → sec ξ.
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Appendix C.
the jacobi elliptic functions degenerate into hyperbolic functions when m→ 1.

snξ → tan ξ, cnξ → ξ, dnξ → ξ, scξ → sinh ξ, sdξ → sinh ξ, cdξ → 1,
nsξ → coth ξ, ncξ → cosh ξ, ndξ → cosh, csξ → ξ, dsξ → ξ, dcξ → 1.
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Abstract
This paper is devoted to give exact solutions of the variable coefficient fractional Zhiber -Shabat

equation with space-time-fractional derivatives. Moreover, by using the Hermite transform and the
homogeneous balance principle, the white noise functional solutions for the Wick-type stochastic
fractional Zhiber-Shabat equation are explicitly shown. Detailed computations and implemented
examples are explicitly provided.

Keywords: Fractional Zhiber-Shabat equations; White noise; Stochastic; Hermite transform.

MSC: 60H30; 60H15; 35R60

1 Introduction

The main task of this paper is to explore exact solutions for the following fractional Zhiber-Shabat
equation with variable coefficients:

∂xα1∂tα2u+ p(t)e
u + q(t)e−u + r(t)e−2u = 0 (1.1)

where ∂xα1 , ∂tα2 (0 < α1, α2 < 0) are the modified Riemann-Liouville fractional derivatives defined
by Jumarie [6] and q(t), p(t) and r(t) are bounded measurable or integrable functions on R+ .
Random waves is an important subject of random fractional partial differential equations. Recently,
both mathematicians and physicists have devoted considerable effort to the study of explicit solu-
tions to nonlinear integer-order differential equation. In the past decades, an important progress
has been made in the research of the exact solutions of nonlinear partial differential equations
(PDEs). To seek various exact solutions of multifarious physical models described by nonlinear
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PDEs, various methods have been proposed. There are many authers studied this subject. Wadati
first introduced and studied the stochastic KdV equation and gave the diffusion of soliton of the
KdV equation under Gaussian noise in ([10]-[12]). Xie firstly researched Wick-type stochastic KdV
equation on white noise space and showed the auto-Bachlund transformation and the exact white
noise functional solutions in [14], furthermore, Chen and Xie ([1]-[3]) and Xie ([15]-[17]) researched
some Wick-type stochastic wave equations using white noise analysis method. Recently, Uǧurlu
and Kaya[9] gave the tanh function method, Wazzan [13] showed the modified tanh-coth method,
these methods have been applied to derive nonlinear transformations and exact solutions of non-
linear PDEs in mathematical physics. If Eqn.(1.1) is considered in random environment, we can
get random fractional Zhiber-Shabat equation with space-fractional derivatives. In order to give
the exact solutions of random fractional Zhiber-Shabat equation with space-fractional derivatives,
we only consider this problem in white noise environment. Wick-type stochastic generalized frac-
tional Zhiber-Shabat equations with space-fractional derivatives is the perturbation of Eqn.(1.1)
by random force W (t) �R�(U,Uxt) , which represented by:

∂xα1∂tα2U + P (t) � e
�U +Q(t) � e�(−U) +R(t)e�(−2U) =W (t) �R�(U,Uxα1 tα2 ) (1.2)

where W (t) is Gaussian white noise, i.e., W (t) = B
.
(t) and B(t) is a Brownian motion, R(u, uxα1 tα2 )

= −β1∂xα1∂tα2u − β2eu − β3e−u − β4e−2u is a functional of u, ∂xα1∂tα2u := ∂α1+α2u
∂xα1∂xα2 = uxα1xα2

for some constants β1, ..., β4 and R
� is the Wick version of the functional R. ” � ” is the Wick

product on the Kondratiev distribution space (S)−1 and P (t), Q(t) and R(t) are white noise
functionals. Eqn.(1.2) can be seen as the perturbation of the coefficients p(t), q(t) and r(t) of
Eqn.(1.1) by white noise functionals.

This paper is devoted to give white noise functional solution for Wick-type stochastic general-
ized fractional Zhiber-Shabat equations with space-fractional derivatives. Moreover, the Hermite
transform and the homogenous balance principle are employed to find the exact solution for stochas-
tic fractional Zhiber-Shabat equation with variable coefficient. Finally, implemented examples are
explicitly shown.

2 Preliminaries

There are different definitions for fractional derivatives, for more details (see [5, 6]). In our paper
we use the modified Riemann-Liouville derivative defined by Jumarie [6]:

Dαxf(x) =






1

Γ(1− α)

∫ x
0 (x− y)

−α−1[f(y)− f(0)]dy, α < 0,

1

Γ(1− α)
d

dx

∫ x
0 (x− y)

−α[f(y)− f(0)]dy, 0 < α < 1,
[
f (α−n)(x)

](n)
, n ≤ α < n+ 1, n ∈ N

(2.1)

which has merits over the original one, for example, the α-order derivative of a constant is zero.
Some properties of the modified Riemann-Liouville derivative were summarized in [5] , three useful

2
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formulas of them are





Dαxx
β =

Γ(1 + β)

Γ(1 + β − α)
xβ−α, β > 0,

Dαx (u(x)v(x)) = u(x)D
α
xv(x) + v(x)D

α
xu(x),

Dαx [f(u(x)] =
df

du
Dαxu(x) =

(
du

dx

)α
Dαuf(u).

(2.2)

Now, we outline the main idea of the modified fractional sub-equation method. Many authors
considered nonlinear FPDE, say, in two variables

F (u, ux, ut, D
α
xu,D

α
t u, ...) = 0, 0 < α ≤ 1 (2.3)

where F is a nonlinear function with respect to the indicated variables. To determine the solution
u = u(x, t) explicitly, we first introduce the following transformation

u = u(ξ), ξ = ξ(x, t) (2.4)

which converts Eq.(2.3) into a fractional ordinary differential equation

G(u, u′, u′′, Dαξ u,D
2α
ξ u, ...) = 0. (2.5)

Next we introduce a new variable Y = Y (ξ) which is a solution of the fractional Riccati equation

Dαξ Y = h0 + h1Y + h2Y
2, 0 < α ≤ 1, (2.6)

where h0, h1 and h2 are arbitrary constants. Eq.(2.6) is the fractional Riccati differential equation,
where α is a parameter describing the order of the fractional derivative. In the case of α = 1 Eq.(2.6)
is reduced to the classical Riccati differential equation. The importance of this equation usually
arises in the optimal control problems. The feed back gain of the linear quadratic optimal control
depends on a solution of a Riccati differential equation which has to be found for the whole time
horizon of the control process [18, 19]. Then we propose the following series expansion as a solution
of Eq.(2.3)

u(x, t) = u(ξ) =
n∑

k=0

ak(x, t)Y
k(ξ) +

n∑

k=1

bk(x, t)Y
−k(ξ), (2.7)

where ak(k = 0, 1, ..., n), bk(k = 1, ..., n) are functions to be determined later and n is a positive
integer which can be determined via the balancing of the highest derivative term with the nonlinear
term in equation Eq.(2.5). Inserting Eq.(2.7) into Eq.(2.5) and using Eq.(2.6) will give an algebraic
equation in powers of Y . Since all coefficients of Y k must vanish, this will give a system of algebraic
equations with respect to ak and bk . With the aid of Mathematica, we can determine ak and bk .
According to the recent paper by Zhang et al. [19], we can deduce the following set of solutions of
Eq.(2.6).






Y1(ξ) = Eα(ξ)− 1, h0 = h1 = 1, h2 = 0,

Y2(ξ) = cothα(ξ)± cschα(ξ), Y3(ξ) = tanhα(ξ)± i sechα(ξ), h0 = −h2 = 1
2 , h1 = 0,

Y4(ξ) =
1
2 tanα(2ξ), Y5(ξ) =

1
2 cotα(2ξ), h0 =

1
4h2 = 1, h1 = 0,

(2.8)

3
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with the generalized hyperbolic and trigonometric functions

tanhα(x) =
sinhα(x)

coshα(x)
, cothα(x) =

coshα(x)

sinhα(x)
, cschα(x) =

1

sinhα(x)
, sechα(x) =

1

coshα(x)
,

sinhα(x) =
Eα(x

α)− Eα(−xα)
2

, coshα(x) =
Eα(x

α) + Eα(−xα)
2

, tanα(x) =
sinα(x)

cosα(x)
,

cotα(x) =
cosα(x)

sinα(x)
, sinα(x) =

Eα(ix
α)− Eα(−ixα)
2i

, cosα(x) =
Eα(ix

α) + Eα(−ixα)
2

,

defined by the Mittag-Leffler function Eα(y) =
∑∞
j=0

yj

Γ(1 + jα)
. For more details about the gener-

alized exponential, hyperbolic and trigonometric functions see [8].

3 Exact Solutions of Eqn. (1.2).

Many authors considered nonlinear equations of the form

P (u, ut, ux, uxt, uxx, uxxx, ...) = 0 (3.1)

where P is a nonlinear function with respect to the indicated variables. Introducing the one wave
variable ζ = x− ct carry out the two independent partial differential equation (3.1) into an ODE

N(u, u′, u′′, u′′′, ...) = 0 (3.2)

Equation (3.2) is then integrated as long as all terms contain derivatives. The tanh technique is
based on the priori assumption that the travelling wave solutions can be expressed in terms of the
tanh function [7]. We therefor introduce a new independent variable

Y = tanh(μζ)

that leads to the change of derivatives:

d

dζ
= μ(1− Y 2)

d

dY
,

d2

dζ2
= μ2(1− Y 2)(−2Y

d

dY
+ (1− Y 2

d2

dY 2
))

The solution can be proposed by the tanh method as a finite power series in Y in the form:

u(μζ) = S(Y ) =
M∑

k=0

akY
k, (3.3)

limiting them to solitary and shock wave profiles. However, the extended tanh method admits the
use of the finite expansion

u(μζ) = S(Y ) =
M∑

k=0

akY
k +

M∑

k=1

akY
−k, (3.4)

4
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where M is a positive integer, in most cases, that will be determined. Expansion (3.4) reduces to
the standard tanh method [7] for ak = 0, 1 6 k 6 M . Substituting (3.3) or (3.4) into the ODE
(3.2) results in an algebraic equation in powers of Y. In this section, we will give exact solutions of
Eqn(3.2). Taking the Hermite transform of Eqn.(3.2), we get

∂xα1∂tα2 Ũ(x, t, z) + λ2(t, z)e
Ũ(x,t,z) + λ2(t, z)e

−Ũ(x,t,z) + λ3(t, z)e
−2Ũ(x,t,z) = 0 (3.5)

where z = (z1, z2, ...) ∈ CN is a parameter. Using the transformation

ζ =
μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
,

that will carry out Eqn.(3.5) into

λ1Ũζζ + λ2(t, z)e
Ũ(ζ,z) + λ3(t, z)e

−Ũ(ζ,z) + λ4(t, z)e
−2Ũ(ζ,z) = 0. (3.6)

where, λ1 = μν, λ2 =: λ2(t, z) =
1
1+β1
{P̃ (t, z)+β2}, λ3 =: λ3(t, z) = 1

1+β1
{Q̃(t, z)+β3} and

λ4 =: λ4(t, z) =
1
1+β1
{R̃(t, z) + β4} . Denote u(ζ, z) = Ũ(ζ, z) and assume that the solutions of

(3.6) is the form

u(ζ, z) =
∂2F (φ(ζ, z))

∂ζ2
+ V (ζ, z)

Let v(ζ, z) = eu(ζ,z) , then Eqn.(3.6) becomes

λ1{vv
′′ − v′2}+ λ2v

3 + λ3v + λ4 = 0; (3.7)

Considering the homogeneous balance between vv′′ and v3 in (3.7), gives M=2, hence we set the
tanh-coth assumption by

v(x, t, z) = S(Y ) = a0(t, z) + a1(t, z)Y (ζ) + a2(t, z)Y
2(ζ) + b1(t, z)Y

−1(ζ) + b2(t, z)Y
−2(ζ) (3.8)

where Y (ζ) satisfies the Riccati equation

Y ′ = c1 + c2Y + c3Y
2, (3.9)

and c1, c2, c3 are constant to be prescribed later. By virtue of (3.8) and (3.9) with observation of
the linear independence of Y n(n = −6,−5, ..., 6) , Eqn.(3.7) implies the following system of linear
equations
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




λ4 + λ3a0 + λ2[a0(a
2
0 + 2a1b1 + 2a2b2) + a1(2a0b1 + 2a1b2) + a2(b

2
1 + 2a0b2)+

b1(2a0a1 + 2a2b1) + b2(a
2
1 + 2a0a2)] + λ1[D0a0 +D8a1 +D7a2 +D1b1 +D2b2 − (a1c1 − b1c3)

2+

(a1c2 + 2a2c1)(b1c2 + 2b2c3) + (a1c3 + 2a2c2)(b1c1 + 2b2c2) + 4a2c3b2c1] = 0;

λ3a1 + λ2[a0(2a0a1 + 2a2b1) + a1(a
2
0 + 2a1b1 + 2a2b2) + a2(2a0b1 + 2a1b2)+

b1(a
2
1 + 2a0a2) + 2a1a2b2] + λ1[D0a1 +D1a0 +D8a2 +D2b1 +D3b2

−(a1c1 − b1c3)(a1c2 + 2a2c1) + (a1c3 + 2a2c2)(b1c2 + 2b2c3)] = 0;

λ3a2 + λ2[a0(a
2
1 + 2a0a2) + a1(2a0a1 + 2a2b1) + a2(a

2
0 + 2a1b1 + 2a2b2) + 2a1a2b1 + a

2
2b2]+

λ1[D2a0 ++D1a1 +D3b1 +D4b2 − (a1c1 − b1c3)(a1c3 + 2a2c2)

−(a1c2 + 2a2c1)2 + 2a2c3(b1c2 + 2b2c3)] = 0;

λ2[2a0a1a2 + a1(a
2
2 + 2a0a2) + a2(2a0a1 + 2a2b1) + b1a

2
2]+

λ1[D3a0 +D2a1 +D1a2 +D4b1 − 2a2c3(a1c1 − b1c3)− (a1c2 + 2a2c1)(a1c3 + 2a2c2)] = 0;

λ2[a0a
2
2 + 2a

2
1a2 + a2(a

2
1 + 2a0a2)] + λ1[D4a0 +D3a1 +D2a2 − 2a2c3(a1c2 + 2a2c1)

−(a1c3 + 2a2c2)2] = 0;

λ2[a1a
2
2 + 2a1a

2
2] + λ1[D4a1 +D3a2 − 2a2c3(a1c3 + 2a2c2)] = 0;

λ2[a
3
2] + λ1[D4a2 − 4a

2
2c
2
3] = 0;

λ3b2 + λ2[a0(b
2
1 + 2a0b2) + b1(2a0b1 + 2a1b2) + b2(a

2
0 + 2a1b1 + 2a2b2)+

2a1b1b2 + a2b
2
2] + λ1[D0b2 +D7a0 +D6a1 +D5a2 +D8b1 − (b1c2 + 2b2c3)

2+

2b2c1(a1c2 + 2a2c1) + (a1c1 − b1c3)(b1c1 + 2b2c2)] = 0;

λ3b1 + λ2[a0(2a0b1 + 2a1b2) + b1(a
2
0 + 2a1b1 + 2a2b2) + b2(2a0a1 + 2a2b1)+

a1(b
2
1 + 2a0b2) + 2a2b2b1] + λ1[D0b1 +D8a0 +D7a1 +D6a2+

D1b2 + (a1c1 − b1c3)(b1c2 + 2b2c3) + (a1c2 + 2a2c1)(b1c1 + 2b2c2)] = 0;

λ2[2a0b1b2 + b1(b
2
1 + 2a0b2) + b2(2a0b1 + 2a1b2) + a1b

2
2] + λ1[D6a0 +D5a1 +D7b1 +D8b2

+2b2c1(a1c1 − b1c3)− (b1c2 + 2b2c3)(b1c1 + 2b2c2)] = 0;

λ2[a0b
2
2 + 2a0b

2
1b2 + b2(b

2
1 + 2a0b2)] + λ1[D5a0 +D6b1 +D7b2 − 2b2c1(b1c2 + 2b2c3)

−(b1c1 + 2b2c2)2] = 0;

λ2[b1b
2
2 + 2a0b1b

2
2] + λ1[D5b1 +D6b2 − 2b2c1(b1c1 + 2b2c2)] = 0;

λ2[b
3
2] + λ1[D5b2 − 4b

2
2c
2
1] = 0.

where, D0 = c1(a1c2 + 2a2c1) + c3(b1c2 + 2b2c3) , D1 = c2(a1c2 + 2a2c1) + 2c1(a1c3 + 2a2c2) ,
D2 = c3(a1c2+2a2c1)+2c2(a1c3+2a2c2)+6a2c3c1 , D3 = 2c3(a1c3+2a2c2)+6a2c3c2 , D4 = 6a2c

2
3 ,

D5 = 6a2b2c
2
1 , D6 = 2c1(b1c1+2b2c2)+6b2c1c2 , D7 = c1(b1c2+2b2c3)+2c2(b1c1+2b2c2)+6b2c3c1 ,

and D8 = c2(b1c2+2b2c3)+2c3(b1c1+2b2c2) . In the remaining part of this section we will discuss
and solve our problem for some special cases for the Riccati equation as follows:

A. c1 = c2 = 1, c3 = 0 .

This choice for the constants implies that

Y1(ζ) = exp(ζ)− 1 (3.10)
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By the aid of Maple 12, the above system of equations can be solve for the following cases:

Case 1: λ4 = a1 = a2 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a0 = ±i
√
λ3
λ2
; b1 =

3
λ2±i

√
λ2λ3

;

b2 = −2λ1λ2 . By virtue of Eqn.(3.8), then Eqn.(3.5) have the solution

u1 = ln{±i

√
λ3
λ2
+

3

λ2 ± i
√
λ2λ3

×
1

exp( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1

−
2λ1

λ2(exp(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1)2
} (3.11)

Case 2: For λ4 = a1 = a2 = b1 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a0 = ±i
√
λ3
λ2
; b2 = −2λ1λ2 .

Eqn.(3.5) have the solution

u2 = ln{±i

√
λ3

λ2
−

2λ1

λ2(exp(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1)2
} (3.12)

B. c1 = −c3 = 0.5, c2 = 0 .

This choice for the constants implies that

Y2(ζ) = coth(ζ)± csch(ζ) (3.13)

or

Y3(ζ) = tanh(ζ)± isech(ζ) (3.14)

By the aid of Maple 12, the above system of equations can be solve for the following cases:

Case 3: λ4 = a0 = a1 = a2 = b1 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; b2 = − λ12λ2 . By virtue
of Eqn.(3.8), then Eqn.(3.5) have the solution

u3 = ln{−
λ1

2λ2(coth(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)± csch( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

))2
} (3.15)

or

u4 = ln{−
λ1

2λ2(tanh(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)± isech( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

))2
} (3.16)

Case 4: For λ4 = a0 = a1 = b1 = b2 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a2 = − λ12λ2 . Eqn.(3.5) have
the solution

u5 = ln{−
λ1

2λ2
(coth(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
))2} (3.17)

or

u6 = ln{−
λ1

2λ2
(tanh(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
))2} (3.18)
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4 White noise functional solutions of (1.2)

In this section, we will use Theorem 2.1 of Xie [17] for d = 1 to obtain white noise functional
solutions of Eqs.(1.2). The properties of hyperbolic functions yield that there exists a bounded
open set S ⊂ R+×R,m > 0 and n > 0 such that u(x, t, z), uxt(x, t, z) are uniformally bounded
for all (t, x, z) ∈ S × Km(n) , continuous with respect to (t, x) ∈ S for all z ∈ Km(n) and
analytic with respect to z ∈ Km(n) for all (t, x) ∈ S . Using Theorem 2.1 of Xie [17], there
exists a stochastic process U(t, x) such that the Hermite transformation of U(t, x) is u(t, x, z)
for all S × Km(n) , and U(t, x) is the solution of (1.2). This implies that U(t, x) is the inverse
Hermite transformation of u(t, x, z) . Hence, for Λ1Λ2Λ3 6= 0 the white noise functional solutions
of Eqn.(1.2) as follows:

U1(x, t) = ln
�{±i

√
Λ3(t)

Λ2(t)
+
3{exp�( μx

α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1}−1

Λ2(t)± i
√
Λ2(t)Λ3(t)

−

2μν

Λ2(t)
{exp�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)− 1}−2} (4.1)

U2(x, t) = ln
�{±i

√
Λ3(t)

Λ2(t)
−
2μν

Λ2(t)
{exp�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)− 1}−2} (4.2)

U3(x, t) = ln
�{−

μν

2Λ2(t)
{coth�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}−2} (4.3)

U4(x, t) = ln
�{−

μν

2Λ2(t)
{tanh�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}−2}(4.4)

U5(x, t) = ln
�{−

μν

2Λ2(t)
{coth�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}2} (4.5)

U6(x, t) = ln
�{−

μν

2Λ2(t)
{tanh�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}2} (4.6)

We observe that for different form of Λ2(t) and Λ3(t) , we can get different solutions of (1.2) from
(3.1)-(3.6).

5 Example and Concluding Remarks

Let B
.

t be the Gaussian white noise, where Bt is Brown motion. We have the Hermite trans-
form B̃

.
(t, z) =

∑∞
k=1 zk

∫ t
0 ηk(s)ds . Science exp

�(Bt) = exp(Bt − t2/2) , we have tanh�(Bt) =
tanh(Bt − t2/2) , coth�(Bt) = cot(Bt − t2/2) , sech�(Bt) = sech(Bt − t2/2) and csch�(Bt) =
csch(Bt − t2/2) . Suppose Λ3(t) = αΛ2(t) and Λ2(t) = λ2(t) + βB

.

t , where α, β are arbitrary
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constants and λ2(t) is integrable or bounded measurable function on R+ . The white noise func-
tional solutions of (1.2) are as follows: If Λ1(t)Λ2(t)Λ3(t) 6= 0

U7(x, t) = ln{±i
√
α+
3{exp( μx

α1

Γ(1+α1)
+ ν(t−βBt+0.5βt

2)α2

Γ(1+α2)
)− 1}−1

Λ2(t)(1 +±i
√
α)

−

2μν

Λ2(t)
{exp(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)− 1}−2} (5.1)

U8(x, t) = ln{±i
√
α−

2μν

Λ2(t)
{exp(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)− 1}−2} (5.2)

U9(x, t) = ln{−
μν

2Λ2(t)
{coth(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)±

csch(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}−2} (5.3)

U10(x, t) = ln{−
μν

2Λ2(t)
{tanh(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)± i

sech(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}−2} (5.4)

U11(x, t) = ln{−
μν

2Λ2(t)
{coth(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)±

csch(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}2} (5.5)

U12(x, t) = ln{−
μν

2Λ2(t)
{tanh(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)± i

sech(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}2} (5.6)

Finally, we remark that for α1 = α2 = 0, p(t) =1 and q(t) = r(t) = 0 , Eqn.(1.1) reduces
to the Liouville equation. For α1 = α2 = 0, r(t) =0 and q(t) = p(t) = 1 , Eqn.(1.1) reduces to
the Sinh-Gordon equation. For α1 = α2 = 0, p(t) = r(t) =1 and q(t) = 0 , Eqn.(1.1) reduces
to the the well known Dodd-Bullough-Mikhailov equation. Moreover, for α1 = α2 = 0, p(t) =0
, q(t) = −1 and r(t) = 1 , gives Tzitzeica-Dodd-Bullough equation. Hence, our results in this
work can be considered as a continuation of our results in our previous papers [4,5], this work gives
directly exact solutions for wick-type stochastic form to each one of the above equations. Also, we
remark that, since the Riccati equation has other solution if select other values of c1, c2 and c3 ,
there are many other exact solutions of variable coefficient and wick-type stochastic Zhiber-Shabat
equations
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Invariance, solutions, periodicity and asymptotic behavior of a class
of fourth order difference equations
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Abstract

We construct Lie symmetry generators of some fourth order difference
equations. We use these generators to derive similarity variables that
make it possible to obtain exact solutions. In some cases, we study peri-
odicity and asymptotic behavior of the solutions.
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Key words: Difference equation; symmetry; reduction; group invariant solu-
tions

1 Introduction

Several years back, Sophus Lie studied the invariance property of equations un-
der a group of transformations. The approach used was later known as Lie
symmetry method. This method has been used to solve differential equations,
and recently it has been applied to difference equations. Although Maeda stud-
ied difference equations via Lie symmetry analysis in twentieth century [9, 10],
it is Hydon who really rekindled the interest for solving difference equations via
symmetry. For Hydon’s work, refer to [8].
Most often, difference equations arise as a result of discretizing differential equa-
tions, especially in phenomena that depend on time. There are many ways in
which a differential equation can be discretized (see [4]). Difference equations
have numerous applications. For example, biological systems, population dy-
namics, economics, physics (see [1, 2]). Although difference equations appear
simple, finding their solutions can be incredibly difficult. The symmetry ap-
proach to finding solutions of difference equations is recent and the reader can
refer to [8] and some recent articles [5–7, 11, 12] for further knowledge on this
method.
In this paper, we consider the system of difference equations

xn+4 =
xnxn+1

xn+3(an + bnxnxn+1)
(1)

where (an)n∈N0
and (bn)n∈N0

are non-zero sequences of real numbers. For equa-
tion (1), we derive all Lie point symmetries and give formulas for solutions in
closed form. We also discuss periodicity and asymptotic behavior of solutions
in some cases.
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1.1 Preliminaries

In this section, we give a background on symmetry methods for difference equa-
tions. Our definitions and notation come from [3, 8, 13].
Consider the difference equations

xn+4 =Ω(xn, xn+1, xn+3), (2)

where n denotes the independent variable; xn the dependent variable. In this
case un+i denotes the ‘i-th shift’ of un.
Consider the group of transformations

(n, xn) 7→ (n, x̃n = xn + εQ1(n, xn) +O(ε2)), (3)

where Q is the characteristic of the group of point transformations. Let

X = Q(n, xn)
∂

∂xn
(4)

be the corresponding infinitesimal generator. The group of transformations (3)
is a symmetry group if and only if

Q(n+ 4,Ω)−X (Ω) = 0, (5)

whenever (2) holds. Here,

X = Q(n, xn)
∂

∂xn
+Q(n, xn+1)

∂

∂xn+1
+Q(n+ 3, xn+3)

∂

∂xn+3

denotes the prolongation of X to all shifts of xn appearing in the right hand sides
of equations in (2). Equation (5), known as the linearized symmetry condition,
can be solved for Q by applying the appropriate differential operators. The
characteristic, together with the canonical coordinate

s =

∫
dxn

Q(n, xn)
, (6)

are necessary in the reduction of order of (2). The following definition can be
used to check if a given function is invariant under a given group of transforma-
tions.

Definition 1 [13] Let G be a connected group of transformations acting on a
manifold M . A smooth real-valued function ζ : M → R is an invariant function
for G if and only if

X(ζ) = 0 for all x ∈M.

2

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

646 Folly-Gbetoula 645-657



2 Main results

2.1 Symmetry and difference invariant

To obtain the the criterion which gives the Lie point symmetries of (1), we force
(5) on

xn+4 =
xnxn+1

xn+3(an + bnxnxn+1)
. (7)

This leads to

Q(n+ 4, xn+4) +
xnxn+1(an + bnxnxn+1)Q(n+ 3, xn+3)

xn+3
2(an + bnxnxn+1)2

− an[xnQ(n+ 1, xn+1) + xn+1Q(n, xn)]

xn+3(an + bnxnxn+1)2
= 0. (8)

The methodology of solving these functional equations is given as follows:

• Firstly, apply the differential operator ∂
∂xn

+ xn+1

xn

∂
∂xn+1

on equation (8).

This leads (after simplification) to

xn+1Q
′(n+ 1, xn+1)− xn+1Q

′(n, xn)−Q(n+ 1, xn+1) +
an
xn
Q(n, xn) = 0.

• Secondly, differentiate with respect to xn, separate by powers of xn+1 and
solve the resulting system of over determining equations for Q. This gives

Q(n, xn) = α(n)xn + β(n)

for some functions α and β of n.

• Lastly, substitute the latter in (8) to eliminate any dependency among the
arbitrary functions that appear in Q. This leads to the constraints

α(n) + α(n+ 1) = 0 and β(n) = 0. (9)

We have omitted the details in the computation. The constraints in (9) are
readily solved (α(n) = (−1)n) and we have

Q = (−1)nxn. (10)

Consequently, Equation (1) admits a one dimensional Lie algebra:

X = (−1)nxn
∂

∂xn
. (11)

The canonical coordinate is given by

sn =

∫
dxn

(−1)nxn
= (−1)n ln |xn| (12)

3
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and the difference invariant which is inspired by the form of the final constraints
(9) is given by

un = (−1)nsn + (−1)n+1sn+1. (13)

It is not difficult to verify, using Definition 1 together with (11), that (13) is
indeed invariant under the group of transformations of (1). For simplicity, we
prefer using the compatible variable

|un| = exp(−un) (14)

which is also invariant. This gives a convenient choice of the change variables
which does not require lucky guesses. With this variable un, it follows that

un+3 = anun + bn (15)

whose solution is given by

u3n+j = uj

(
n−1∏
k1=0

a3k1+j

)
+

n−1∑
l=0

(
b3l+j

n−1∏
k2=l+1

a3k2+j

)
, j = 0, 1, 2. (16)

To obtain the solutions of (1), we go up the hierarchy created by the changes
of variables. By evaluating (13) as a telescoping series, we have

(−1)nsn = (−1)n−1
n−1∑
k1=0

(−1)k1uk1
+ (−1)ns0 (= ln |xn| from (12)), (17)

i.e.

xn = exp

{
(−1)n−1

n−1∑
k1=0

(−1)k1uk1 + (−1)ns0

}
, (18)

= exp{
n−1∑
k1=0

(−1)n+k1 lnuk1
+ lnx0}, (19)

where all the uk1
’s are obtained using (16).

Note. Equation (19) gives the closed form solution of (1) in a unified manner.
Looking at the form of ul in (16), we rephrase (19) as follows:

x6n+j = exp

{
6n+j−1∑
k1=0

(−1)6n+j+k1 lnuk1
+ lnx0

}
, (20)

=xj

n−1∏
i=0

(
2∏

r=0

u6i+j+2r

u6i+j+2r+1

)
, (21)
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j = 0, 1, . . . , 5. More clearly,

x6n =x0

n−1∏
i=0

u3(2i)

u3(2i)+1

u3(2i)+2

u3(2i+1)

u3(2i+1)+1

u3(2i+1)+2
, (22a)

x6n+1 =x1

n−1∏
i=0

u3(2i)+1

u3(2i)+2

u3(2i+1)

u3(2i+1)+1

u3(2i+1)+2

u3(2i+2)
, (22b)

x6n+2 =x2

n−1∏
i=0

u3(2i)+2

u3(2i+1)

u3(2i+1)+1

u3(2i+1)+2

u3(2i+2)

u3(2i+2)+1
, (22c)

x6n+3 =x3

n−1∏
i=0

u3(2i+1)

u3(2i+1)+1

u3(2i+1)+2

u3(2i+2)

u3(2i+2)+1

u3(2i+2)+2
, (22d)

x6n+4 =x4

n−1∏
i=0

u3(2i+1)+1

u3(2i+1)+2

u3(2i+2)

u3(2i+2)+1

u3(2i+2)+2

u3(2i+3)
, (22e)

x6n+5 =x5

n−1∏
i=0

u3(2i+1)+2

u3(2i+2)

u3(2i+2)+1

u3(2i+2)+2

u3(2i+3)

u3(2i+3)+1
. (22f)

We then substitute the expressions given in (16) in (22) to get

x6n =x0

n−1∏
i=0

u0

2i−1∏
l1=0

a3l1 +
2i−1∑
j=0

b3j
2i−1∏

l2=j+1

a3l2

u1

2i−1∏
l=0

a3l+1 +
2i−1∑
j=0

b3j+1

2i−1∏
l2=j+1

a3l2+1

u2

2i−1∏
l=0

a3l+2 +
2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

akl2+2

u0

2i∏
l=0

a3l +
2i∑

j=0

b3j
2i∏

l2=j+1

akl2

u1

2i∏
l=0

a3l+1 +
2i∑

j=0

b3j+1

2i∏
l2=j+1

akl2+1

u2

2i∏
l=0

a3l+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

akl2+2

, (23a)

x6n+1 =x1

n−1∏
i=0

u1

2i−1∏
l1=0

a3l1+1 +
2i−1∑
j=0

b3j+1

2i−1∏
l2=j+1

a3l2+1

u2

2i−1∏
l=0

a3l+2 +
2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

a3l2+2

u0

2i∏
l=0

a3l +
2i∑

j=0

b3j
2i∏

l2=j+1

a3l2

u1

2i∏
l=0

a3l+1 +
2i∑

j=0

b3j+1

2i∏
l2=j+1

a3l2+1

u2

2i∏
l=0

a3l+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

a3l2+2

u0

2i+1∏
l=0

a3l +
2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

, (23b)
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x6n+2 =x2

n−1∏
i=0

u2

2i−1∏
l1=0

a3l1+2 +
2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

a3l2+2

u0

2i∏
l=0

a3l +
2i∑

j=0

b3j
2i∏

l2=j+1

a3l2

u1

2i∏
l=0

a3l+1 +
2i∑

j=0

b3j+1

2i∏
l2=j+1

a3l2+1

u2

2i∏
l=0

a3l+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

a3l2+2

u0

2i+1∏
l=0

a3l +
2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

u1

2i+1∏
l=0

a3l+1 +
2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

, (23c)

x6n+3 =x3

n−1∏
i=0

u0

2i∏
l1=0

a3l1 +
2i∑

j=0

b3j
2i∏

l2=j+1

a3l2

u1

2i∏
l=0

a3l+1 +
2i∑

j=0

b3j+1

2i∏
l2=j+1

a3l2+1

u2

2i∏
l=0

a3l+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

a3l2+2

u0

2i+1∏
l=0

a3l +
2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

u1

2i+1∏
l=0

a3l+1 +
2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

u2

2i+1∏
l=0

a3l+2 +
2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

, (23d)

x6n+4 =x4

n−1∏
i=0

u1

2i∏
l1=0

a3l1+1 +
2i∑

j=0

b3j+1

2i∏
l2=j+1

a3l2+1

u2

2i∏
l=0

a3l+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

a3l2+2

u0

2i+1∏
l=0

a3l +
2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

u1

2i+1∏
l=0

a3l+1 +
2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

akl2+1

u2

2i+1∏
l=0

a3l+2 +
2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

u0

2i+2∏
l=0

a3l +
2i+2∑
j=0

b3j
2i+2∏

l2=j+1

a3l2

, (23e)

x6n+5 =x5

n−1∏
i=0

u2

2i∏
l1=0

a3l1+2 +
2i∑

j=0

b3j+2

2i∏
l2=j+1

a3l2+2

u0

2i+1∏
l=0

a3l +
2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

u1

2i+1∏
l=0

a3l+1 +
2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

u2

2i+1∏
l=0

a3l+2 +
2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

u0

2i+2∏
l=0

a3l +
2i+2∑
j=0

b3j
2i+2∏

l2=j+1

a3l2

u1

2i+2∏
l=0

a3l+1 +
2i+2∑
j=0

b3j+1

2i+2∏
l2=j+1

a3l2+1

. (23f)
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We rewrite (23) in terms of initial conditions only as follows:

x6n =x0

n−1∏
i=0

2i−1∏
l1=0

a3l1 + x0x1

2i−1∑
j=0

b3j
2i−1∏

l2=j+1

a3l2

2i−1∏
l=0

a3l+1 + x1x2

2i−1∑
j=0

b3j+1

2i−1∏
l2=j+1

a3l2+1

2i−1∏
l=0

a3l+2 + x2x3

2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

akl2+2

2i∏
l=0

a3l + x0x1

2i∑
j=0

b3j
2i∏

l2=j+1

akl2

2i∏
l=0

a3l+1 + x1x2

2i∑
j=0

b3j+1

2i∏
l2=j+1

akl2+1

2i∏
l=0

a3l+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

akl2+2

, (24a)

x6n+1 =x1

n−1∏
i=0

2i−1∏
l1=0

a3l1+1 + x1x2

2i−1∑
j=0

b3j+1

2i−1∏
l2=j+1

a3l2+1

2i−1∏
l=0

a3l+2 + x2x3

2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

a3l2+2

2i∏
l=0

a3l + x0x1

2i∑
j=0

b3j
2i∏

l2=j+1

a3l2

2i∏
l=0

a3l+1 + x1x2

2i∑
j=0

b3j+1

2i∏
l2=j+1

a3l2+1

2i∏
l=0

a3l+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

a3l2+2

2i+1∏
l=0

a3l + x0x1

2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

, (24b)

x6n+2 =x2

n−1∏
i=0

2i−1∏
l1=0

a3l1+2 + x2x3

2i−1∑
j=0

b3j+2

2i−1∏
l2=j+1

a3l2+2

2i∏
l=0

a3l + x0x1

2i∑
j=0

b3j
2i∏

l2=j+1

a3l2

2i∏
l=0

a3l+1 + x1x2

2i∑
j=0

b3j+1

2i∏
l2=j+1

a3l2+1

2i∏
l=0

a3l+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

a3l2+2

2i+1∏
l=0

a3l + x0x1

2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

2i+1∏
l=0

a3l+1 + x1x2

2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

, (24c)

x6n+3 =x3

n−1∏
i=0

2i∏
l1=0

a3l1 + x0x1

2i∑
j=0

b3j
2i∏

l2=j+1

a3l2

2i∏
l=0

a3l+1 + x1x2

2i∑
j=0

b3j+1

2i∏
l2=j+1

a3l2+1

2i∏
l=0

a3l+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

a3l2+2

2i+1∏
l=0

a3l + x0x1

2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

2i+1∏
l=0

a3l+1 + x1x2

2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

2i+1∏
l=0

a3l+2 + x2x3

2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

, (24d)

x6n+4 =x4

n−1∏
i=0

2i∏
l1=0

a3l1+1 + x1x2

2i∑
j=0

b3j+1

2i∏
l2=j+1

a3l2+1

2i∏
l=0

a3l+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

a3l2+2

2i+1∏
l=0

a3l + x0x1

2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

2i+1∏
l=0

a3l+1 + x1x2

2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

akl2+1

2i+1∏
l=0

a3l+2 + x2x3

2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

2i+2∏
l=0

a3l + x0x1

2i+2∑
j=0

b3j
2i+2∏

l2=j+1

a3l2

, (24e)
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x6n+5 =x5

n−1∏
i=0

2i∏
l1=0

a3l1+2 + x2x3

2i∑
j=0

b3j+2

2i∏
l2=j+1

a3l2+2

2i+1∏
l=0

a3l + x0x1

2i+1∑
j=0

b3j
2i+1∏

l2=j+1

a3l2

2i+1∏
l=0

a3l+1 + x1x2

2i+1∑
j=0

b3j+1

2i+1∏
l2=j+1

a3l2+1

2i+1∏
l=0

a3l+2 + x2x3

2i+1∑
j=0

b3j+2

2i+1∏
l2=j+1

a3l2+2

2i+2∏
l=0

a3l + x0x1

2i+2∑
j=0

b3j
2i+2∏

l2=j+1

a3l2

2i+2∏
l=0

a3l+1 + x1x2

2i+2∑
j=0

b3j+1

2i+2∏
l2=j+1

a3l2+1

, (24f)

where x4 = x0x1/(x3(a0 + b0x0x1)) and x5 = x2x3(a0 + b0x0x1)/(x0(a1 +
b1x1x2)). In the following subsections, we study some special cases.

2.2 The case where (an) and (bn) are 3 periodic sequences

Let an = {a0, a1, a2, a0, a1, a2, . . . } and bn = {b0, b1, b2, b0, b1, b2, . . . }. Equa-
tions in (23) reduce to

x6n =x0

n−1∏
i=0

a2i
0 + b0x0x1

2i−1∑
j=0

aj
0

a2i
1 + b1x1x2

2i−1∑
j=0

aj
1

a2i
2 + b2x2x3

2i−1∑
j=0

aj
2

a2i+1
0 + b0x0x1

2i∑
j=0

aj
0

a2i+1
1 + b1x1x2

2i∑
j=0

aj
1

a2i+1
2 + b2x2x3

2i∑
j=0

aj
2

,

x6n+1 =x1

n−1∏
i=0

a2i
1 + b1x1x2

2i−1∑
j=0

aj
1

a2i
2 + b2x2x3

2i−1∑
j=0

aj
2

a2i+1
0 + b0x0x1

2i∑
j=0

aj
0

a2i+1
1 + b1x1x2

2i∑
j=0

aj
1

a2i+1
2 + b2x2x3

2i∑
j=0

aj
2

a2i+2
0 + b0x0x1

2i+1∑
j=0

aj
0

,

x6n+2 =x2

n−1∏
i=0

a2i
2 + b2x2x3

2i−1∑
j=0

aj
2

a2i+1
0 + b0x0x1

2i∑
j=0

aj
0

a2i+1
1 + b1x1x2

2i∑
j=0

aj
1

a2i+1
2 + b2x2x3

2i∑
j=0

aj
2

a2i+2
0 + b0x0x1

2i+1∑
j=0

aj
0

a2i+2
1 + b1x1x2

2i+1∑
j=0

aj
1

,

x6n+3 =x3

n−1∏
i=0

a2i+1
0 + b0x0x1

2i∑
j=0

aj
0

a2i+1
1 + b1x1x2

2i∑
j=0

aj
1

u2a
2i+1
2 + b2

2i∑
j=0

aj
2

a2i+2
0 + b0x0x1

2i+1∑
j=0

aj
0

a2i+2
1 + b1x1x2

2i+1∑
j=0

aj
1

a2i+2
2 + b2x2x3

2i+1∑
j=0

aj
2

,

x6n+4 =x4

n−1∏
i=0

a2i+1
1 + b1x1x2

2i∑
j=0

aj
1

a2i+1
2 + b2x2x3

2i∑
j=0

aj
2

a2i+2
0 + b0x0x1

2i+1∑
j=0

aj
0

a2i+2
1 + b1x1x2

2i+1∑
j=0

aj
1

a2i+2
2 + b2x2x3

2i+1∑
j=0

aj
2

a2i+3
0 + b0x0x1

2i+2∑
j=0

aj
0

,

x6n+5 =x5

n−1∏
i=0

a2i+1
2 + b2x2x3

2i∑
j=0

aj
2

a2i+2
0 + b0x0x1

2i+1∑
j=0

aj
0

a2i+2
1 + b1x1x2

2i+1∑
j=0

aj
1

a2i+2
2 + b2x2x3

2i+1∑
j=0

aj
2

a2i+3
0 + b0x0x1

2i+2∑
j=0

aj
0

a2i+3
1 + b1x1x2

2i+2∑
j=0

aj
1

.
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2.3 The case where (an) and (bn) are real constants

Let an = a and bn = b. Equations in (23) give rise to

x6n =x0

n−1∏
i=0

a2i + bx0x1

2i−1∑
j=0

aj

a2i + bx1x2

2i−1∑
j=0

aj

a2i + bx2x3

2i−1∑
j=0

aj

a2i+1 + bx0x1

2i∑
j=0

aj

a2i+1 + bx1x2

2i∑
j=0

aj

a2i+1 + bx2x3

2i∑
j=0

aj

, (25a)

x6n+1 =x1

n−1∏
i=0

a2i + bx1x2

2i−1∑
j=0

aj

a2i + b2x2x3

2i−1∑
j=0

aj

a2i+1 + bx0x1

2i∑
j=0

aj

a2i+1 + bx1x2

2i∑
j=0

aj

a2i+1 + bx2x3

2i∑
j=0

aj

a2i+2 + bx0x1

2i+1∑
j=0

aj

, (25b)

x6n+2 =x2

n−1∏
i=0

a2i + bx2x3

2i−1∑
j=0

aj

a2i+1 + bx0x1

2i∑
j=0

aj

a2i+1 + b1x1x2

2i∑
j=0

aj

a2i+1 + bx2x3

2i∑
j=0

aj

a2i+2 + bx0x1

2i+1∑
j=0

aj

a2i+2 + bx1x2

2i+1∑
j=0

aj

, (25c)

x6n+3 =x3

n−1∏
i=0

a2i+1 + b0x0x1

2i∑
j=0

aj

a2i+1 + b1x1x2

2i∑
j=0

aj

a2i+1 + b2x2x3

2i∑
j=0

aj

a2i+2 + bx0x1

2i+1∑
j=0

aj

a2i+2 + bx1x2

2i+1∑
j=0

aj

a2i+2 + bx2x3

2i+1∑
j=0

aj

, (25d)

x6n+4 =x4

n−1∏
i=0

a2i+1 + bx1x2

2i∑
j=0

aj

a2i+1 + bx2x3

2i∑
j=0

aj

a2i+2 + bx0x1

2i+1∑
j=0

aj

a2i+2 + bx1x2

2i+1∑
j=0

aj

a2i+2 + bx2x3

2i+1∑
j=0

aj

a2i+3 + bx0x1

2i+2∑
j=0

aj

, (25e)

x6n+5 =x5

n−1∏
i=0

a2i+1 + bx2x3

2i∑
j=0

aj

a2i+2 + bx0x1

2i+1∑
j=0

aj

a2i+2 + bx1x2

2i+1∑
j=0

aj

a2i+2 + bx2x3

2i+1∑
j=0

aj

a2i+3 + bx0x1

2i+2∑
j=0

aj

a2i+3 + bx1x2

2i+2∑
j=0

aj

. (25f)

2.3.1 The case where a = 1

Equations in (25) simplify to

x6n =x0

n−1∏
i=0

1 + 2ibx0x1

1 + 2ibx1x2

1 + 2ibx2x3

1 + (2i + 1)bx0x1

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3
, (26a)

x6n+1 =x1

n−1∏
i=0

1 + 2ibx1x2

1 + 2ibx2x3

1 + (2i + 1)bx0x1

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3

1 + (2i + 2)bx0x1
, (26b)

x6n+2 =x2

n−1∏
i=0

1 + 2ibx2x3

1 + (2i + 1)bx0x1

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3

1 + (2i + 2)bx0x1

1 + (2i + 2)bx1x2
, (26c)
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x6n+3 =x3

n−1∏
i=0

1 + (2i + 1)bx0x1

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3

1 + (2i + 2)bx0x1

1 + (2i + 2)bx1x2

1 + (2i + 2)bx2x3
, (26d)

x6n+4 =x4

n−1∏
i=0

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3

1 + (2i + 2)bx0x1

1 + (2i + 2)bx1x2

1 + (2i + 2)bx2x3

1 + (2i + 3)bx0x1
, (26e)

x6n+5 =x5

n−1∏
i=0

1 + (2i + 1)bx2x3

1 + (2i + 2)bx0x1

1 + (2i + 2)bx1x2

1 + (2i + 2)bx2x3

1 + (2i + 3)bx0x1

1 + (2i + 3)bx1x2
. (26f)

2.3.2 The case where a = −1

Let an = −1 and bn = b. Equations in (23) result in

x6n =
x0(x1x2b− 1)n

(x0x1b− 1)n(x2x3b− 1)n
, x6n+1 =

x1(x0x1b− 1)n(x2x3b− 1)n

(x1x2b− 1)n
,

x6n+2 =
x2(x1x2b− 1)n

(x0x1b− 1)n(x2x3b− 1)n
, x6n+3 =

x3(x0x1b− 1)n(x2x3b− 1)n

(x1x2b− 1)n
,

x6n+4 =
x0x1(x1x2b− 1)n

x3(x0x1b− 1)n+1(x2x3b− 1)n
, x6n+5 =

x2x3(x0x1b− 1)n+1(x2x3b− 1)n

x0(x1x2b− 1)n+1
.

2.4 Existence of six periodic solutions

From (26), if a = 1 and b = 0, then the solution of (1) is periodic with period
six as long as u0 6= x2 or x1 6= x3. It should also be noted that the solutions are
periodic with period two when x0 = x2 and x1 = x3.
The graphs below are cases where the solutions are six periodic.

Figure 1: a = 1, b = 0, x0 = 0.1, x1 =

0.2, x2 = 0.3, x3 = 0.44.

Figure 2: a = 1, b = 0, x0 = 0.7, x1 =

−0.2, x2 = 0.33, x3 = −0.8.
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2.5 Existence of 12-periodic solutions

Using (27), we have that if a = −1 and b = 0, then the solution of (1) is periodic
with period twelve.
The graphs below are cases where the solutions are twelve periodic.

Figure 3: a = −1, b = 0, x0 = 2.2, x1 =

1.1, x2 = 0.9, x3 = 0.3.

Figure 4: a = −1, b = 0, x0 = 0.2, x1 =

1.1, x2 = −0.9, x3 = 0.3.

3 Asymptotic behavior of the solutions for con-
stant coefficients

Theorem 1 Let {xn}n∈N be the solution to the sequence in (1) where an = 1
for all n ≥ 0 and bn = b 6= 0. Then

lim
n→∞

xn = 0.

Proof 1 Using (26), we have that

x6n =x0

n−1∏
i=0

1 + 2ibx0x1

1 + 2ibx1x2

1 + 2ibx2x3

1 + (2i + 1)bx0x1

1 + (2i + 1)bx1x2

1 + (2i + 1)bx2x3

=x0

n−1∏
i=0

1 + 2ibx0x1

1 + (2i + 1)bx0x1

1 + 2ibx2x3

1 + (2i + 1)bx2x3

1 + (2i + 1)bx1x2

1 + (2i)bx1x2

=x0

n−1∏
i=0

(
1 +

bx0x1

1 + 2ibx0x1

)−1(
1 +

bx2x3

1 + 2ibx2x3

)−1(
1 +

bx1x2

1 + 2ibx1x2

)

We know that 1 + 2ixkxk+1 → ∞ as i → ∞. Hence, there is a sufficiently
large integer t such that for i ≥ t, we have

1 + 2ixkxk+1 ∼ 2ixkxk+1.
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Thus

x6n =x0Γ(t)

n−1∏
i=t+1

(
1 +

1

2i

)−1(
1 +

1

2i

)−1(
1 +

1

2i

)

=x0Γ(t)

n−1∏
i=t+1

exp

[
ln

(
1 +

1

2i

)−1

+ ln

(
1 +

1

2i

)−1

+ ln

(
1 +

1

2i

)]
,

where

Γ(t) =

t∏
i=0

(
1 +

bx0x1

1 + 2ibx0x1

)−1(
1 +

bx2x3

1 + 2ibx2x3

)−1(
1 +

bx1x2

1 + 2ibx1x2

)
.

Utilizing the expansion ln(1 + x) = x + O(x2), (1 + x)−1 = 1 − x + O(x2), for
x→ 0, we obtain

x6n =x0Γ(t)

n−1∏
i=t+1

exp

[
− 1

2i
+ O

(
1

i2

)]

=x0Γ(t) exp

[
−

n−1∑
i=t+1

(
1

2i

)] n−1∏
i=t+1

exp

[
O

(
1

i2

)]
.

Therefore,

lim
n→∞

x6n = 0 as n→∞.

Similarly,
lim
n→∞

x6n+j = 0 as n→∞,

for j = 1, 2, 3, 4, 5.
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GENERALIZED ZWEIER I-CONVERGENT SEQUENCE SPACES OF

FUZZY NUMBERS

KAVITA SAINI AND KULDIP RAJ

Abstract. In the present paper we introduce Zweier ideal convergent sequences spaces

of fuzzy numbers by using lacunary sequence, infinite matrix and generalized differ-
ence matrix operator Ap

i . We study some topological and algebraic properties of these

sequence spaces. Some inclusion relations related to these spaces are also establish.

1. Introduction and Preliminaries

Initially the idea of I-convergence was introduced by Kostyrko et al.[10]. Gurdal [7] studied
the ideal convergence sequences in 2-normed spaces. Later on, it was further studied by
Savas [21], Savas and Hazarika [8], Tripathy and Dutta [25], Tripathy and Hazarika [26],
Raj et al.[17]. Let X be a non-empty set, then a family of sets I ⊂ 2X is called an ideal iff
for each X1, X2 ∈ I, we have X1∪X2 ∈ I and for each X1 ∈ I and each X2 ⊂ X1, we have
X2 ∈ I. A non-empty family of sets U ⊂ 2X is a filter on X iff φ /∈ U, for each X1, X2 ∈ U,
we have X1 ∩X2 ∈ U and each X1 ∈ U and each X1 ⊂ X2, we have X2 ∈ U. An ideal I
is said to be non-trivial ideal if I 6= φ and X /∈ I. Clearly, I ⊂ 2X is a non-trivial ideal iff
U = U(I) = {X −X1 : X1 ∈ I} is a filter on X. A non-trivial ideal I ⊂ 2X is said to be
admissible iff {x : x ∈ X} ⊂ I. A non-trivial ideal is called maximal if there cannot exists
any non-trivial ideal J 6= I containing I as a subset.
A sequence x = (xk) of points in R is said to be I-convergent to a real number x0 if

{k ∈ N : |xk − x0| ≥ ε} ∈ I,

for every ε > 0 (see [10]). We denote it by I − limxk = x0.
Kızmaz [9] introduced the notion of difference sequence spaces and studied l∞(∆), c(∆)
and c0(∆). Further this notion generalized by Et and Çolak [5] by introducing the spaces
l∞(∆i), c(∆i) and c0(∆i). The new type of generalization of the difference sequence spaces
was introduced by Tripathy and Esi [27] who studied the spaces l∞(∆i

v), c(∆
i
v) and c0(∆i

v).
Let i, v be non-negative integers, then for Z = l∞, c, c0 we have sequence spaces

Z(∆i
v) = {x = (xk) ∈ w : (∆i

vxk) ∈ Z},

where ∆i
vx = (∆i

vxk) = (∆i−1
v xk − ∆i−1

v xk+1) and ∆0
vxk = xk for all k ∈ N, which is

equivalent to the following binomial representation

∆i
vxk =

i∑
n=0

(−1)n
(

i
n

)
xk+vn.

Başar and Atlay [2] introduced and studied the generalized difference matrix A(m,n) =

2010 Mathematics Subject Classification. 40A05, 40A30.
Key words and phrases. Musielak-Orlicz function, ideal convergence, generalized difference matrix

operator, fuzzy real number.
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2 KAVITA SAINI AND KULDIP RAJ

(ars(m,n)) which is a generalization of ∆1
(1)-difference operator as follows:

ars(m,n) =

 m, (s = r);
n, (s = r − 1);
0, 0 ≤ s ≤ r − 1 or s > r.

for all r, s ∈ N and m,n ∈ R− {0}.
Başarir and Kayikçi [3] introduced the generalized difference matrix Ap of order p and the
binomial representation of this operator is

Ap(xk) =

p∑
v=0

(
p

v

)
mp−vnvxk−v,

where m,n ∈ R− {0} and r ∈ N.
Recently, Başarir et al.[4] studied the following generalized difference sequence spaces

Z(Api ) = {x = (xk) ∈ w : (Api xk) ∈ Z},
for Z = l∞, c̄, c̄0, where c̄, c̄0 are the sets of statistically convergent and statistically null
convergent respectively and the binomial representation of operator Api is as follows:

Api (xk) =

p∑
v=0

(
p

v

)
mp−vnvxk−iv.

Şengönül [22] defined the sequence y = (yk) which is frequently used as the Z−transformation
of the sequence x = (xk) that is,

yk = βxk + (1− β)xk−1,

where x−1 = 0, k 6= 0, 1 < k <∞ and Z denotes the matrix Z = (zik) defined by

zik =

 β, (i = k);
1− β, (i− 1 = k)(i, k ∈ N);
0, otherwise.

Şengönül [22] introduced the Zweier sequence spaces Z and Z0 as follows:

Z = {x = (xk) ∈ w : Z(x) ∈ c}
and

Z0 = {x = (xk) ∈ w : Z(x) ∈ c0}.

An Orlicz function M : [0,∞)→ [0,∞) is convex, continuous and non-decreasing function
which also satisfy M(0) = 0, M(x) > 0 for x > 0 and M(x) → ∞ as x → ∞. Linden-
strauss and Tzafriri [11] used the idea of Orlicz function to define the following sequence
space:

`M =

{
x ∈ ω :

∞∑
k=1

M

(
|xk|
ρ

)
<∞, for some ρ > 0

}
,

which is called as an Orlicz sequence space. An Orlicz function is said to satisfy ∆2−condition
if for a constant R, M(Qx) ≤ RQM(x) for all values of x ≥ 0 and for Q > 1. A sequence
M = (Mk) of Orlicz functions is called as Musielak-Orlicz function.To know more about
sequence spaces see ([1], [15], [16], [24], [18], [19] and [28]) and references therein.
An increasing non-negative integer sequence θ = (kr) with k0 = 0 and kr − kr−1 → ∞
as r →∞ is known as lacunary sequence. The intervals determined by θ will be denoted
by Ir = (kr−1, kr]. We write hr = kr − kr−1 and qr denotes the ratio kr

kr−1
. The space of
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GENERALIZED ZWEIER I-CONVERGENT SEQUENCE 3

lacunary strongly convergent sequence was defined by Freedman et al. [6] as follows:

Nθ =
{
x = (xk) : lim

r→∞

1

hr

∑
k∈Ir

|xk − L| = 0, for some L
}
.

The space Nθ is a BK− space with the norm

‖x‖ = sup

(
1

hr

∑
k∈Ir

|xk|
)
.

Let λ = (λnk) be an infinite matrix of real or complex numbers λnk, where n, k ∈ N. Then a

matrix transformation of x = (xk) is denoted as λx and λx = λn(x)) if λn(x) =
∞∑
k=1

λnkxk

converges for each n ∈ N.
The concept of fuzzy numbers and arithmetic operations with these numbers were first
introduced and investigated by Zadeh [29] in 1965. Subsequently many authors have dis-
cussed various aspects of the theory and applications of fuzzy sets such as fuzzy topological
spaces, similarity relations and fuzzy orderings, fuzzy measures of fuzzy events and fuzzy
mathematical programming. The theory of sequences of fuzzy numbers was first studied
by Matloka [12]. He studied some of their properties and showed that every convergent
sequences of fuzzy numbers is bounded. Later on Nanda [13] introduced sequences of fuzzy
numbers and studied that the set of all convergent sequences of fuzzy numbers forms a
complete metric space. Further, the theory of sequences of fuzzy numbers have been dis-
cussed by Savas and Mursaleen [20], Tripathy and Nanda [23], Hazarika and Savas [8] and
many more.

Let B denote the set of all closed bounded intervals U = [u1, u2] on the real line R.
For U, V ∈ B, we define U ≤ V iff u1 ≤ v1 and u2 ≤ v2 and we define

d(U, V ) = max{|u1 − v1|, |u2, v2|}.

It is well known that d defines a metric on B and (B, d) is a complete metric space (see
[14]).
A fuzzy number is a function U : R→ [0, 1], which satisfy the following conditions:
(i) U is normal i.e there exits an x0 such that U(x0) = 1,
(ii) U is convex i.e for x, y ∈ R and 0 ≤ τ ≤ 1,

U(τx+ (1− τ)y) ≥ min{U(x), U(y)},

(iii) U is upper semi-continuous,
(iv) the closure of the set supp(U) is compact, where supp(U) = {x ∈ R : U(x) > 0} and
it is denoted by [U ]0.

The set of all fuzzy numbers are denoted by RF. Let [U ]0 = x ∈ R : u(x) > 0 and the
r-level set is [U ]r = {x ∈ R : u(x) ≥ r}, (0 ≤ r ≤ 1). The set [U ]r is a closed and bounded
interval of R. For any U, V ∈ RF and λ ∈ R, it is positive to define uniquely the sum U⊕V
and the product U � V as follows:

[U ⊕ V ]r = [U ]r + [V ]r and [λ� U ]r = λ[U ]r.

Now, denote the interval [U ]r by [u
(r)
1 , u

(r)
2 ], where u

(r)
1 ≤ u

(r)
2 and u

(r)
1 , u

(r)
2 ∈ R, for

r ∈ [0, 1].

Now, define d̂ : RF × RF → R by

d̂(U, V ) = sup
r∈[0,1]

d([U ]r, [V ]r).
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4 KAVITA SAINI AND KULDIP RAJ

Definition 1.1. A sequence x = (xk) of fuzzy numbers is said to be convergent to a fuzzy
number x0 if for every ε > 0 there exist a positive integer n0 such that

d̂(xk, x0) < ε, for k > n0.

Definition 1.2. A sequence x = (xk) of fuzzy numbers is said to be I- convergent to a
fuzzy number x0 if for every ε > 0 such that

{k ∈ N : d̂(xk, x0) ≥ ε} ∈ I.

Throughout the article, we denote Zweier fuzzy number sequence Z(x) by x′ for x ∈ ωF .

Let I be an admissible ideal of N, M = (Mk) be a Musielak-Orlicz function, q = (qk)
be a bounded sequence of positive real numbers, λ = (λnk) be an infinite matrix, θ be
a lacunary sequence and ωF is the set of all sequences of fuzzy real numbers. In the
present paper we define lacunary Zweier I−convergent, lacunary Zweier I−null and lacu-
nary Zweier I−bounded sequence spaces of fuzzy numbers as follows:

ZI(F )[APi , θ, λ,M, q] ={
x = (xk) ∈ ωF :

{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
≥ ε
}
∈ I

for some ρ > 0 and x0 ∈ RF

}
,

ZI(F )
0 [APi , θ, λ,M, q] ={

x = (xk) ∈ ωF :

{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
≥ ε
}
∈ I

for some ρ > 0

}
and

ZI(F )
∞ [APi , θ, λ,M, q] ={
x = (xk) ∈ ωF : ∃K > 0 s.t.

{
n ∈ N :

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
≥ K

}
∈ I

for some ρ > 0

}
,

where,

0̄(t) =

{
1, if t = 0;
0, otherwise.

If 0 < qk ≤ sup qk = D,C = max(1, 2D−1). Then

(1.1) |ck + dk|qk ≤ C(|ck|qk + |dk|qk),

for all ck, dk ∈ R and for all k ∈ N.
The main purpose of this paper is to study some classes of lacunary Zweier sequences of
fuzzy numbers defined by means of generalized difference matrix operator, Musielak-Orlicz
function and infinite matrix. We shall make an effort to study some interesting algebraic
and topological properties of concerning sequence spaces. Also, we examine some interre-
lations between these sequence spaces.
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2. Main Results

Theorem 2.1. Let M = (Mk) be a Musielak-Orlicz function, q = (qk) be a bounded
sequence of positive real numbers and θ be a lacunary sequence. Then the sequence spaces

ZI(F )[APi , θ, λ,M, q], ZI(F )
0 [APi , θ, λ,M, q] and ZI(F )

∞ [APi , θ, λ,M, q] are closed under ad-
dition and scalar multiplication.

Proof. Consider x = (xk), y = (yk) ∈ ZI(F )
0 [APi , θ, λ,M, q] and α, β are scalars. Then

there exist positive numbers ρ1 > 0 and ρ2 > 0 such that{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
≥ ε

2

}
∈ I

and {
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api y

′
k, y0)

ρ2

)]qk
≥ ε

2

}
∈ I.

Since Api is linear and by using the continuity of Musielak-Orlicz functionM, we have the
following inequality:

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api (α(x′k) + β(y′k)))

|α|ρ1 + |β|ρ2

)]qk

≤ D lim
r→∞

1

hr

∑
k∈Ir

λnk

[
|α|

|α|ρ1 + |β|ρ2
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
+ D lim

r→∞

1

hr

∑
k∈Ir

λnk

[
|β|

|α|ρ1 + |β|ρ2
Mk

(
d̂(Api y

′
k, y0)

ρ2

)]qk
≤ DK lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
+ DK lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api y

′
k, y0)

ρ2

)]qk
,

where K = max

{
1, |α|ρ1
|α|ρ1+|β|ρ2 ,

|β|ρ2
|α|ρ1+|β|ρ2

}
.

Thus, we have{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api (α(x′k) + β(y′k)))

|α|ρ1 + |β|ρ2

)]qk
≥ ε
}

⊆
{
n ∈ N : DK lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
≥ ε

2

}

∪
{
n ∈ N : DK lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api y

′
k, y0)

ρ2

)]qk
≥ ε

2

}
.

Since the sets on right hand side of above relation belong to I. Thus, the sequence space

ZI(F )
0 [APi , θ, λ,M, q] is closed under addition and scalar multiplication . Similarly, we can

prove others. �

Theorem 2.2. Let M = (Mk) be a Musielak-Orlicz function, q = (qk) and v = (vk) be
two bounded sequences of positive real numbers with 0 < qk ≤ vk for each k and (vkqk ) be

bounded. Then
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(i) ZI(F )
0 [APi , θ, λ,M, v],⊆ ZI(F )

0 [APi , θ, λ,M, q],

(ii) ZI(F )[APi , θ, λ,M, v],⊆ ZI(F )[APi , θ, λ,M, q],

(iii)ZI(F )
∞ [APi , θ, λ,M, v],⊆ ZI(F )

∞ [APi , θ, λ,M, q].

Proof. The proof of the theorem is straightforward, so we omit it. �

Theorem 2.3. LetM = (Mk) be a Musielak-Orlicz function and q = (qk) be a bounded se-

quence of positive numbers. Then ZI(F )
0 [APi , θ, λ,M, q],⊆ ZI(F )[APi , θ, λ,M, q] ⊂ ZI(F )

∞
[APi , θ, λ,M, q].

Proof. We know that the first inclusion is obvious. Next, we show that ZI(F )[APi , θ, λ,M, q] ⊂
ZI(F )
∞ [APi , θ, λ,M, q]. Let (xk) ∈ ZI(F )[Api , θ, λ,M, q]. Then we have

1
hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
≤ C

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
+

C

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(x0, 0̄)

ρ

)]qk
≤ C

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
+ C max

{
1, sup

(
λnk

[
Mk

(
d̂(x0, 0̄)

ρ

)])D}
,

where sup qk = D and C = max(1, 2D−1). Therefore, (xk) ∈ ZI(F )
∞ [Api , θ, λ,M, q]. This

completes the proof of the theorem. �

Theorem 2.4. Let M = (Mk) and M′ = (M ′k) be two Musielak-Orlicz functions. Then
the folowing inclusions holds:

(i) ZI(F )
0 [Api , θ, λ,M, q]

⋂
ZI(F )

0 [Api , θ, λ,M′, q] ⊂ Z
I(F )
0 [Api , θ, λ,M+M′, q],

(ii) ZI(F )[Api , θ, λ,M, q]
⋂
ZI(F )[Api , θ, λ,M′, q] ⊂ ZI(F )[Api , θ, λ,M+M′, q],

(iii) ZI(F )
∞ [Api , θ, λ,M, q]

⋂
ZI(F )
∞ [Api , θ, λ,M′, q] ⊂ Z

I(F )
∞ [Api , θ, λ,M+M′, q].

Proof. Suppose (xk) ∈ ZI(F )
0 [Api , θ, λ,M, q]

⋂
ZI(F )

0 [Api , θ, λ,M′, q]. Then, we have

λnk

[
(Mk +M ′k)

(
d̂(Ap

i x
′
k,0̄)

ρ

)]qk
≤ C

[
λnk

[
Mk

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
+ C

[
λnk

[
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
,

which consequently implies that

1
hr

∑
k∈Ir

λnk

[
(Mk +M ′k)

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
≤ C

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
+

C

hr

∑
k∈Ir

λnk

[
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
.
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This implies (xk) ∈ ZI(F )
0 [Api , θ, λ,M+M′, q]. We can prove the other cases in the same

way. �

Theorem 2.5. Let M = (Mk) and M′ = (M ′k) be two Musielak-Orlicz functions. Then
the folowing inclusion holds:

ZI(F )
0 [Api , θ, λ,M

′, q] ⊆ ZI(F )
0 [Api , θ, λ,M.M′, q].

Proof. For given ε > 0 and choose ε0 such that sup
n

(∑
k∈Ir

λnk

)
max{εh0 , εD0 } < ε. Choose

0 < ϕ < 1 such that Mk(t) < ε0, for all k ∈ N. Let x = (xk) ∈ ZI(F )
0 [Api , θ, λ,M′, q]. Then

for some ρ > 0, we have

B1 =

{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
≥ ϕD

}
∈ I.

If n /∈ B1, then we have

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
< ϕD.

This implies [
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)]qk
< ϕD for all k ∈ N.

Hence,

M ′k

(
d̂(Api x

′
k, 0̄)

ρ

)qk
< ϕ for all k ∈ N.

Therefore,

Mk

(
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

))qk
< ε0 for all k ∈ N.

Thus, we get

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

))]qk
< sup

n

(∑
k∈Ir

λnk

)
max{εh0 , εD0 } < ε.

Now, we have

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

))]qk
< ε.

This implies{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
M ′k

(
d̂(Api x

′
k, 0̄)

ρ

))]qk
≥ ε
}
⊂ B1 ∈ I.

This completes the proof. �

Theorem 2.6. If lim qk > 0 and x = (xk)→ x0(ZI(F )[Api , θ, λ,M, q]), then x0 is unique.

Proof. Let lim qk = u0. Consider that (xk) → x0(ZI(F )[Api , θ, λ,M, q]) and (xk) →
y0(ZI(F )[Api , θ, λ,M, q]). So, there exist ρ1, ρ2 > 0, such that

(2.1) X1 =

{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
≥ ε

2

}
∈ I
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and

(2.2) X2 =

{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, y0)

ρ2

)]qk
≥ ε

2

}
∈ I.

Define ρ = max{2ρ1, 2ρ2}. Then we have∑
k∈Ir

λnk

[
Mk

(
d̂(x0, y0)

ρ

)]qk

≤ D
∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
+D

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, y0)

ρ

)]qk
.

Then from (2.1) and (2.2), we have{
n ∈ N :

∑
k∈Ir

λnk

[
Mk

(
d̂(x0, y0)

ρ

)]qk
≥ ε
}

⊆
{
n ∈ N : D

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ1

)]qk
≥ ε

2

}

∪
{
n ∈ N : D

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, y0)

ρ2

)]qk
≥ ε

2

}
⊆ X1 ∪X2 ∈ I.

Also, [
Mk

(
d̂(x0, y0)

ρ

)]qk
→
[
Mk

(
d̂(x0, y0)

ρ

)]u0

as k →∞.

Then, we have

lim
k→∞

[
Mk

(
d̂(x0, y0)

ρ

)]qk
=

[
Mk

(
d̂(x0, y0)

ρ

)]u0

= 0.

Thus, x0 = y0. �

Theorem 2.7. Let M = (Mk) be a Musielak-Orlicz function and q = (qk) be a bounded
sequence of positive real numbers,

(a) If 0 < inf qk ≤ qk ≤ 1 for all k, then ZI(F )
0 [Api , θ, λ,M, q] ⊆ ZI(F )

0 [Api , θ, λ,M] and

ZI(F )[Api , θ, λ,M, q] ⊆ ZI(F )[Api , θ, λ,M].

(b) If 1 ≤ qk ≤ sup qk = D <∞ for all k, then ZI(F )
0 [Api , θ, λ,M] ⊆ ZI(F )

0 [Api , θ, λ,M, q]

and ZI(F )[Api , θ, λ,M] ⊆ ZI(F )[Api , θ, λ,M, q].

Proof. (a) Suppose (xk) ∈ ZI(F )[Api , θ, λ,M, q]. Since 0 < inf qk ≤ qk ≤ 1, then we have

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]

≤ lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
.
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Thus,{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]
≥ ε
}

⊆
{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
≥ ε
}
∈ I.

The other part can be proved in the same way.

(ii) Suppose (xk) ∈ ZI(F )[Api , θ, λ,M]. Since 1 ≤ qk ≤ sup qk = D < ∞. Then for
each 0 < ε < 1, there exists a positive integer m0 such that

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]
≤ ε < 1,

for all n ≥ m0. This implies

lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk

≤ lim
r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]
.

Thus,{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]qk
≥ ε
}

⊆
{
n ∈ N : lim

r→∞

1

hr

∑
k∈Ir

λnk

[
Mk

(
d̂(Api x

′
k, x0)

ρ

)]
≥ ε
}
∈ I.

The other part can be proved in the same way. �

References

[1] R. Anand, C. Sharma and K. Raj, Seminormed double sequence spaces of four dimensional matrix

and Musielak-Orlicz function, J. Inequal. Appl., (2018), 2018:285.
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[5] M. Et and R. Çolak, On some generalized difference sequence spaces and related matrix transforma-

tions, Hokkaido Math. J., 26 (1997), 483-492.

[6] A. R. Freedman, J. J. Sember and M. Raphael, Some Cesaro-type summability spaces, Proc. London
Math. Soc., 37 (1978), 508-520.

[7] M. Gurdal, On ideal convergent sequences in 2-normed spaces, Thai J. Math., 4 (2006), 85-91.

[8] B. Hazarika and E. Savas, Some I-convergent lambda-summable difference sequences spaces of fuzzy
real numbers defined by a sequence of Orlicz functions, Math. Comput. Modelling, 54 (2011), 2986-

2998.

[9] H. Kızmaz, On certain sequence spaces, Canad. Math. Bull., 24 (1981), 169-176.
[10] P. Kostyrko, T. Salat and W. Wilczynski, I-convergence, Real Anal. Exchange, 26 (2000-2001), 669-

686.
[11] J. Lindenstrauss and L. Tzafriri, An Orlicz sequence spaces, Israel J. Math., 10 (1971), 379-390.
[12] M. Matloka, Sequences of fuzzy numbers, J. Math. Anal. Appl., 28 (1986), 28-37.

[13] S. Nanda., On sequences of fuzzy number, Fuzzy Sets Syst., 33 (1989), 123-126.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

666 SAINI 658-667



10 KAVITA SAINI AND KULDIP RAJ

[14] M. L. Puri and D. A. Ralescu, Differentials of fuzzy functions, J. Math. Anal. Appl., 91 (1983),

552-558.

[15] K. Raj, A. Choudhary and C. Sharma, Almost strongly Orlicz double sequence spaces of regular
matrices and their applications to statistical convergence, Asian-Eur. J. Math., 11 1850073 (2018),

doi.org/10.1142/S1793557118500730.

[16] K. Raj, C. Sharma and A. Choudhary, Applications of Tauberian theorem in Orlicz spaces of double
difference sequences of fuzzy numbers, J. Intell. Fuzzy Systems, 35 (2018), 2513-2524.

[17] K. Raj, A. Abzhapborav and A. Khassymkan, Some generalized difference sequences of ideal conver-

gence and Orlicz functions, J. Comput. Anal. Appl., 22 (2017), 52-63.
[18] K. Raj, and R. Anand, Double difference spaces of almost null and almost convergent sequences for

Orlicz function, J. Comput. Anal. Appl., 24 (2018), 773-783.

[19] A. Choudhary and K. Raj, Applications of double difference fractional order operators to originate
some spaces of sequences, J. Comput. Anal. Appl., 28 (2020), 94-103.

[20] E. Savas and M. Mursaleen, On statistically convergent double sequence of fuzzy numbers, Inform.
Sci., 162 (2004), 183-192.

[21] E. Savas, A sequence spaces in 2-normed space defined by ideal convergence and an Orlicz function,

Abst. Appl. Anal., (2011), Article ID 741382, 1-8.
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Some convergence results using K∗ iteration
process in CAT (0) spaces

Kifayat Ullah, Dong Yun Shin, Choonkil Park and Bakhat Ayaz
Khan

Abstract. In this paper, some strong and ∆-convergence results for
Suzuki generalized nonexpansive mappings in the setting of complete
CAT (0) spaces are proved. We are using newly introduced K∗ iteration
process for approximation of fixed point. We also give an example to
show the efficiency of the K∗ iteration process. Our results are exten-
sion, improvement and generalization of many well known results in the
literature of fixed point theory in CAT (0) spaces.
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1. Introduction

It is well-known that several mathematics problems are naturally formulated
as fixed point problem Tx = x, where T is some suitable mapping, may
be nonlinear. For example, for given functions ζ : [a, b] ⊆ R → R and ξ :
[a, b]× [a, b]× R→ R, the solution of following nonlinear integral equation

x(c) = ζ(c) +

b∫
a

ξ(c, r, x(r))dr,

where x ∈ C[a, b] (the set of all continuous real-valued functions defined on
[a, b] ⊆ R), is equivalently to fixed point problems for the following mapping
T : C[a, b]→ C[a, b] defined by

0∗Corresponding author: Dong Yun Shin (email: dyshin@uos.ac.kr).
This work was supported by Basic Science Research Program through the National Re-
search Foundation of Korea funded by the Ministry of Education, Science and Technology

(NRF-2017R1D1A1B04032937). We would like to thank Prof. Balwant Singh Thakur for
technical assistance.
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(Tx)(c) = ζ(c) +

b∫
a

ξ(c, r, x(r))dr

for all x ∈ C[a, b].

The well-known Banach contraction theorem uses the Picard iteration
process for approximation of fixed point. Many iterative processes have been
developed to approximate fixed points of contraction type of mapping in
CAT (0) type spaces of ground spaces. Some of the other well-known iter-
ative processes are those of Mann [17], Ishikawa [10], Noor [8], Abbas [1],
Agarwal [2], Phuengrattana and Suantai [19], Karahan and Ozdemir [11],
Chugh, Kumar and Kumar [6], Sahu and Petrusel [20], Khan [14], Gursoy
and Karakaya [9], Thakur, Thakur and Postolache [22] and so on. See also
[13, 23, 25] for more information on CAT (0) spaces and applications. Re-
cently, Ullah and Arshad [24] introduced a new three steps iteration process
as the K∗ iteration process and proved that it is strong and converges fast
as compared to all above mentioned iteration processes. They use uniformly
convex Banach space as a ground space.

Motivated by above, in this paper, first we develop an example of Suzuki
generalized nonexpansive mappings is given which is not nonexpansive. We
compare the speed of convergence of the K∗ iteration process with the lead-
ing two steps S-iteration process and leading three steps Picard-S-iteration
process for Suzuki generalized nonexpansive mappings, and graphic represen-
tation is also given.

Finally, we prove some strong and ∆-convergence theorems for Suzuki
generalized nonexpansive mappings in the setting of CAT (0) spaces.

2. Preliminaries

Let (X, d) be a metric space. A geodesic from x to y in X is a mapping
c from closed interval [0, l] ⊂ R to X such that c(0) = x, c(l) = y, and

d(c(t), c(t
′
)) = |t − t′ | for all t, t

′ ∈ [0, l]. In particular, c is an isometry and
d(x, y) = l. The image of c is called a geodesic (or metric) segment joining
x and y. The space (X, d) is said to be a geodesic space if every two points
of X is joined by a geodesic and X is said to be uniquely geodesic if there is
exactly one geodesic joining x and y for each x, y ∈ X, which we denote by
[x, y], called the segment joining x to y.

A geodesic triangle ∆(x1,x2,x3) in a geodesic metric space (X, d) con-
sists of three points x1, x2, x3 in X (the vertices of ∆) and a geodesic segment
between each pair of vertices (the edges of ∆). A comparison triangle for the
triangle ∆(x1,x2,x3) in (X, d) is a triangle ∆̄(x1,x2,x3) := ∆(x̄1,x̄2,x̄3) in R2

such that dR2(x̄i, x̄j) = d(xi, xj) for i, j ∈ {1, 2, 3}.
A geodesic space is said be a CAT (0) space if all geodesic triangles of

appropriate size satisfy the following comparison axiom.
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CAT (0): Let ∆ be a geodesic triangle in X and ∆̄ be a comparison
triangle for ∆. Then ∆ is said to satisfy the CAT (0) inequality if for x, y ∈
∆ and all comparison points x̄, ȳ ∈ ∆̄,

d(x, y) ≤ dE2(x̄, ȳ).

If x, y1,y2 are points in CAT (0) space and if y0 is the midpoint of the
segment [y1, y2], then the CAT (0) inequality implies

d(x, y0)2 ≤ 1

2
d(x, y1)2 +

1

2
d(x, y2)2 − 1

4
d(y1, y2)2. (CN)

This is the (CN) inequality of Burhat and Tits [5].
We recall the following result from Dhompongsa and Panyanak [8].

Lemma 2.1. ([8]) For x, y ∈ X and α ∈ [0, 1], there exists a unique point z
∈ [x, y] such that

d(x, z) = αd(x, y) and d(y, z) = (1− α)d(x, y). (2.1)

The notation ((1 − α)x ⊕ αy) is used for the unique point z satisfying
(2.1).

CAT (0) space may be regarded as a metric version of Hilbert space.
For example, in CAT (0) space we have the following extended version of
parallelogram law:

d(z, αx⊕ (1− α)y)2 = αd(x, z)2 + (1− α)d(z, y)2 − α(1− α)d(x, y)2 (2.2)

for any α ∈ [0, 1], x, y ∈ X.
If α = 1

2 , then the inequality (2.2) becomes the (CN) inequality.
In fact, a geodesic space is a CAT (0) space if and only if it satisfies the

(CN) inequality (cf. [5]). Complete CAT (0) spaces are often called Hadmard
spaces. For more on these spaces, please refer to [3, 4].

Lemma 2.2. ([14, Lemma 2.4]) For x, y, z ∈ X and α ∈ [0, 1], we have

d(z, αx⊕ (1− α)y) ≤ αd(z, x) + (1− α)d(z, y).

Let C be a nonempty closed convex subset of a CAT (0) space X let
{xn} be a bounded sequence in X. For x ∈ X, we set

r(x, {xn}) = lim sup
n→∞

d(xn, x).

The asymptotic radius of {xn} relative to C is given by

r(C, {xn}) = inf{r(x, {xn}) : x ∈ C}
and the asymptotic center of {xn} relative to C is the set

A(C, {xn}) = {x ∈ C : r(x, {xn}) = r(C, {xn})}.
It is well known that, in a complete CAT (0) space, A(C, {xn}) consists

of exactly one point.
We now recall the definition of ∆-convergence in CAT (0) space.
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Definition 2.3. A sequence {xn} in a CAT (0) space X is said to be ∆-
convergent to x ∈ X if x is the unique asymptotic center of {ux} for every
subsequence {ux} of {xn}.

In this case, we write ∆-limnxn = x and call x the ∆-lim of {xn}.
Recall that a bounded sequence {xn} in X is said to be regular if

r({xn}) = r{ux} for every subsequence {ux} of {xn}.
Since in a CAT (0) space every regular sequence ∆-converges, we see

that every bounded sequence in X has a ∆-convergent subsequence.
A CAT (0) space X is said to satisfy the Opial′s property [17] if for each

sequence {xn} in X, ∆-converges to x ∈ X, we have

lim sup
n→∞

d(xn, x) < lim sup
n→∞

d(xn, y)

for all y ∈ X such that y 6= x.

Definition 2.4. A point p is called a fixed point of a mapping T if T (p) = p
and F (T ) represents the set of all fixed points of the mapping T.

Definition 2.5. Let C be a nonempty subset of a CAT (0) space X.
(i) A mapping T : C → C is called a contraction if there exists α ∈ (0, 1)

such that

d(Tx, Ty) ≤ αd(x, y)

for all x, y ∈ C.
(ii) A mapping T : C → C is called nonexpansive if

d(Tx, Ty) ≤ d(x, y)

for all x, y ∈ C.
(iii) A mapping is a quasi-nonexpansive if for all x ∈ C and p ∈ F (T ),

we have

d(Tx, p) ≤ d(x, p).

In 2008, Suzuki [21] introduced the concept of generalized nonexpansive
mappings which is a condition on mappings called condition (C). A mapping
T : C → C is said to satisfy condition (C) if for all x, y ∈ C, we have

1

2
d(x, Tx) ≤ d(x, y) implies d(Tx, Ty) ≤ d(x, y).

Suzuki [21] showed that the mapping satisfying condition (C) is weaker
than nonexpansiveness. The mapping satisfying condition (C) is called a
Suzuki generalized nonexpansive mapping.

Suzuki [21] obtained fixed point theorems and convergence theorems
for Suzuki generalized nonexpansive mapping. In 2011, Phuengrattana [18]
proved convergence theorems for Suzuki generalized nonexpansive mappings
using the Ishikawa iteration in uniformly convex Banach spaces and CAT (0)
spaces. Recently, fixed point theorems for Suzuki generalized nonexpansive
mapping have been studied by a number of authors, see, e.g., [22] and refer-
ences therein.
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The following are some basic properties of Suzuki generalized nonexpan-
sive mappings whose proofs in the setup of CAT (0) spaces follow the same
lines as those of [12, Propostions 11, 14, 19] and therefore we omit them.

Proposition 2.6. Let C be a nonempty subset of a CAT (0) space X and
T : C → C be any mapping.

(i) [21, Proposition 1] If T is nonexpansive, then T is a Suzuki general-
ized nonexpansive mapping.

(ii) [21, Proposition 2] If T is a Suzuki generalized nonexpansive map-
ping and has a fixed point, then T is a quasi-nonexpansive mapping.

(iii) [21, Lemma 7] If T is a Suzuki generalized nonexpansive mapping,
then

d(x, Ty) ≤ 3d(Tx, x) + d(x, y)

for all x, y ∈ C.

Lemma 2.7. [21, Theorem 5] Let C be a weakly compact convex subset of
a CAT (0) space X. Let T be a mapping on C. Assume that T is a Suzuki
generalized nonexpansive mapping. Then T has a fixed point.

Lemma 2.8. [16, Lemma 2.9] Suppose that X is a complete CAT (0) space
and x ∈ X. If {tn} is a sequence in [b, c] for some b, c ∈ (0, 1) and {xn}, {yn}
are sequences in X such that for some r ≥ 0, we have

lim
n→∞

sup d(xn, x) ≤ r,

lim
n→∞

sup d(yn, x) ≤ r,

lim
n→∞

sup d(tnxn + (1− tn)yn, x) = r,

then

lim
n→∞

d(xn, yn) = 0.

Lemma 2.9. [7, Proposition 2.1] If C is a closed comvex subset of a complete
CAT (0) space X and if {xn} is a bounded sequence in C, then the asymptotic
center of {xn} is in C.

Lemma 2.10. [15] Every bounded sequence in a complete CAT (0) space always
has a ∆-convergent subsequence.

Lemma 2.11. [15, Proposition 3.7] Let C is a closed comvex subset of a com-
plete CAT (0) space X and T : C → X be a Suzuki generalized nonexpansive
mapping. Then the conditions {xn} ∆-converges to x and d(Txn, xn) → 0
imply x ∈ C and Tx = x.

The following is an example of Suzuki generalized nonexpansive map-
ping which is not nonexpansive.

Example 1. Define a mapping T : [0, 1]→ [0, 1] by

Tx =

{
1− x if x ∈

[
0, 16
)

x+5
6 if x ∈

[
1
6 , 1
]
.
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We need to prove that T is a Suzuki generalized nonexpansive but not
nonexpansive.

If x = 15
96 and y = 1

6 , then we have

d(Tx, Ty) = |Tx− Ty|

=

∣∣∣∣1− 15

96
− 31

36

∣∣∣∣
=

5

288

>
1

96
= d(x, y).

Hence T is not a nonexpansive mapping.
To verify that T is a Suzuki generalized nonexpansive mapping, consider

the following cases:
Case I: Let x ∈

[
0, 16
)
. Then 1

2d( x, Tx) = 1−2x
2 ∈

(
1
3 ,

1
2

]
. For 1

2d(x, Tx) ≤
d(x, y), we have 1−2x

2 ≤ y − x, i.e., 1
2 ≤ y and hence y ∈

[
1
2 , 1
]
. We have

d(Tx, Ty) =

∣∣∣∣y + 5

6
− (1− x)

∣∣∣∣ =

∣∣∣∣y + 6x− 1

6

∣∣∣∣ < 1

6

and

d(x, y) = |x− y| >
∣∣∣∣16 − 1

2

∣∣∣∣ =
2

6
.

Hence 1
2d(x, Tx) ≤ d(x, y) =⇒ d(Tx, Ty) ≤ d(x, y).

Case II: Let x ∈
[
1
6 , 1
]
. Then 1

2d( x, Tx) = 1
2

∣∣x+5
6 − x

∣∣ = 5−5x
12 ∈[

0, 2572
]
. For 1

2d(x, Tx) ≤ d(x, y), we have 5−5x
12 ≤ |y − x| , which gives two

possibilities:
(a) Let x < y. Then 5−5x

12 ≤ y − x =⇒ y ≥ 5+7x
12 =⇒ y ∈

[
37
72 , 1

]
⊂[

1
6 , 1
]
. So

d(Tx, Ty) =

∣∣∣∣x+ 5

6
− y + 5

6

∣∣∣∣ =
1

6
d(x, y) ≤ d(x, y).

Hence 1
2d(x, Tx) ≤ d(x, y) =⇒ d(Tx, Ty) ≤ d(x, y).

(b) Let x > y. Then 5−5x
12 ≤ x − y =⇒ y ≤ x − 5−5x

12 = 17x−5
12 =⇒

y ∈
[
− 13

72 , 1
]
. Since y ∈ [0, 1], y ≤ 17x−5

12 =⇒ x ∈
[

5
12 , 1

]
. So the case is

x ∈
[

5
12 , 1

]
and y ∈ [0, 1] .

Now the case that x ∈
[

5
12 , 1

]
and y ∈

[
1
6 , 1
]

is the same case as that of

(a). So let x ∈
[

5
12 , 1

]
and y ∈

[
0, 16
)
. Then

d(Tx, Ty) =

∣∣∣∣x+ 5

6
− (1− y)

∣∣∣∣
=

∣∣∣∣x+ 6y − 1

6

∣∣∣∣ .
For convenience, first we consider x ∈

[
5
12 ,

1
2

]
and y ∈

[
0, 16
)
. Then d(Tx, Ty) ≤

1
12 and d(x, y) ≥ 3

12 . Hence d(Tx, Ty) ≤ d(x, y).
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Table 1. Some values produced by S, Picard-S and K∗ IP

K∗ Picard-S S
x0 0.9 0.9 0.9
x1 0.99809713998382 0.99722222222222 0.98333333333333
x2 0.99997729192914 0.99993300629392 0.99758822658104
x3 0.99999985210113 0.99999849779947 0.99967552468466
x4 0.99999999971662 0.99999996779523 0.99995826261755
x5 1 0.99999999933035 0.99999479283092
x6 1 0.99999999998638 0.99999936458953
x7 1 0.99999999999973 0.99999992375668
x8 1 0.99999999999999 0.99999999097156
x9 1 1 0.99999999894221
x10 1 1 0.99999999987715

Table 2. Some values produced by S, Picard-S and K∗ IP

K∗ Picard-S S
x0 0.5 0.5 0.5
x1 0.99048569991909 0.99722222222222 0.98333333333333
x2 0.99988645964572 0.99993300629392 0.99758822658104
x3 0.99999926050565 0.99999926050566 0.99967552468466
x4 0.99999999858311 0.99999996779523 0.99995826261755
x5 1 0.99999999933035 0.99999479283092
x6 1 0.99999999998638 0.99999936458953
x7 1 0.99999999999973 0.99999992375668
x8 1 0.99999999999999 0.99999999097156
x9 1 1 0.99999999894221
x10 1 1 0.99999999987715

Next consider x ∈
[
1
2 , 1
]

and y ∈
[
0, 16
)
. Then d(Tx, Ty) ≤ 1

6 and

d(x, y) ≥ 2
6 . Hence d(Tx, Ty) ≤ d(x, y). So

1

2
d(x, Tx) ≤ d(x, y) =⇒ d(Tx, Ty) ≤ d(x, y).

Hence T is a Suzuki generalized nonexpansive mapping.

In order to show the efficiency of K∗ iteration process, we use Exam-
ple 1 with x0 = 0.9, x0 = 0.5 and get the above Tables 1 and 2. Graphic
representation is given in Figure 1.

Let n ≥ 0 and {αn} and {βn} be real sequences in [0, 1]. Ullah and
Arshad [24] introduced a new iteration process known as the K∗ iteration
process 

x0 ∈ C
zn = (1− βn)xn + βnTxn

yn = T ((1− αn)zn + αnTzn)
xn+1 = Tyn.
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Figure 1. Convergence of iterative sequences generated by
K∗ (red line), Picard-S (blue line) and S (green line) itera-
tion process to the fixed point 1 of the mapping T defined
in Example 1.

They also proved that the K∗ iteration process is faster than the Picard-
S iteration and S-iteration processes with the help of a numerical example.

3. Convergence results for Suzuki generalized nonexpansive
mappings

In this section, we prove some strong and ∆-convergence theorems of a se-
quence generated by a K∗ iteration process for Suzuki generalized nonexpan-
sive mappings in the setting of CAT (0) space. The K∗ iteration process in
the language of CAT (0) space is given by

x0 ∈ C
zn = (1− βn)xn ⊕ βnTxn

yn = T ((1− αn)zn ⊕ αnTzn)
xn+1 = Tyn

. (3.1)

Lemma 3.1. Let C be a nonempty closed convex subset of a CAT (0) space X
and T : C → C be a Suzuki generalized nonexpansive mapping with F (T ) 6= ∅.
For arbitrarily chosen x0 ∈ C, let the sequence {xn} be generated by (3.1).
Then lim

n→∞
d(xn, p) exists for any p ∈ F (T ).

Proof. Let p ∈ F (T ) and z ∈ C. Since T is a Suzuki generalized nonexpansive
mapping,

1

2
d(p, Tp) = 0 ≤ d(p, z) implies that d(Tp, Tz) ≤ d(p, z).

By Proposition 2.6 (ii), we have
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d(zn, p) = d(((1− βn)xn ⊕ βnTxn), p)

≤ (1− βn)d(xn, p) + βnd(Txn, p)

≤ (1− βn)d(xn, p) + βnd(xn, p)

= d(xn, p). (3.2)

Using (3.2), we get

d(yn, p) = d((T (1− αn)zn ⊕ αnTzn), p)

≤ d(((1− αn)zn ⊕ αnTzn), p)

≤ (1− αn)d(zn, p) + αnd(Tzn, p)

≤ (1− αn)d(xn, p) + αnd(zn, p)

≤ (1− αn)d(xn, p) + αnd(xn, p)

= d(xn, p). (3.3)

Similarly by using (3.3), we have

d(xn+1, p) = d(Tyn, p)

≤ d(yn, p)

≤ d(xn, p).

This implies that {d(xn, p)} is bounded and nonincreasing for all p ∈
F (T ). Hence lim

n→∞
d(xn, p) exists, as required. �

Theorem 3.2. Let C be a nonempty closed convex subset of a CAT (0) space X
and T : C → C be a Suzuki generalized nonexpansive mapping. For arbitrary
chosen x0 ∈ C, let the sequence {xn} be generated by (3.1) for all n ≥ 1,
where {αn} and {βn} are sequences of real numbers in [a, b] for some a, b
with 0 < a ≤ b < 1. Then F (T ) 6= ∅ if and only if {xn} is bounded and
lim
n→∞

d(Txn, xn) = 0.

Proof. Suppose F (T ) 6= ∅ and let p ∈ F (T ). Then, by Theorem 3.2, lim
n→∞

d(xn, p)

exists and {xn} is bounded. Put

lim
n→∞

d(xn, p) = r. (3.4)

From (3.2) and (3.4), we have

lim sup
n→∞

d(zn, p) ≤ lim sup
n→∞

d(xn, p) = r. (3.5)

By Proposition 2.6 (ii) we have

lim sup
n→∞

d(yn, p) ≤ lim sup
n→∞

d(xn, p) = r. (3.6)
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On the other hand, by using (3.2), we have

d(xn+1, p) = d(Tyn, p)

≤ d(yn, p)

= d((T (1− αn)zn ⊕ αnTzn), p)

≤ d(((1− αn)zn ⊕ αnTzn), p)

≤ (1− αn)d(zn, p) + αnd(Tzn, p)

≤ (1− αn)d(xn, p) + αnd(zn, p)

= d(xn, p)− αnd(xn, p) + αnd(zn, p).

This implies that

d(xn+1, p)− d(xn, p)

αn
≤ d(zn, p)− d(xn, p).

So

d(xn+1, p)− d(xn, p) ≤
d(xn+1, p)− d(xn, p)

αn
≤ d(zn, p)− d(xn, p),

which implies that

d(xn+1, p) ≤ d(zn, p).

Therefore,

r ≤ lim inf
n→∞

d(zn, p). (3.7)

By (3.5) and (3.7), we get

r = lim
n→∞

d(zn, p)

= lim
n→∞

d(((1− βn)xn + βnTxn), p)

= lim
n→∞

d(βn(Txn, p) + (1− βn)(xn, p)). (3.8)

From (3.4), (3.6), (3.8) and Lemma 2.8, we have that lim
n→∞

d(Txn, xn) =

0.
Conversely, suppose that {xn} is bounded and lim

n→∞
d(Txn, xn) = 0. Let

p ∈ A(C, {xn}). By Proposition 2.6 (iii), we have

r(Tp, {xn}) = lim sup
n→∞

d(xn, Tp)

≤ lim sup
n→∞

(3d(Txn, xn) + d(xn, p))

≤ lim sup
n→∞

d(xn, p)

= r(p, {xn}).

This implies that Tp ∈ A(C, {xn}). SinceX is uniformly convex,A(C, {xn})
is a singleton and hence we have Tp = p. So F (T ) 6= ∅. �

Now we are in the position to prove ∆-convergence theorem.
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Theorem 3.3. Let C be a nonempty closed convex subset of a complete CAT (0)
space X and T : C → C be a Suzuki generalized nonexpansive mapping with
F (T ) 6= ∅. Let {tn} and {sn} be sequences in [0, 1] such that {tn} ∈ [a, b] and
{sn} ∈ [0, b] or {tn} ∈ [a, 1] and {sn} ∈ [a, b for some a, b with 0 < a ≤ b < 1.
For an arbitrary element x1 ∈ C, {xn} ∆-converges to a fixed point of T .

Proof. Since F (T ) 6= ∅, by Theorem 3.3, we have that {xn} is bounded and
lim
n→∞

d(Txn, xn) = 0. We now let ww{xn} :=
⋃
A({un}) where the union is

taken over all subsequences {un} of {xn}. We claim that ww{xn} ⊂ F (T ).
Let u ∈ ww{xn}. Then there exists a subsequence {un} of {xn} such that
A({un}) = {u}. By Lemmas 2.9 and 2.10, there exists a subsequence {vn} of
{un} such that ∆-limn {vn} = v ∈ C. Since lim

n→∞
d(vn, T vn) = 0, v ∈ F (T )

by Lemma 2.11. We claim that u = v. Suppose not. Since T is a Suzuki
generalized nonexpansive mapping and v ∈ F (T ), limn d(xn, v) exists by
Theorem 3.2. Then by uniqueness of asymptotic centers,

lim
n→∞

supd(vn, v) < lim
n→∞

supd(vn, u)

≤ lim
n→∞

supd(un, u)

< lim
n→∞

supd(un, v)

= lim
n→∞

supd(xn, v))

= lim
n→∞

supd(vn, v),

which is a contradiction and hence u = v ∈ F (T ). To show that {xn} ∆-
converges to a fixed point of T , it is sufices to show that ww{xn} consists of
exactly one point. Let {un} be a subsequence of {xn}. By Lemmas 2.9 and
2.10, there exists a subsequence {vn} of {un} such that ∆-limn {vn = v ∈ C.
Let A({un}) = {u} and A({xn}) = {x}. We have seen that c ∈ F (T ). We
can complete the proof by showing that x = v. Suppose not. Since {d(xn, v)}
is convergent, by the uniqueness of asymptotic centers,

lim
n→∞

supd(vn, v) < lim
n→∞

supd(vn, x)

≤ lim
n→∞

supd(xn, x)

< lim
n→∞

supd(xn, v)

= lim
n→∞

supd(vn, v),

which is a contradiction and hence the conclusion follows. �

Next we prove the strong convergence theorem.

Theorem 3.4. Let C be a nonempty compact convex subset of a CAT (0)
space X and T : C → C be a Suzuki generalized nonexpansive mapping. For
arbitrary chosen x0 ∈ C, let the sequence {xn} be generated by (3.1) for all
n ≥ 1, where {αn} and {βn} are sequences of real numbers in [a, b] for some
a, b with 0 < a ≤ b < 1. Then {xn} converges strongly to a fixed point of T .
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Proof. By Lemma 2.7, we have that F (T ) 6= ∅ and so by Theorem 3.2 we
have lim

n→∞
d(Txn, xn) = 0. Since C is compact, there exists a subsequence

{xnk
} of {xn} such that {xnk

} converges strongly to p for some p ∈ C. By
Proposition 2.6 (iii), we have

d(xnk
, Tp) ≤ 3d(Txnk

, xnk
) + d(xnk

, p), for all n ≥ 1.

Letting k → ∞, we get Tp = p, i.e., p ∈ F (T ). By Theorem 3.2,
lim
n→∞

d(xn, p) exists for every p ∈ F (T ) and so {xn} converges strongly to

p. �

Senter and Dotson [22] introduced the notion of a mappings satisfying
condition (I) as follows.

A mapping T : C → C is said to satisfy condition (I) if there exists a
nondecreasing function f : [0,∞)→ [0,∞) with f(0) = 0 and f(r) > 0 for all
r > 0 such that d(x, Tx) ≥ f(d(x, F (T ))) for all x ∈ C, where d(x, F (T )) =
infp∈F (T ) d(x, p).

Now we prove the strong convergence theorem using condition (I).

Theorem 3.5. Let C be a nonempty closed convex subset of a CAT (0) space X
and T : C → C be a Suzuki generalized nonexpansive mapping. For arbitrary
chosen x0 ∈ C, let the sequence {xn} be generated by (3.1) for all n ≥ 1,
where {αn} and {βn} are sequences of real numbers in [a, b] for some a, b
with 0 < a ≤ b < 1 such that F (T ) 6= ∅. If T satisfies condition (I), then
{xn} converges strongly to a fixed point of T .

Proof. By Lemma 3.1, we see that lim
n→∞

d(xn, p) exists for all p ∈ F (T ) and

so lim
n→∞

d(xn, F (T )) exists. Assume that lim
n→∞

d(xn, p) = r for some r ≥ 0. If

r = 0, then the result follows. Suppose r > 0. Then from the hypothesis and
condition (I),

f(d(xn, F (T ))) ≤ d(Txn, xn). (3.9)

Since F (T ) 6= ∅, by Theorem 3.3, we have lim
n→∞

d(Txn, xn) = 0. So (3.9)

implies that

lim
n→∞

f(d(xn, F (T ))) = 0. (3.10)

Since f is a nondecreasing function, from (3.10), we have lim
n→∞

d(xn, F (T )) =

0. Thus we have a subsequence {xnk
} of {xn} and a sequence {yk}, yk ∈ F (T ),

such that

d(xnk
, yk) <

1

2k
for all k ∈ N.

So using (3.4), we get

d(xnk+1
, yk) ≤ d(xnk

, yk) <
1

2k
.
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Hence

d(yk+1, yk) ≤ d(yk+1, xk+1) + d(xk+1, yk)

≤ 1

2k+1
+

1

2k

<
1

2k−1
→ 0, as k →∞.

This shows that {yk} is a Cauchy sequence in F (T ) and so it converges
to a point p. Since F (T ) is closed, p ∈ F (T ) and then {xnk

} converges
strongly to p. Since lim

n→∞
d(xn, p) exists, we have that xn → p ∈ F (T ). Hence

the proof is complete. �
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Abstract

In this paper, first we derive some nonlinear discrete inequalities, and then as

an application, we study the Ulam stability of the first order nonlinear difference

equation

∆y(n) = f(n, y(n)), n ≥ n0,

where f is a given function. The obtained result on Ulam stability is new to the

literature in the sense that our approach does not require the explicit form of solu-

tions of the investigated equations.

2010 Mathematics Subject Classification: 39A30,39B82

Keywords and Phrases: Ulam stability, discrete inequality, nonlinear difference

equation.

1. Introduction

In the passed years, the Ulam stability of functional equations received a great

attention.In general, we say that an equation is stable in the sense of Ulam if for

1
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2

every approximate solution of that equation there exists an exact solution of the

equation near it. For more details on Ulam stability, one can refer to [13].

The problem of the Ulam stability of difference equations is related to the notion

of the perturbation of discrete dynamical systems. In [2–5, 7–9, 11, 12, 14, 17], the

authors studied Ulam stability of linear difference equations and in [16], the authors

obtained some results on Ulam stability for some second order linear difference

equations. In all these papers, the authors studied the Ulam stability of first and

second order linear difference equations and it seems that no results dealing with

Ulam stability for the nonlinear difference equations are available in the literature.

Therefore the purpose of this paper is to study that Ulam stability of the following

first order nonlinear difference equation

∆y(n) = f(n, y(n)), n ≥ N, (1.1)

where f ∈ C(N,R) and N denotes the set of all non-negative integers, without using

the explicit form of the solutions.

Next, we present the definition of the Ulam stability for difference equations.

Definition 1.1. The equation (1.1) is called stable in Ulam sense if there exists a

constant L ≥ 0 such that for every ε > 0 and every {y(n)} in R satisfying

|∆y(n)− f(n, y(n))| ≤ ε, n ≥ 0 (1.2)

there exists a sequence {x(n)} in R with the properties

∆x(n) = f(n, x(n)), n ≥ 0 (1.3)

and

|y(n)− x(n)| ≤ Lε, n ≥ 0. (1.4)

A sequence {y(n)} which satisfies (1.2) for some ε > 0 is called an approximate

solution of the nonlinear difference equation (1.1), and we reformulate the above

definition as: the equation (1.1) is called Ulam stable if for every approximate

solution of it there exists an exact solutions close to it. If in Definition 1.1, the
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number ε is replaced by a sequence of positive numbers {ε(n)} and Lε from (1.4)by

a sequence of positive numbers {η(n)} the equation (1.1) is called genelized stable

in the Ulam sense.

In this paper first we derive some nonlinear discrete inequalities, and as an appli-

cation we investigate the Ulam stability of equations (1.1).

2. Nonlinear Discrete Inequalities

In this section, we present some nonlinear discrete inequalities which provide us a

powerful tool for investigating the Ulam stability of a nonlinear first order difference

equations.

We begin with the following results which can be found in: [[6], Theorem 41,

pp.39].

Lemma 2.1. If a > 0 and 0 < α ≤ 1, then

aα ≤ αa+ (1− α)

and the equality holds if α = 1.

Theorem 2.2. Let {u(n)}, {f(n)}, {g(n)} and {h(n)} be nonnegative real se-

quences defined for all n ∈ N, and

u(n) ≤ f(n) + g(n)
n−1∑
s=0

h(s)uα(s), (2.1)

where 0 < α ≤ 1. Then

u(n) ≤ f(n) + g(n)
n−1∑
s=0

h(s)(αf(s) + (1− α)) exp

(
n−1∑
t=s+1

αf(t)g(t)

)
. (2.2)

Proof. Defining a sequence R(n) by

R(n) =
n−1∑
s=0

h(s)uα(s),

then R(0) = 0 and u(n) ≤ f(n) + g(n)R(n). Now using Lemma 2.1, one can obtain

∆R(n) = h(n)uα(n) ≤ h(n)(f(n) + g(n)R(n))α

≤ (αh(n)f(n) + (a− α)h(n)) + αh(n)g(n)R(n)
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or

R(n+ 1)− (1 + αh(n)g(n))R(n) ≤ h(n)(αf(n) + (1− α)). (2.3)

Multiplying (2.3) by
∏n

s=0(1 + αh(s)g(s))−1, we have

∆

(
R(n)

n∏
s=0

(1 + αh(s)g(s))−1

)
≤ h(n)(αf(n) + (1− α))

n∏
s=0

(1 + αh(s)g(s))−1.

Summing up the last inequality from 0 to n− 1, we obtain

R(n) ≤
n−1∑
s=0

h(s)(αf(s) + (1− α))
n−1∏
t=s+1

(1 + αh(t)g(t))

≤
n−1∑
s=0

h(s)(αf(s) + (1− α))

(
exp

n−1∑
t=s+1

αh(t)g(t)

)
. (2.4)

Using (2.4) in u(n) ≤ f(n) + g(n)R(n), we have the desired inequality (2.2). This

completes the proof. �

Corollary 2.3. Let u(n) and p(n) be non-negative real sequences defined for all

n ∈ N such that

u(n) ≤ c+
n−1∑
s=0

p(s)uα(s) (2.5)

where c ≥ 0 and 0 < α ≤ 1. Then

u(n) ≤
(
cα + (1− α)

α

)
exp

(
n−1∑
s=0

αp(s)

)
. (2.6)

Proof. Let f(n) = c ≥ 0, g(n) = 1 and h(n) = p(n) in (2.2), we have

u(n) ≤ c+
n−1∑
s=0

p(s)(αc+ 1− α)
n−1∏
t=s+1

(1 + αp(t))

= c+
(αc+ (1− α))

α

n−1∑
s=0

αp(s)
n−1∏
t=s+1

(1 + αp(t))

= c+
(αc+ (1− α))

α

(
n−1∏
s=0

(1 + αp(s))− 1

)

≤
(
αc+ (1− α)

α

)
exp

(
n−1∑
s=0

αp(s)

)
.

The proof is now complete. �
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Theorem 2.4. Let u(n), p(n) and h(n) be non-negative real sequences for all n ∈ N

and

u(n) ≤ c+
n−1∑
s=0

p(s)u(s) +
n−1∑
s=0

h(s)uα(s), (2.7)

where c ≥ 0 and 0 < α ≤ 1. Then

u(n) ≤

(
c+ (1− α)

n−1∑
s=0

h(s)

)
exp

(
n−1∑
s=0

(p(s) + αh(s))

)
. (2.8)

Proof. Let R(n) be the right hand side of (2.7). Then R(0) = c and u(n) ≤ R(n)

and

∆R(n) = p(n)u(n) + h(n)uα(n)

≤ p(n)R(n) + h(n)Rα(n)

≤ p(n)R(n) + h(n)(αR(n) + (1− α))

= (p(n) + αh(n))R(n) + (1− α)h(n) (2.9)

where we have used Lemma 2.1. Now from (2.9), we have

R(n+ 1)− (1 + p(n) + αh(n))R(n) ≤ (1− α)h(n).

Arguing as in the proof of Theorem 2.2, one can easily obtain the desired result and

hence the details are omitted. �

Remark 2.1. (a) If α = 1 in Theorem 2.2, then it reduced to the well-known

Pachpatte inequality [10], in 2002. For 0 < α < 1 the estimate (2.2) of Theorem

2.2 is new to the literature.

(b) If α = 1 and g(n) ≡ 1, then Theorem 2.2 reduced to a well-known result due to

Sugiyama [15], in 1969.

Remark 2.2. If α = 1 in Corollary 2.3, then it reduced to the discrete analogue of

the well-known Gronwall-Bellman inequality [1].

Remark 2.3. The result obtained in Theorem 2.4 is different from that one by

Willet and Wong [18] for the case 0 < α < 1.
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3. Ulam Stability

As an application of the discrete inequalities established in Section 2, we investi-

gate the Ulam stability of equation (1.1).

Theorem 3.1. Let p(n) be a positive real sequence for all n ∈ N such that

|f(n, u)− f(n, v)| ≤ p(n)|u− v|α (3.1)

where 0 < α ≤ 1, and
∞∑
n=0

p(n) <∞. (3.2)

If for a positive real sequence φ(n) such that
∑∞

n=0 φ(n) <∞, and

|∆y(n)− f(n, y(n))| ≤ φ(n) (3.3)

then there exists a real sequence x(n) and a constant k > 0 satisfying

∆x(n) = f(n, x(n)) (3.4)

such that |y(n)− x(n)| ≤ k; that is, equation (1.1) has the Ulam stability.

Proof. From the inequality (3.3), we have

y(n) ≤ y(0) +
n−1∑
s=0

f(s, y(s)) +
n−1∑
s=0

φ(s) (3.5)

and from the equation (3.4), we obtain

x(n) = x(0) +
n−1∑
s=0

f(s, x(s)). (3.6)

Combining (3.5) and (3.6) yields

|y(n)− x(n)| ≤ |y(0)− x(0)|+
n−1∑
s=0

|f(s, y(s))− f(s, x(s))|+
n−1∑
s=0

φ(s).

Using the condition (3.1) in the above inequality, we have

|y(n)− x(n)| ≤M1 +
n−1∑
s=0

p(s)|y(s)− x(s)|α +M2 (3.7)
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where M1 = |y(0) − x(0)| and
∑∞

n=0 φ(n) ≤ M2 by hypothesis. Now applying

Corollary 2.3 in (3.7), we obtain

|y(n)− x(n)| ≤ ((M1 +M2)α + (1− α))

α
exp

(
n−1∑
s=0

αp(s)

)
. (3.8)

It follows from (3.2) that there is a constant M3 > 0 such that
∑∞

n=0 p(n) ≤ M3,

and using this in (3.8), one obtains

|y(n)− x(n)| ≤ k

where k = ((M1+M2)α+(1−α))
α

exp(αM3). This completes the proof. �

4. Conclusion

In this paper, first we have obtained some new nonlinear discrete inequalities and

then as an application we investigate the Ulam stability of a nonlinear first order

difference equation. In this approach, we do not need to require the explicit form of

the solution of the studied equation, where as in [3,4,7-9,11,12,14] the authors used

the explicit form of the solutions to prove their established results.
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Abstract. In this paper we introduce the notion of a BQ-algebra and show that is is equivalent to an abelian

group. For deep investigations of several algebraic structures, we introduce the notions of a SmarandacheV -

algebra-type U -algebra and a SmarandacheV -algebra-trans-type U -algebra, and apply the notions to several

algebras.

1. Introduction

W. B. Vasantha Kandasamy ([8]) studied the concept of Smarandache groupoids, ideals of

groupoids, Smarandache Bol groupoids and strong Bol groupoids, and obtained many interesting

results about them. Smarandace semigroups are very important for the study of congruences,

and it was studied by R. Padilla ([18]). It will be very interesting to study the Smarandache

structure in general algebraic structures. Kim et al. ([11]) defined the concept of a Smarndache

d-algebra and investigated some related properties of it. Seo et al. ([19]) introduced the concept

of a Smarndache fuzzy BCI-algebra and investigated some related properties of it. Neggers et

al. ([17]) defined the notion of a B-algebra and investigated some related properties of it. Some

properties of B-algebra are studied in ([3, 12, 13]).

In this paper, we introduce the notion of a BQ-algebras and show that it is equivalent to an

abelian group. Moreover, we introduce the notions of a SmarandacheV -algebra-type U -algebra

and a SmarandacheV -algebra-trans-type U -algebra, and apply the notions to several algebras.

2. Preliminaries

A B-algebra ([17]) is a non-empty set X with a selected point 0 and a binary operation “∗”
satisfying the following axioms: (i) x∗x = 0, (ii) x∗0 = x, (iii) (x∗y)∗z = x∗ (z ∗ (0∗y)) for any
x, y, z ∈ X. A B-algebra (X, ∗, 0) is said to be 0-commutative ([2]) if x ∗ (0 ∗ y) = y ∗ (0 ∗ x) for
any x, y ∈ X. Let (X, ∗, 0) be a B-algebra and let g ∈ X. We define g[0] := 0, g[1] := g[0]∗(0∗g) =
0 ∗ (0 ∗ g) = g and g[n] := g[n−1] ∗ (0 ∗ g) where n ≥ 1.
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0Keywords: Smarandache algebra, point algebra, p-derived algebra.
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Theorem 2.1. Let (X, ∗, 0) be a B-algebra and let g ∈ X. Then

g[m] ∗ g[n] =
{

g[m−n] if m ≥ n,

0 ∗ g[n−m] otherwise.

Theorem 2.2. ([10]) Every 0-commutative B-algebra is a BCI-algebra.

Theorem 2.3. ([10]) The following are equivalent:

(i) X is an abelian group,

(ii) X is a p-semisimple BCI-algebra,

(iii) X is a 0-commutative B-algebra.

Let (X, ∗, 0) be a B-algebra. Given x, y ∈ X, we define x ∗⟨1⟩ y := x ∗ y, x ∗⟨2⟩ y := (x ∗ y) ∗
y, x∗⟨n⟩ y := (x∗⟨n−1⟩ y)∗ y where n ≥ 3. For general references for BCK/BCI-algebras, we refer

to [5, 6, 14].

3. Several algebras

Let (X, ∗) be a groupoid (or a binary system, an algebra), i.e., X is a set and “∗” is a binary

operation on X. If we take an element p in X which plays an important role in (X, ∗), then we

say that p is a selected point and we write it by (X, ∗, p). Such an algebra (X, ∗, p) is said to be

a pointed algebra.

Example 3.1. Let (X, ∗) be a group with identity e. The identity element e plays an important

role in (X, ∗) and hence we may write it by (X, ∗, e) and e becomes a selected point in (X, ∗).

We regard all algebras below as pointed algebras without loss of generality. For simplicity’s

sake, we shall write p = 0, not intending 0 to have the usual meaning. Thus, in Example 3.1,

(X, ∗, e) becomes (X, ∗, 0) unless it is important to distinguish the algebra (X, ∗, 0) which contains

the subalgebra (not necessary a subgroup) (Y, ∗) with its selected point p to produce (Y, ∗, p).

Example 3.2. Consider X := {a, b, c, d} with the following table:

∗ a b c d

a a a a a

b a a a b

c a b c c

d a b c d
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Then (X, ∗, d) is an pointed algebra and the selected point d is the right identity. Consider

Y := {a, c} and Z := {a, d} with the following tables:

∗ a c

a a a

c a c

∗ a d

a a a

d a d

Then (Y, ∗, c) is a pointed algebra with a selected point c is the right identity, and (Z, ∗, d) is also
a pointed algebra with a special point d is the left identity.

Definition 3.3. Let (X, ∗, p) be a pointed algebra. Define a binary operation “•” on X by

x • y := x ∗ (p ∗ y)

for any x, y ∈ X. Then the algebra (X, •, p) is called a p-derived algebra from (X, ∗, p).

Example 3.4. (i) Let (X, ∗, e) be a group with identity e. If (X, •, e) is an e-derived algebra of

(X, ∗, e), then (X, •) = (X, ∗), since e is the identity, we have x • y = x ∗ (e ∗ y) = x ∗ y for all

x, y ∈ X.

(ii) Let (X, ∗, p) be a left-zero-semigroup with a selected point p. If (X, •, p) is a p-derived algebra

of (X, ∗, p), then (X, ∗) = (X, •).

Let X be a d-algebra and x ∈ X. Define x ∗X := {x ∗ a|a ∈ X}. X is said to be edge ([16]) if

for any x ∈ X, x ∗X = {x, 0}.

Lemma 3.5. ([16]) Let X be an edge d-algebra. Then

(i) x ∗ 0 = x for all x ∈ X.

(ii) (x ∗ (x ∗ y)) ∗ y = 0 for all x, y ∈ X.

Example 3.6. (i) Let (X, ∗, 0) be an edge d-algebra. If (X, •, 0) is an e-derived algebra of

(X, ∗, 0), then (X, •) is a left-zero-semigroup.

(ii) Let (X, ∗, 0) be a BCK-algebra. If (X, •, 0) is an e-derived algebra of (X, ∗, 0), then (X, •)
is a left-zero-semigroup. In fact, x • y = x ∗ (0 ∗ y) = x ∗ 0 = x for all x, y ∈ X.

In terms of list of axioms to be used to describe the various algebra types we note the following

section of axioms:

(1) x ∗ x = 0 for all x ∈ X.

(2) x ∗ 0 = x for all x ∈ X.

(3) 0 ∗ x = x for all x ∈ X.

(4) x ∗ y = y ∗ x for all x, y ∈ X.

(5) x ∗ y = y ∗ x = 0 ⇔ x = y for all x, y ∈ X.

(6) x ∗ y = y ∗ x = 0 ⇒ x = y for all x, y ∈ X.

(7) x ∗ y = y ∗ x ⇒ x = y for all x, y ∈ X.

(8) 0 ∗ x = 0 for all x ∈ X.
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(9) (x ∗ y) ∗ z = (x ∗ z) ∗ y for all x, y, z ∈ X.

(10) (x ∗ y) ∗ z = x ∗ (z ∗ y) for all x, y, z ∈ X.

(11) (x ∗ y) ∗ z = x ∗ (z ∗ (0 ∗ y)) for all x, y, z ∈ X.

(12) (x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z) for all x, y, z ∈ X.

(13) (x ∗ y) ∗ (0 ∗ y) = x for all x, y ∈ X.

(14) x ∗ (y ∗ z) = (x ∗ y) ∗ z for all x, y, z ∈ X.

(15) (x ∗ (x ∗ y)) ∗ y = 0 for all x, y ∈ X.

(16) ((x ∗ y) ∗ (x ∗ z)) ∗ (x ∗ y) = 0 for all x, y, z ∈ X.

(17) for any x ∈ X, there exists y ∈ X with x ∗ y = 0.

(18) for any x ∈ X, there exists y ∈ X with y ∗ x = 0.

An algebra (X, ∗, 0) is called a group if it satisfies (2),(3), (14), (17), and (18). An algebra (X, ∗)
is called a semigroup if it satisfies (14). An algebra (X, ∗, 0) is called a semigroup with identity if

it satisfies (2),(3), and (14). An algebra (X, ∗, 0) is called a B-algebra ([17]) if it satisfies (1),(2),

and (11). An algebra (X, ∗, 0) is called a BG-algebra ([9]) if it satisfies (1),(2), and (13). An

algebra (X, ∗, 0) is called a BH-algebra ([7]) if it satisfies (1), (2), and (6). An algebra (X, ∗, 0) is
called a Q-algebra ([15]) if it satisfies (1), (2), and (9). An algebra (X, ∗, 0) is called a d-algebra

([16]) if it satisfies (1), (5), and (8). An algebra (X, ∗, 0) is called a BCK-algebra ([14]) if it

satisfies (1), (5), (8), (15), and (16). An algebra (X, ∗, 0) is called a gBCK-algebra ([4]) if it

satisfies (1), (2), (9) and (12). An algebra (X, ∗, 0) is called an abelian group if it satisfies (2),

(3), (4), (14), (17), and (18). An algebra (X, ∗, 0) is called a commutative semigroup if it satisfies

(4) and (14).

4. BQ-algebras

In this section, we introduce the notion of a BQ-algebra and we show that it is equivalent to

an abelian group. An algebra (X, ∗, 0) is said to be a BQ-algebra if it satisfies the conditions (1),

(2), (9) and (11).

Theorem 4.1. Let (X, ∗, 0) be a BQ-algebra. If we define x • y := x ∗ (0 ∗ y) for any x, y ∈ X,

then (X, •, 0) is an abelian group.

Proof. Since (X, ∗, 0) is a BQ-algebra, it is both a B-algebra and a Q-algebra. It was proved that

if (X, ∗, 0) is a B-algebra, then (X, •, 0) is a group ([1]). By (9) we obtain (x ∗ (0 ∗ y)) ∗ (0 ∗ z) =
(x∗(0∗z))∗(0∗y) for any x, y, z ∈ X. It follows that (x•y)•z = (x•z)•y for any x, y, z ∈ X. If we

take x := 0, then (0•y)•z = (0•z)•y. Since (X, ∗, 0) is a B-algebra, we have 0•y = 0∗(0∗y) = y

for any y ∈ X. Hence we obtain y • z = z • y for any y, z ∈ X. This proves that (X, •, 0) is an
abelian group. □

Theorem 4.2. Let (X, •, 0) be an abelian group. If we define x ∗ y := x • y−1 for any x, y ∈ X,

then (X, ∗, 0) is a BQ-algebra.
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Proof. (1) For any x ∈ X, we have x∗x = x•x−1 = 0. (2) For any x ∈ X, x∗0 = x•0−1 = x•0 = x.

(9) Given x, y, z ∈ X, since (X, •, 0) is a group, we obtain

(x ∗ y) ∗ z = (x • y−1) • z−1

= (x • z−1) • y−1

= (x ∗ z) ∗ y.

(11) Given x, y, z ∈ X, since (X, •, 0) is a group, we have

x ∗ (z ∗ (0 ∗ y)) = x • [z • [(y−1)−1 • 0−1]]−1

= x • [z • (y • 0)]−1

= x • (z • y)−1

= x • (y−1 • z−1).

Similarly, we prove that (x ∗ y) ∗ z = (x • y−1) • z−1. Since (X, •, 0) is a group, we obtain

(x ∗ y) ∗ z = x ∗ (z ∗ (0 ∗ y)). Hence (X, ∗, 0) is a BQ-algebra. □

By Theorems 4.1 and 4.2, we conclude that the class of all BQ-algebras is equivalent to the

class of all abelian groups.

The interesting fact to note is that we are able to take advantage of the relationship x • y =

x ∗ (0 ∗ y) to understand better what the meaning of the class of BQ-algebra is. Other such

questions around in this setting as well as others. E.q., what class of B-algebras corresponds to

the class of solvable groups ? Can it be considered to be of the form: B“V ”-algebras corresponds

to solvable groups where “V ”-algebras is some nicely identifiable class, as the same as the class

for BQ-algebras ?

5. Smarandache types

Let (X, ∗) be an U -algebra. Then (X, ∗) is said to be a Smarandache V -algebra-type U-algebra

if there exists Y ⊆ X such that (Y, ∗) is a non-trivial subalgebra of (X, ∗) and |Y | ≥ 2, and (Y, ∗)
is a V -algebra. For example, a B-algebra (X, ∗, 0) is said to be a Smarandache Q-algebra-type

B-algebra it it contains a non-trivial sub-B-algebra (Y, ∗, 0) of (X, ∗, 0) and |Y | ≥ 2, and (Y, ∗, 0)
is a Q-algebra. Similarly, a Q-algebra (X, ∗, 0) is called a Smarandache group-type Q-algebra if it

contains a non-trivial sub-Q-algebra (Y, ∗, 0) of (X, ∗, 0), and (Y, ∗, 0) is a group where |Y | ≥ 2.

Theorem 5.1. There is no Smarandache d-algebra-type commutative groupoid.

Proof. Assume that there is a Smarandache d-algebra-type commutative groupoid (X, ∗, 0). Then
there exists Y ⊆ X such that (Y, ∗, 0) is a non-trivial subgroupoid of a commutative groupoid

(X, ∗, 0), |Y | ≥ 2 and (Y, ∗, 0) is a d-algebra. It follows that 0∗y = 0 for all y ∈ Y . Since (X, ∗, 0)
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is a commutative groupoid and Y ⊆ X, we obtain 0 ∗ y = y ∗ 0 = 0 for all y ∈ Y . Since (X, ∗, 0)
is a d-algebra and Y ⊆ X, we obtain y = 0, i.e., |Y | = 1, a contradiction. □

Theorem 5.2. There is no Smarandache semigroup-type d-algebra.

Proof. Assume that there is a Smarandache semigroup-type d-algebra (X, ∗, 0). Then there exists

Y ⊆ X such that (Y, ∗, 0) is a non-trivial subalgebra of a d-algebra (X, ∗, 0), |Y | ≥ 2 and (Y, ∗, 0)
is a semigroup. It follows that 0 ∗ (y ∗ 0) = 0 for any y ∈ Y , since Y ⊂ X and (X, ∗, 0) is a

d-algebra. Hence

y ∗ 0 = y ∗ (0 ∗ (y ∗ 0))
= (y ∗ 0) ∗ (y ∗ 0)
= 0.

Since Y ⊆ X and (X, ∗, 0) is a d-algebra, we obtain 0 ∗ y = 0 for all y ∈ Y . By (6), we have

y = 0, i.e., |Y | = 1, a contradiction. □

Theorem 5.3. A Smarandache group-type B-algebra is equal to a SmarandacheBoolean-group-

type B-algebra.

Proof. Since every Boolean group is a group, it is enough to show that every Smarandache group-

type B-algebra is a SmarandacheBoolean-group-type B-algebra. Assume (X, ∗, 0) is a Smaran-

dache group-type B-algebra. Then there exists Y ⊆ X such that |Y | ≥ 2, (Y, ∗, 0) is a non-trivial

subalgebra of a B-algebra and (Y, ∗, 0) is a group. For any y ∈ Y , since Y ⊆ X and (X, ∗, 0) is
a B-algebra, we obtain y ∗ y = 0. Since (Y, ∗) is a group, the order of y is 2 in the group (Y, ∗)
for any y ̸= 0 in Y and hence (Y, ∗, 0) is a Boolean group, proving the theorem. □

Corollary 5.4. A Smarandache group-type Q-algebra is equal to a SmarandacheBoolean-group-

type Q-algebra.

Proof. Every Q-algebra has also the condition (1), and the proof is similar to the proof of Theorem

5.3. □

Theorem 5.5. Every SmarandacheB-algebra-type group is a SmarandacheBoolean-group-type

group.

Proof. Let (X, ∗, 0) be a SmarandacheB-algebra-type group. Then there exists Y ⊆ X such

that |Y | ≥ 2, (Y, ∗, 0) is a non-trivial subgroup of a group (X, ∗, 0) and (Y, ∗, 0) is a B-algebra.

It follows that y ∗ y = 0 for all y ∈ Y . Since Y ⊆ X and (X, ∗, 0) is a group, we obtain

y = y−1 in the group. Hence x ∗ y−1 = x ∗ y ∈ Y , which shows that (Y, ∗) is a subgroup of

(X, ∗) and the order of y is 2. Thus (Y, ∗) is a Boolean group. This proves that (X, ∗, 0) is a

SmarandacheBoolean-group-type group. □
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Theorem 5.6. Let (X, ∗, 0) be a SmarandacheL-algebra-type M -algebra. If every L-algebra is

an N -algebra, then (X, ∗, 0) is a SmarandacheN -algebra-type M -algebra.

Proof. It is easy and omit the proof. □
Theorem 5.7. Let (X, ∗, 0) be a Smarandache 0-commutative-B-algebra-type M -algebra. Then

(X, ∗, 0) is a Smarandache BCI-algebra-type M -algebra, where M -algebra is any algebra.

Proof. By applying Theorems 2.2 and 5.6, we prove the theorem. □
Theorem 5.8. Let (X, ∗, 0) be an M -algebra. Then the following are equivalent:

(i) X is a Smarandache abelian-group-type M -algebra

(ii) X is a Smarandache p-semisimple BCI-algebra-type M -algebra,

(iii) X is a Smarandache 0-commutative B-algebra-type M -algebra.

Proof. It follows immediately from Theorems 2.3 and 5.6. □
Proposition 5.9. If (X, ∗, 0) is a Smarandache Q-algebra-type group, then it is a Smarandache

Boolean-group-type group.

Proof. Let (X, ∗, 0) be a SmarandacheQ-algebra-type group. Then there exists Y ⊆ X such

that |Y | ≥ 2, (Y, ∗, 0) is a non-trivial subgroup of a group (X, ∗, 0) and (Y, ∗, 0) is a Q-algebra.

Since Y is a Q-algebra, we have y ∗ y = 0 for any y ∈ Y . This means the order of y is 2 in the

group (Y, ∗), i.e., y = y−1, which shows that (Y, ∗, 0) is a Boolean-group. Hence (X, ∗, 0) is a

SmarandacheBoolean-group-type group. □
Theorem 5.10. Any non-trivial d-algebra cannot be a Smarandache group-type d-algebra.

Proof. Assume there exists a Smarandache group-type d-algebra (X, ∗, 0). Then there exists

Y ⊆ X such that (Y, ∗, 0) is a non-trivial sub-d-algebra of (X, ∗, 0) and (Y, ∗, 0) is a group where

|Y | ≥ 2. Since (Y, ∗, 0) is a group and (X, ∗, 0) is a d-algebra, we have y = 0∗ y = 0 for all y ∈ Y .

It follows that |Y | = 1, a contradiction. □
Theorem 5.11. Any non-trivial group cannot be a Smarandache d-algebra-type group.

Proof. Assume that there exists a Smarandache d-algebra-type group (X, ∗, 0). Then there exists

Y ⊆ X such that (Y, ∗, 0) is a non-trivial subgroup of a group (X, ∗, 0), and (Y, ∗, 0) is a d-algebra

and |Y | ≥ 2. Then 0 ∗ x = 0 for all x ∈ Y . Since (Y, ∗, 0) is a group, we obtain x = 0 for all

x ∈ Y , proving that |Y | = 1, a contradiction. □
Theorem 5.12. Any non-trivial gBCK-algebra cannot be a Smarandache group-type gBCK-

algebra.

Proof. Let (X, ∗, 0) be a Smarandache group-type gBCK-algebra. Then there exists Y ⊆ X such

that (Y, ∗, 0) is a non-trivial sub-gBCK-algebra of (X, ∗, 0), and (Y, ∗, 0) is a group and |Y | ≥ 2.

Since Y ⊆ X and (X, ∗, 0) is a gBCK-algebra, we obtain y ∗ y = 0 for all y ∈ Y . It follows from
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(Y, ∗, 0) is a group that the order of y is 2, i.e., (Y, ∗, 0) is a Boolean group. Now, since (Y, ∗, 0)
is a gBCK-algebra, we have (x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z) for all x, y, z ∈ X. It follows that

(x ∗ x) ∗ x = (x ∗ x) ∗ (x ∗ x) for all x ∈ X. Since (X, ∗, 0) is a group, we obtain x = 0 for all

x ∈ X, proving that |X| = 1, a contradiction. □

Corollary 5.13. Any non-trivial group cannot be a Smarandache gBCK-algebra-type group.

Proof. The proof is similar to Theorem 5.12, and we omit it. □

Definition 5.14. Let (X, ∗, p) be an L-algebra and let (Y, ∗, p) be both a sub-L-algebra of

(X, ∗, p) and an M -algebra. (X, ∗, p) is said to be a SmarandacheN -algebra-trans-type L-algebra

if (Y, ∗, p) is isomorphic with an N -algebra (Y,⊙, q).

(X, ∗, p)

(Y, ∗, p)
∼= // (Y,⊙, q)

where L−,M−, N− algebras are arbitrary algebras.

Theorem 5.15. If (X, ∗, 0) is a Smarandache B-algebra-typeQ-algebra, then it is a Smarandache

abelian-group-trans-type Q-algebra.

Proof. Let (X, ∗, 0) be a SmarandacheB-algebra-type Q-algebra. Then there exists Y ⊆ X such

that (Y, ∗, 0) is a non-trivial sub-Q-algebra of a Q-algebra (X, ∗, 0), |Y | ≥ 2 and (Y, ∗, 0) is a

B-algebra. Define x • y := x ∗ (0 ∗ y) for any x, y ∈ Y . Then (Y, •, 0) is an abelian group. In fact,

since Y is both a Q-algebra and B-algebra, (Y, ∗, 0) is a BQ-algebra. By Theorem 4.1, (Y, •, 0)
is an abelian group. By Theorems 4.1 and 4.2, (Y, ∗, 0) ∼= (Y, •, 0). This shows that (X, ∗, 0) is a
Smarandache abelian-group-trans-type Q-algebra. □

Corollary 5.16. If (X, ∗, 0) is a Smaradache Q-algebra-type B-algebra, then it is a Smarandache

abelian-group-trans-type B-algebra.

Proof. It is similar to Theorem 5.15. □

Proposition 5.17. Every B-algebra is a Smarandache BQ-algebra-trans-type B-algebra.

Proof. Let (X, ∗, 0) be a B-algebra. Define x • y := x ∗ (0 ∗ y) for all x, y ∈ X. Then (X, •, 0)
is a group. Let x ∈ X such that x ̸= 0. Let ⟨x⟩ be a cyclic group generated by x. Then

⟨x⟩ is a non-trivial abelian subgroup of (X, •, 0). If we let Yx := {x ∗⟨n⟩ (0 ∗ x) |n ∈ Z}, then
Yx

∼= ⟨x⟩. By Theorems 4.1 and 4.2, Yx is a non-trivial BQ-algebra. This shows that X is a

SmarandacheBQ-algebra-trans-type B-algebra. □
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6. Conclusion

We introduced the notion of a BQ-algebra and proved that it is equivalent to an abelian

group. For detailed investigations among several algebraic structures, we introduced the notions

of a SmarandacheV -type U -algebra and a SmarandacheV -trans-type U -algebra, and applied

this notions to several algebras. For further investigations, we will apply the notions of a hyper

structure theory and several fuzzy related algebras to the notions of a SmarandacheV -type U -

algebra and a SmarandacheV -trans-type U -algebra.
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1. Introduction

Recently, many mathematicians have studied in the area of the degenerate Euler numbers and

polynomials, degenerate Bernoulli numbers and polynomials, degenerate Genocchi numbers and

polynomials, and degenerate tangent numbers and polynomials(see [1, 2, 3, 4, 5, 6, 7]). In [1], L.

Carlitz introduced the degenerate Bernoulli polynomials. Recently, Feng Qi et al.[2] studied the

partially degenerate Bernoull polynomials of the first kind in p-adic field. The degenerate (h, q)-

tangent numbers T (h)
n,q (λ) are defined by the generating function:

∞∑
n=0

T (h)
n,q (λ)

tn

n!
=

2

qh(1 + λt)2/λ + 1
. (1.1)

The degenerate (h, q)-tangent numbers of higher order, T (k,h)
n,λ,q are defined by means of the following

generating function (
2

qh(1 + λt)2/λ + 1

)k

=
∞∑

n=0

T (k,h)
n,q (λ)

tn

n!
. (1.2)

We recall that the classical Stirling numbers of the first kind S1(n, k) and S2(n, k) are defined by

the relations(see [7])

(x)n =
n∑

k=0

S1(n, k)x
k and xn =

n∑
k=0

S2(n, k)(x)k,

respectively. Here (x)n = x(x− 1) · · · (x− n+1) denotes the falling factorial polynomial of order n.

We also have

∞∑
n=m

S2(n,m)
tn

n!
=

(et − 1)m

m!
and

∞∑
n=m

S1(n,m)
tn

n!
=

(log(1 + t))m

m!
. (1.3)

The generalized falling factorial (x|λ)n with increment λ is defined by

(x|λ)n =

n−1∏
k=0

(x− λk) (1.4)

for positive integer n, with the convention (x|λ)0 = 1. We also need the binomial theorem: for a

variable x,

(1 + λt)x/λ =
∞∑

n=0

(x|λ)n
tn

n!
. (1.5)
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Many mathematicians have studied in the area of the linear and nonlinear differential equations

arising from the generating functions of special numbers and polynomials in order to give explicit

identities for special polynomials. In this paper, we study nonlinear differential equations arising

from the generating functions of degenerate (h, q)-tangent numbers . We give explicit identities for

the degenerate (h, q)-tangent numbers .

2. Nonlinear differential equations associated with degenerate (h, q)-tangent numbers

In this section, we study nonlinear differential equations arising from the generating functions

of degenerate twisted (h, q)-tangent numbers. Let

F = F (t, λ, q, h) =
2

qh(1 + λt)2/λ + 1
=

∞∑
n=0

T (h)
n,q (λ)

tn

n!
. (2.1)

Then, by (2.1), we have

F (1) =
∂

∂t
F (t, λ, q, h) =

∂

∂t

(
2

qh(1 + λt)2/λ + 1

)
=

1

1 + λt

(
−4

qh(1 + λt)2/λ + 1

)
+

1

1 + λt

(
2

qh(1 + λt)2/λ + 1

)2

=
−2F + F 2

1 + λt
.

(2.2)

By (2.2), we have

F 2 = 2F + (1 + λt)F (1). (2.3)

Taking the derivative with respect to t in (2.3), we obtain

2FF (1) = 2F (1) + λF (1) + (1 + λt)F (2)

= (λ+ 2)F (1) + (1 + λt)F (2).
(2.4)

From (2.2), (2.3), and (2.4), we have

2F 3 = 4F + (1 + λ)(1 + λt)F (1) + (1 + λt)2F (2).

Continuing this process, we can guess that

N !FN+1 =

N∑
i=0

ai(N,λ, q, h)(1 + λt)iF (i), (N = 0, 1, 2, . . .), (2.5)

where F (i) =

(
∂

∂t

)i

F (t, λ, q, h). Differentiating (2.5) with respect to t, we have

(N + 1)!FNF (1) =
N∑
i=0

iλai(N,λ, q, h)(1 + λt)i−1F (i) +
N∑
i=0

ai(N,λ, q, h)(1 + λt)iF (i+1) (2.6)

and

(N + 1)!FNF (1) = (N + 1)!FN

(
−2F + F 2

1 + λt

)
= (N + 1)!

(
FN+2 − 2FN+1

1 + λt

)
. (2.7)
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By (2.5), (2.6), and (2.7), we have

(N + 1)!FN+2 = 2(N + 1)!FN+1

+

N∑
i=0

λiai(N,λ, q, h)(1 + λt)iF (i) +

N∑
i=0

ai(N,λ)(1 + λt)i+1F (i+1)

= 2(N + 1)

N∑
i=0

ai(N,λ, q, h)(1 + λt)iF (i)

+

N∑
i=0

λiai(N,λ, q, h)(1 + λt)iF (i) +

N∑
i=0

ai(N,λ, q, h)(1 + λt)i+1F (i+1)

=
N∑
i=0

(2(N + 1) + λi) ai(N,λ, q, h)(1 + λt)iF (i) +
N+1∑
i=1

ai−1(N,λ, q, h)(1 + λt)iF (i).

(2.8)

Now replacing N by N + 1 in (2.5), we find

(N + 1)!FN+2 =

N+1∑
i=0

ai(N + 1, λ, q, h)(1 + λt)iF (i). (2.9)

By (2.8) and (2.9), we have

N+1∑
i=0

ai(N + 1, λ, q, h)(1 + λt)iF (i) =
N∑
i=0

(2(N + 1) + λi) ai(N,λ, q, h)(1 + λt)iF (i)

+
N+1∑
i=1

ai−1(N,λ, q, h)(1 + λt)iF (i).

(2.10)

Comparing the coefficients on both sides of (2.10), we obtain

2(N + 1)a0(N,λ, q, h) = a0(N + 1, λ, q, h),

aN+1(N + 1, λ, q, h) = aN (N,λ, q, h),
(2.11)

and

ai(N + 1, λ, q, h) = (2(N + 1) + λi) ai(N,λ, q, h) + ai−1(N,λ, q, h), (1 ≤ i ≤ N). (2.12)

In addition, by (2.5), we have

F = a0(0, λ, q, h)F, (2.13)

which gives

a0(0, λ, q, h) = 1. (2.14)

It is not difficult to show that

F 2 = a0(1, λ, q, h)F + a1(1, λ, q, h)(1 + λt)F (1) = 2F + (1 + λt)F (1). (2.15)

Thus, by (2.15), we also find

a0(1, λ, q, h) = 2, a1(1, λ, q, h) = 1. (2.16)

From (2.11), we note that

a0(N + 1, λ, q, h) = 2(N + 1)a0(N,λ, q, h) = 4(N + 1)Na0(N − 1, λ, q, h)

= · · · = 2N+1(N + 1)!,
(2.17)
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and

aN+1(N + 1, λ, q, h) = aN (N,λ, q, h) = · · · = 1. (2.18)

For i = 1, 2, 3 in (2.11), then we find that

a1(N + 1, λ, q, h) =
N∑

k=0

2k
(
N + 1 +

λ

2

)
k

a0(N − k, λ, q, h),

a2(N + 1, λ, q, h) =

N−1∑
k=0

2k
(
N + 1 +

λ

2
× 2

)
k

a1(N − k, λ, q, h),

a3(N + 1, λ, q, h) =

N−2∑
k=0

2k
(
N + 1 +

λ

2
× 3

)
k

a2(N − k, λ, q, h).

Continuing this process, we can deduce that, for 1 ≤ i ≤ N,

ai(N + 1, λ, q, h) =

N−i+1∑
k=0

2k
(
N + 1 +

λ

2
× i

)
k

ai−1(N − k, λ, q, h). (2.19)

Note that, here the matrix ai(j, λ, q, h)0≤i,j≤N+1 is given by

1 2 2!22 3!23 · · · (N + 1)!2N+1

0 1 · · · · · ·
0 0 1 · · · · ·
0 0 0 1 · · · ·
...

...
...

...
. . .

...

0 0 0 0 · · · 1


Now, we give explicit expressions for ai(N + 1, λ, q, h). By (2.17), (2.18), and (2.19), we have

a1(N + 1, λ, q, h) =
N∑

k1=0

2k1

(
N + 1 +

λ

2

)
k1

a0(N − k1, λ, q, h)

=

N∑
k1=0

2N (N − k1)!

(
N + 1 +

λ

2

)
k1

,

a2(N + 1, λ, q, h) =

N−1∑
k2=0

2k2

(
N + 1 +

λ

2
× 2

)
k2

a1(N − k2, λ, q, h)

=
N−1∑
k2=0

N−k2−1∑
k1=0

2N−1(N − k2 − k1 − 1)!

(
N + 1 +

λ

2
× 2

)
k2

(
N − k2 +

λ

2

)
k1

,

and

a3(N + 1, λ, q, h) =
N−2∑
k3=0

2k3

(
N + 1 +

λ

2
× 3

)
k3

a2(N − k3, λ, q, h)

=
N−2∑
k3=0

N−k3−2∑
k2=0

N−k3−k2−2∑
k1=0

2N−2(N − k3 − k2 − k1 − 2)!

(
N + 1 +

λ

2
× 3

)
k3

× · · · ×
(
N − k3 +

λ

2
× 2

)
k2

(
N − k3 − k2 − 1 +

λ

2

)
k1
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Continuing this process, we have

ai(N + 1, λ, q, h) =

N−i+1∑
ki=0

N−ki−i+1∑
ki−1=0

· · ·
N−ki−1−···−k2−i+1∑

k1=0

2N−i+1

× (N − ki − ki−1 − · · · − k2 − k1 − i+ 1)!

×
(
N + 1 +

λ

2
× i

)
ki

(
N − ki +

λ

2
× (i− 1)

)
ki−1

×
(
N − ki − ki−1 − 1 +

λ

2
× (i− 2)

)
ki−2

×
(
N − ki − ki−1 − ki−2 − 2 +

λ

2
× (i− 3)

)
ki−3

· · ·

×
(
N − ki − ki−1 − ki−2 − · · · − k2 − i+ 2 +

λ

2

)
k1

.

(2.20)

Therefore, by (2.20), we obtain the following theorem.

Theorem 1. For N = 0, 1, 2, . . . , the nonlinear functional equation

N !FN+1 =

N∑
i=0

ai(N,λ, q, h)(1 + λt)iF (i)

has a solution

F = F (t, λ, q, h) =
2

qh(1 + λt)2/λ + 1
,

where
a0(N,λ, q, h) = 2NN !,

aN (N,λ, q, h) = 1,

ai(N,λ, q, h) =

N−i∑
ki=0

N−ki−i∑
ki−1=0

· · ·
N−ki−···−k2−i∑

k1=0

(2qh − x)N−i

× (N − ki − ki−1 − · · · − k2 − k1 − i)!

×
(
N +

λ

2
× i

)
ki

(
N − ki − 1 +

λ

2
× (i− 1)

)
ki−1

×
(
N − ki − ki−1 − 2 +

λ

2
× (i− 2)

)
ki−2

×
(
N − ki − ki−1 −−ki−2 − 3 +

λ

2
× (i− 3)

)
ki−3

· · ·

×
(
N − ki − ki−1 − ki−2 − · · · − k2 − i+ 1 +

λ

2

)
k1

.

From (1.1) and (1.2), we note that

N !FN+1 = N !

(
2

qh(1 + λt)2/λ + 1

)N+1

= N !

∞∑
n=0

T (N+1,h)
n,q (λ)

tn

n!
. (2.21)

From (2.5), we note that

F (i) =
( ∂
∂t

)i
F (t, λ, q, h) =

∞∑
l=0

T (h)
i+l,q(λ)

tl

l!
. (2.22)
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From Theorem 1, (1.5), (2.21), and (2.22), we can derive the following equation:

N !FN
∞∑

n=0

T (N+1,h)
n,q (λ)

tn

n!
=

N∑
i=0

ai(N,λ, q, h)(1 + λt)iF (i)

=
N∑
i=0

ai(N,λ, q, h)
∞∑
k=0

(i)kλ
k t

k

k!

∞∑
l=0

T (h)
i+l,q(λ)

tl

l!

=
∞∑

n=0

(
N∑
i=0

n∑
k=0

(
n

k

)
ai(N,λ, q, h)(i)kλ

kT (h)
n−k+i,q(λ)

)
tn

n!
.

(2.23)

By comparing the coefficients on both sides of (2.23), we obtain the following theorem.

Theorem 2. For k,N = 0, 1, 2, . . . , we have

N !T (N+1,h)
n,q (λ) =

N∑
i=0

n∑
k=0

(
n

k

)
ai(N,λ, q, h)(i)kλ

kT (h)
n−k+i,q(λ),

where
a0(N,λ) = N !2N , aN (N,λ) = 1,

ai(N,λ) =
N−i∑
ki=0

N−ki−i∑
ki−1=0

· · ·
N−ki−···−k2−i∑

k1=0

2N−i

× (N − ki − ki−1 − · · · − k2 − k1 − i)!

×
(
N − ki − ki−1 −−ki−2 − 3 +

λ

2
× (i− 3)

)
ki−3

· · ·

×
(
N − ki − ki−1 − ki−2 − · · · − k2 − i+ 1 +

λ

2

)
k1

.
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1. Introduction

Bernoulli numbers, Bernoulli polynomials, q-Bernoulli numbers, q-Bernoulli polynomials, the

second kind Bernoulli number and the second kind Bernoulli polynomials were studied by many

authors(see [1-8]). Bernoulli numbers and polynomials posses many interesting properties and arising

in many areas of mathematics and physics. In [5], by using the second kind Bernoulli numbers Bj and

polynomials Bj(x), we investigated the q-analogue of sums of powers of consecutive odd integers(see

[6]). Let k be a positive integer. Then we obtain

Ok(n− 1) =

n−1∑
i=0

(2i+ 1)k−1 =
Bk(2n)−Bk

2k
.

In [4], we introduced the second kind (h, q)-Bernoulli numbers B
(h)
n,q and polynomials B

(h)
n,q(x). By

using computer, we observed an interesting phenomenon of ‘scattering’ of the zeros of the second kind

(h, q)-Bernoulli polynomials B
(h)
n,q(x) in complex plane. Also we carried out computer experiments

for doing demonstrate a remarkably regular structure of the complex roots of the second kind

(h, q)-Bernoulli polynomials B
(h)
n,q(x). In this paper, we give recurrence identities the second kind

(h, q)-Bernoulli polynomials and the sums of powers of consecutive (h, q)-odd integers.

Throughout this paper, we always make use of the following notations: N = {1, 2, 3, · · · }
denotes the set of natural numbers, Z denotes the set of integers, R denotes the set of real numbers,

C denotes the set of complex numbers, Zp denotes the ring of p-adic rational integers, Qp denotes

the field of p-adic rational numbers, and Cp denotes the completion of algebraic closure of Qp. Let

νp be the normalized exponential valuation of Cp with |p|p = p−νp(p) = p−1. When one talks of

q-extension, q is considered in many ways such as an indeterminate, a complex number q ∈ C, or
p-adic number q ∈ Cp. If q ∈ C one normally assume that |q| < 1. If q ∈ Cp, we normally assume

that |q − 1|p < p−
1

p−1 so that qx = exp(x log q) for |x|p ≤ 1. For

g ∈ UD(Zp) = {g|g : Zp → Cp is uniformly differentiable function},

the p-adic q-integral was defined by [2, 5]

Iq(g) =

∫
Zp

g(x)dµq(x) = lim
N→∞

1

[pN ]

pN−1∑
x=0

g(x)qx.
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The bosonic integral was considered from a physical point of view to the bosonic limit q → 1, as

follows:

I1(g) = lim
q→1

Iq(g) =

∫
Zp

g(x)dµ1(x) = lim
N→∞

1

pN

pN−1∑
x=0

g(x) (see [2]). (1.1).

By (1.1), we easily see that

I1(g1) = I1(g) + g′(0), (1.2)

where g1(x) = g(x+ 1) and g′(0) =
dg(x)

dx

∣∣
x=0

.

First, we introduce the second kind Bernoulli numbers Bn and polynomials Bn(x). The second

kind Bernoulli numbers Bn and polynomials Bn(x) are defined by means of the following generating

functions (see [3]):

2tet

e2t − 1
=

∞∑
n=0

Bn
tn

n!
.

and (
2tet

e2t − 1

)
ext =

∞∑
n=0

Bn(x)
tn

n!

respectively.

The second kind (h, q)-Bernoulli polynomials, B
(h)
n,q(x) are defined by means of the generating

function: (
(h log q + 2t)et

qhe2t − 1

)
ext =

∞∑
n=0

B(h)
n,q(x)

tn

n!
. (1.3)

The second kind (h, q)-Bernoulli numbers E
(h)
n,q are defined by means of the generating function:

(h log q + 2t)et

qhe2t − 1
=

∞∑
n=0

B(h)
n,q

tn

n!
. (1.4)

In (1.2), if we take g(x) = qhxe(2x+1)t, then we have∫
Zp

qhxe(2x+1)tdµ1(x) =
(h log q + 2t)et

qhe2t − 1
. (1.5)

for |t| ≤ p−
1

p−1 , h ∈ Z. In (1.2), if we take g(x) = e2nxt, then we also have∫
Zp

e2nxtdµ1(x) =
2nt

e2nt − 1
. (1.6)

for |t| ≤ p−
1

p−1 . It will be more convenient to write (1.2) as the equivalent bosonic integral form∫
Zp

g(x+ 1)dµ1(x) =

∫
Zp

g(x)dµ1(x) + g′(0), (see [2]). (1.7)

For n ∈ N, we also derive the following bosonic integral form by (1.7),∫
Zp

g(x+ n)dµ1(x) =

∫
Zp

g(x)dµ1(x) +
n−1∑
k=0

g′(k), where g′(k) =
dg(x)

dx

∣∣
x=k

. (1.8)

In [4], we introduced the second kind (h, q)-Bernoulli numbers B
(h)
n,q and polynomials B

(h)
n,q(x)

and investigate their properties. The following elementary properties of the second kind (h, q)-

Bernoulli numbers B
(h)
n,q and polynomials B

(h)
n,q(x) are readily derived form (1.1), (1.2), (1.3) and

(1.4). We, therefore, choose to omit details involved.
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Theorem 1. For h ∈ Z, q ∈ Cp with |1− q|p < p−
1

p−1 , we have

B(h)
n,q =

∫
Zp

qhx(2x+ 1)ndµ1(x),

B(h)
n,q(x) =

∫
Zp

qhy(x+ 2y + 1)ndµ1(y).

Theorem 2. For any positive integer n, we have

B(h)
n,q(x) =

n∑
k=0

(
n

k

)
B

(h)
k,qx

n−k.

Theorem 3. For any positive integer m, we obtain

B(h)
n,q(x) = mn−1

m−1∑
i=0

qhiB
(h)
n,qm

(
2i+ x+ 1−m

m

)
for n ≥ 0.

2. On the symmetries of the second kind (h, q)-Bernoulli polynomials

In this section, we assume that q ∈ Cp and h ∈ Z. We investigate interesting properties of

symmetry p-adic invariant integral on Zp for the second kind (h, q)-Bernoulli polynomials. W also

obtain recurrence identities the second kind (h, q)-Bernoulli polynomials.

By (1.7), we obtain

1

h log q + 2t

(∫
Zp

qhxqhne(2x+2n+1)tdµ1(x)−
∫
Zp

qhxe(2x+1)tdµ1(x)

)

=
n
∫
Zp

qhxe(2x+1)tdµ1(x)∫
Zp

qhnxe2ntxdµ1(x)

(2.1)

By (1.8), we obtain

1

h log q + 2t

(∫
Zp

qhxqhne(2x+2n+1)tdµ1(x)−
∫
Zp

qhxe(2x+1)tdµ1(x)

)

=

∞∑
k=0

(
n−1∑
i=0

qhi(2i+ 1)k

)
tk

k!
.

(2.2)

For each integer k ≥ 0, let

O
(h)
k,q (n) = 1k + qh3k + q2h5k + q3h7k + · · ·+ qnh(2n+ 1)k.

The above sum O
(h)
k,q (n) is called the sums of powers of consecutive (h, q)-odd integers. From the

above and (2.2), we obtain

1

h log q + 2t

(∫
Zp

qhxqhne(2x+2n+1)tdµ1(x)−
∫
Zp

qhxe(2x+1)tdµ1(x)

)
tk

k!

=
∞∑
k=0

O
(h)
k,q (n− 1)

tk

k!
.

(2.3)

Thus, we have

∞∑
k=0

(
qhn

∫
Zp

qhx(2x+ 2n+ 1)kdµ1(x)−
∫
Zp

qhx(2x+ 1)kdµ1(x)

)
tk

k!
=

∞∑
k=0

(h log q+2t)O
(h)
k,q (n−1)

tk

k!
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By comparing coefficients
tk

k!
in the above equation, we have

(h log q + 2t)O
(h)
k,q (n− 1)

=

∫
Zp

qhx(2x+ 2n+ 1)kdµ1(x)−
∫
Zp

qhx(2x+ 1)kdµ1(x)
.

By using the above equation we arrive at the following theorem:

Theorem 4. Let k be a positive integer. Then we obtain

qhnB(h)
n,q(2n)−B(h)

n,q = h log qO
(h)
k,q (n− 1) + 2kO

(h)
k−1,q(n− 1). (2.4)

Remark 5. For the alternating sums of powers of consecutive integers, we have

lim
q→1

(
h log qO

(h)
k,q (n− 1) + 2kO

(h)
k−1,q(n− 1)

)
=

n−1∑
i=0

(2i+ 1)k−1

=
Bk(2n)−Bk

2k
, for k ∈ N.

By using (2.1) and (2.3), we arrive at the following theorem:

Theorem 6. Let n be positive integer. Then we have

n
∫
Zp

qhxe(2x+1)tdµ1(x)∫
Zp

qhnxe2ntxdµ1(x)
=

∞∑
m=0

(
O(h)

m,q(n− 1)
) tm

m!
. (2.5)

Let w1 and w2 be positive integers. By using (1.5) and (1.6), we have∫
Zp

∫
Zp

qh(w1x1+w2x2)e(w1(2x1+1)+w2(2x2+1)+w1w2x)tdµ1(x1)dµ1(x2)∫
Zp

qhw1w2xe2w1w2xtdµ1(x)

=
(h log q + 2t)ew1tew2tew1w2xt(qhw1w2e2w1w2t − 1)

(qhw1e2w1t − 1)(qhw2e2w2t − 1)

(2.6)

By using (2.4) and (2.6), after calculations, we obtain

S =

(
1

w1

∫
Zp

qhw1x1e(w1(2x1+1)+w1w2x)tdµ1(x1)

)(
w1

∫
Zp

qhw2x2e(2x2+1)(w2t)dµ1(x2)∫
Zp

qhw1w2xe2w1w2txdµ1(x)

)

=

(
1

w1

∞∑
m=0

B
(h)
m,qw1 (w2x)w

m
1

tm

m!

)( ∞∑
m=0

O
(h)
m,qw2 (w1 − 1)wm

2

tm

m!

)
.

(2.7)

By using Cauchy product in the above, we have

S =
∞∑

m=0

 m∑
j=0

(
m

j

)
B

(h)
j,qw1 (w2x)w

j−1
1 O

(h)
m−j,qw2 (w1 − 1)wm−j

2

 tm

m!
(2.8)

By using the symmetry in (2.7), we have

S =

(
1

w2

∫
Zp

qhw2x2e(w2(2x2+1)+w1w2x)tdµ1(x2)

)(
w2

∫
Zp

qhw1x1e(2x1+1)(w1t)dµ1(x1)∫
Zp

qhw1w2xe2w1w2txdµ1(x)

)

=

(
1

w2

∞∑
m=0

B
(h)
m,qw2 (w1x)w

m
2

tm

m!

)( ∞∑
m=0

O
(h)
m,qw1 (w2 − 1)wm

1

tm

m!

)
.
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Thus we have

S =
∞∑

m=0

 m∑
j=0

(
m

j

)
B

(h)
j,qw2 (w1x)w

j−1
2 O

(h)
m−j,qw1 (w2 − 1)wm−j

1

 tm

m!
(2.9)

By comparing coefficients
tm

m!
in the both sides of (2.8) and (2.9), we arrive at the following theorem:

Theorem 7. Let w1 and w2 be positive integers. Then we obtain

m∑
j=0

(
m

j

)
B

(h)
j,qw1 (w2x)w

j−1
1 O

(h)
m−j,qw2 (w1 − 1)wm−j

2

=
m∑
j=0

(
m

j

)
B

(h)
j,qw2 (w1x)w

j−1
2 O

(h)
m−j,qw1 (w2 − 1)wm−j

1 ,

where B
(h)
k,q (x) and O

(h)
m,q(k) denote the second kind (h, q)-Bernoulli polynomials and the sums of

powers of consecutive (h, q)-odd integers, respectively.

By using Theorem 2, we have the following corollary:

Corollary 8. Let w1 and w2 be positive integers. Then we have

m∑
j=0

j∑
k=0

(
m

j

)(
j

k

)
wm−k

1 wj−1
2 xj−kB

(h)
k,qw2O

(h)
m−j,qw1 (w2 − 1)

=

m∑
j=0

j∑
k=0

(
m

j

)(
j

k

)
wj−1

1 wm−k
2 xj−kB

(h)
k,qw1O

(h)
m−j,qw2 (w1 − 1),

By using (2.6), we have

S =

(
1

w1
ew1w2xt

∫
Zp

qhw1x1e(2x1+1)w1tdµ1(x1)

)(
w1

∫
Zp

qhw2x2e(2x2+1)(w2t)dµ1(x2)∫
Zp

qhw1w2xe2w1w2txdµ1(x)

)

=

(
1

w1
ew1w2xt

∫
Zp

qhw1x1e(2x1+1)w1tdµ1(x1)

)w1−1∑
j=0

qw2hje(2j+1)(w2t)


=

w1−1∑
j=0

qw2hj

∫
Zp

qhw1x1e

(
2x1+1+w2x+(2j+1)

w2

w1

)
(w1t)

dµ1(x1)

=

∞∑
n=0

w1−1∑
j=0

qw2hjB
(h)
n,qw1

(
w2x+ (2j + 1)

w2

w1

)
wn−1

1

 tn

n!
.

(2.10)

By using the symmetry property in (2.10), we also have

S =

(
1

w2
ew1w2xt

∫
Zp

qhw2x2e(2x2+1)w2tdµ1(x2)

)(
w2

∫
Zp

qhw1x1e(2x1+1)(w1t)dµ1(x1)∫
Zp

qhw1w2xe2w1w2txdµ1(x)

)

=

(
1

w2
ew1w2xt

∫
Zp

qhw2x2e(2x2+1)w2tdµ1(x2)

)w2−1∑
j=0

qw1hje(2j+1)(w1t)


=

w2−1∑
j=0

qw1hj

∫
Zp

qhw2x2e

(
2x2+1+w1x+(2j+1)

w1

w2

)
(w2t)

dµ1(x2)

=
∞∑

n=0

w2−1∑
j=0

qw1hjB
(h)
n,qw2

(
w1x+ (2j + 1)

w1

w2

)
wn−1

2

 tn

n!
.

(2.11)
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By comparing coefficients
tn

n!
in the both sides of (2.10) and (2.11), we have the following theorem.

Theorem 9. Let w1 and w2 be positive integers. Then we obtain

w1−1∑
j=0

qw2hjB
(h)
n,qw1

(
w2x+ (2j + 1)

w2

w1

)
wn−1

1

=

w2−1∑
j=0

qw1hjB
(h)
n,qw2

(
w1x+ (2j + 1)

w1

w2

)
wn−1

2 .

(2.12)

Observe that if h = 1, then (2.12) reduces to Theorem 5 in [9](see [5, 9]). Substituting w1 = 1 into

(2.12), we arrive at the following corollary.

Corollary 10. Let w2 be positive integer. Then we obtain

B(h)
n,q(x) = wn−1

2

w2−1∑
j=0

qhjB
(h)
n,qw2

(
x− w2 + 2j + 1

w2

)
. (2.13)

The Corollary 10 is shown to yield the known distribution relation of the second kind (h, q)-

Bernoulli polynomials(see Theorem 3). Note that if q → 1, then (2.13) reduces to distribution

relation of the second kind Bernoulli polynomials(see [8]).

Corollary 11. Let w2 be positive integer. Then we have

Bn(x) = wn−1
2

w2−1∑
j=0

Bn

(
x− w2 + 2j + 1

w2

)
.
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SOME NEW FUZZY BEST PROXIMITY POINT THEOREMS IN
NON-ARCHIMEDEAN FUZZY METRIC SPACES

MÜZEYYEN SANGURLU SEZEN 1, HÜSEYIN IŞIK 2,†

Abstract. In this paper, we define fuzzy weak P-property. Then we prove a fuzzy best

proximity point theorems for γ-contractions with condition fuzzy weak P-property. Later,

we give definition of fuzzy isometric distance between two functions in non-Archimedean

fuzzy metric spaces. Also, we introduce γ-proximal contraction type-1 and type-2 con-

traction respectively via functions preserving fuzzy isometric distance and providing

fuzzy isometry. Then, we obtain some fuzzy best proximity results for γ-proximal con-

tractions types in non-Archimedean fuzzy metric spaces. Finally, we present some ex-

amples to illustrate the validity of the definitions and results obtained in the paper.

1. Introduction and Preliminaries

The Banach contraction principle found by Banach has an important resonance in

mathematics as well as in other fields [1]. Later, the subject of fixed point theory attracted

the attention of many aouthors and caused this subject to be discussed in different areas of

mathematics and different topological spaces. Then, authors intensively introduced many

works regarding the fixed point theory. On the other hand, the concept of fuzzy metric

space was introduced in different ways by some authors (see [2,7]). Importantly, Gregori

and Sapena [5] introduced the notion of fuzzy contractive mapping and gave some fixed

point theorems for complete fuzzy metric spaces in the sense of George and Veeramani,

and also for Kramosil and Michalek’s fuzzy metric spaces which are complete in Grabiec’s

sense. At the same time, there are presented by many authors by expanding the Banach’s

result in the literature (see [9–11,14,16,20,21]).

In this work, we prove some fuzzy best proximity point results for mappings providing

γ-proximal contractions. Then, we give some examples are supplied in order to support

the useability of our results. Also, we show that our main results are more general than

known results in the existing literature.

2010 Mathematics Subject Classification. 47H10,54H25.
Key words and phrases. γ-proximal contraction, fuzzy best proximity point, non-Archimedean fuzzy

metric space.
†Corresponding author.

1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

712 SEZEN 712-726



2 M. SANGURLU SEZEN, H. IŞIK

Definition 1. [12] A binary operation ∗ : [0, 1] × [0, 1] → [0, 1] is called a continuous

triangular norm (in short, continuous t−norm) if it satisfies the following conditions:

(TN-1) ∗ is commutative and associative,

(TN-2) ∗ is continuous,

(TN-3) ∗(a, 1) = a for every a ∈ [0, 1],

(TN-4) ∗(a, b) ≤ ∗(c, d) whenever a ≤ c, b ≤ d and a, b, c, d ∈ [0, 1].

An arbitrary t−norm ∗ can be extended (by associativity) in a unique way to an nary

operator taking for (x1, x2, ..., xn) ∈ [0, 1]n, n ∈ N , the value ∗(x1, x2, ..., xn) is defined,

in [4], by ∗0
İ=1

xi = 1, ∗n
İ=1

xi = ∗(∗n−1
İ=1

xi, xn) = ∗(x1, x2, ..., xn).

Definition 2. [3] A fuzzy metric space is an ordered triple (X,M, ∗) such that X is a

nonempty set, ∗ is a continuous t-norm and M is a fuzzy set on X2 × (0,∞), satisfying

the following conditions, for all x, y, z ∈ X, s, t > 0 :

(FM-1) M(x, y, t) > 0,

(FM-2) M(x, y, t) = 1 iff x = y,

(FM-3) M(x, y, t) = M(y, x, t),

(FM-4) M(x, z, t+ s) ≥M(x, y, t) ∗M(y, z, s),

(FM-5) M(x, y, ·) : (0,∞)→ [0, 1] is continuous.

If, in the above definition, the triangular inequality (FM-4) is replaced by

(NA) M(x, z,max{t, s}) ≥ M(x, y, t) ∗M(y, z, s) for all x, y, z ∈ X, s, t > 0, or equiva-

lently,

M(x, z, t) ≥ M(x, y, t) ∗M(y, z, t)

then the triple (X,M, ∗) is called a non-Archimedean fuzzy metric space [6].

Definition 3. Let (X,M, ∗) be a fuzzy metric space (or non-Archimedean fuzzy metric

space). Then

(i) A sequence {xn} in X is said to converge to x in X, denoted by xn → x, if and

only if lim
n→∞

M(xn, x, t) = 1 for all t > 0, i.e. for each r ∈ (0, 1) and t > 0, there

exists n0 ∈ N such that M(xn, x, t) > 1− r for all n ≥ n0 [7, 13].

(ii) A sequence {xn} is a M-Cauchy sequence if and only if for all ε ∈ (0, 1) and t > 0,

there exists n0 ∈ N such that M(xn, xm, t) ≥ 1 − ε for all m > n ≥ n0 [3, 13]. A

sequence {xn} is a G-Cauchy sequence if and only if lim
n→∞

M(xn, xn+p, t) = 1 for

any p > 0 and t > 0 [4, 5, 15].

(iii) The fuzzy metric space (X,M, ∗) is called M-complete (G-complete) if every M-

Cauchy (G-Cauchy)sequence is convergent.
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FUZZY BEST PROXIMITY POINT THEOREMS 3

Definition 4. [18,19] Let A,B be a non-empty subset of a non-Archimedean fuzzy metric

space (X,M, ∗). The mapping g : A→ A is said to be a fuzzy isometric if

M(gx1, gx2, t) = M(x1, x2, t)

for all x1, x2 ∈ A.

Definition 5. [17] For t > 0, a non-empty subset A of a fuzzy metric space (X,M, ∗) is

said to be t-approximatively compact if for each x in X and each sequence yn in A with

M(yn, x, t) −→ M(A, x, t), there exists a subsequence ynk
of yn converging to an element

y0 in A.

Definition 6. [22] Let γ : [0, 1) → R be a strictly increasing, continuous mapping and

for each sequence {an}n∈N of positive numbers lim
n→∞

an = 1 if and only if lim
n→∞

γ(an) = +∞.
Let Γ is the family of all γ functions.

A mapping T : X → X is said to be a γ-contraction if there exists a δ ∈ (0, 1) such that

M(Tx, Ty, t) < 1⇒ γ(M(Tx, Ty, t)) ≥ γ(M(x, y, t)) + δ (1.1)

for all x, y ∈ X and γ ∈ Γ.

2. Main Results

In this section, we present some definitions and deduce some best proximity point

results in non-Archimedean fuzzy metric spaces.

Let A0(t) and B0(t) two nonempty subsets of a fuzzy metric space (X,M, ∗). We will

use the following notations:

M(A,B, t) = sup {M(x, y, t) : x ∈ A, y ∈ B} ;

A0(t) = {x ∈ A : M(x, y, t) = M(A,B, t) for some y ∈ B} ;

B0(t) = {y ∈ B : M(x, y, t) = M(A,B, t) for some x ∈ A} .

Now, let us state our main results.

Definition 7. Let (A,B) be a pair of nonempty subsets of a non-Archimedean fuzzy metric

space X with A0 6= 0. Then the pair (A,B) is said to have the fuzzy weak P-property if

and ony if {
M(x1, y1, t) = M(A,B, t)

M(x2, y2, t) = M(A,B, t)
=⇒M(x1, x2, t) ≥M(y1, y2, t)

where x1, x2 ∈ A0 and y1, y2 ∈ B0.
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Example 8. Let X = R×R and M : X × X × (0,∞) → (0, 1] be the non-Archimedean

fuzzy metric given by

M(x, y, t) =
t

t+ d(x, y)

for all t > 0, where d : X ×X → [0,∞) is the standart metric d(x, y) = |x− y| for all

x ∈ X. Let A = {(0, 0)}, B = {(1, 0), (−1, 0)}. Then here, d(A,B) = 1 and M(A,B, t) =
t

t+1
. Let us consider

M(u1, x1, t) = M(A,B, t)

M(u2, x2, t) = M(A,B, t).

Herefrom, we have

(u1, x1) = ((0, 0), (1, 0)) and (u2, x2) = ((0, 0), (−1, 0))

M(u1, u2, t) = M((0, 0), (0, 0), t) = 1 >
t

t+ 2
= M(x1, x2, t).

Then it is easy to see that (A,B) is said to have the fuzzy weak P-property.

Definition 9. Let A,B be a nonempty subset of a non-Archimedean fuzzy metric space

(X,M, ∗). Given T : A → B and a fuzzy isometry g : A → A, the mapping T is said to

preserve fuzzy isometric distance with respect to g if

M(Tgx1, T gx2, t) = M(Tx1, Tx2, t)

for all x1, x2 ∈ A.

Example 10. Let X = R× [0, 1] and M : X×X×(0,∞)→ (0, 1] be the non-Archimedean

fuzzy metric given by

M(x, y, t) =
t

t+ d(x, y)

for all t > 0, where d : X ×X → [0,∞) is the standart metric d(x, y) = |x− y| for all

x ∈ X. Let A = {(x, 0) : for all x ∈ R}. Define g : A → A by g(x, 0) = (−x, 0). Then

M(x, y, t) = t
t+d(x,y)

= M(gx, gy, t), where x = (x1, 0) and y = (y1, 0) ∈ A. Therefore, g

is a fuzzy isometry.

Theorem 11. Let A and B be two nonempty, closed subsets of a non-Archimedean fuzzy

metric space (X,M, ∗) such that A0(t) is nonempty. Let T : A→ B be γ-contraction such

that T (A0(t)) ⊆ B0(t). Suppose that the pair (A,B) has the fuzzy P-property. Then, there

exists a unique x∗ in A such that M(x∗, Tx∗, t) = M(A,B, t).
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Proof. Let we choose an element x0 in A0(t). Since T (A0(t)) ⊆ B0(t), we can find x1 ∈
A0(t) such that M(x1, Tx0, t) = M(A,B, t). Further, since T (A0(t)) ⊆ B0(t), it follows

that there is an element x2 in A0(t) such that M(x2, Tx1, t) = M(A,B, t). Recursively,

we obtain a sequence {xn} in A0(t) satisfying

M(xn+1, Txn, t) = M(A,B, t), for all n ∈ N. (2.1)

(A,B) satisfies the fuzzy weak P-property, therefore from (2.1) we obtain

M(xn, xn+1, t) ≥M(Txn−1, Txn, t), for all n ∈ N. (2.2)

Now we will prove that the sequence {xn} is convergent in A0(t). If there exists n0 ∈ N
such that M(Txn0−1, Txn0 , t) = 1, then by (2.2) we get M(xn0 , xn0+1, t) = 1 which implies

xn0 = xn0+1. Therefore, we get

Txn0 = Txn0+1 =⇒M(Txn0 , Txn0+1, t) = 1. (2.3)

From (2.2) and (2.3), we have that

M(xn0+2, xn0+1, t) ≥M(Txn0+1, Txn0 , t) = 1 =⇒ xn0+2 = xn0+1.

Therefore, xn = xn0 , for all n ≥ n0 and {xn} is convergent in A0(t). Also, we obtain

M(xn0 , Txn0 , t) = M(xn0+1, Txn0 , t) = M(A,B, t).

This shows that xn0 is a fuzzy best proximity point of T and the proof is completed. Due

to this reason, we suppose that M(Txn−1, Txn, t) 6= 1, for all n ∈ N. In view of (1.1) and

by (2.2), we get

γ(M(xn, xn+1, t)) ≥ γ(M(xn−1, xn, t)) + δ

≥ γ(M(xn−2, xn−1, t)) + 2δ

...

≥ γ(M(x0, x1, t)) + nδ. (2.4)

Letting n→∞ , from (2.4) we get

lim
n→∞

γ(M(xn, Txn+1, t)) = +∞.

Then, we have

lim
n→∞

M(xn, xn+1, t) = 1. (2.5)

Now, we want to show that {xn} is a Cauchy sequence. Suppose to the contrary, that

{xn} is not a Cauchy sequence. Then there are ε ∈ (0, 1) and t0 > 0 such that for all
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k ∈ N there exist n(k),m(k) ∈ N with n(k) > m(k) > k and

M(xn(k), xm(k), t0) ≤ 1− ε . (2.6)

Assume that m(k) is the least integer exceeding n(k) satisfying the inequality (2.6). Then,

we have

M(xm(k)−1, xn(k), t0) > 1− ε

and so, for all k ∈ N, we get

1− ε ≥ M(xn(k), xm(k), t0)

≥ M(xm(k)−1, xm(k), t0) ∗M(xm(k)−1, xn(k), t0)

≥ M(xm(k)−1, xm(k), t0) ∗ (1− ε ). (2.7)

By taking k →∞ in (2.7) and using (2.5), we obtain

lim
k→∞

M(xn(k), xm(k), t0) = 1− ε. (2.8)

From (FM-4), we get

M(xm(k)+1, xn(k)+1, t0) ≥ M(xm(k)+1, xm(k), t0)

∗M(xm(k), xn(k), t0)

∗M(xn(k)1, xn(k)+1, t0).

(2.9)

Taking the limit as k →∞ in (2.9), we obtain

lim
k→∞

M(xn(k)+1, xm(k)+1, t0) = 1− ε . (2.10)

By applying the inequality (1.1) with x = xm(k) and y = xn(k)

γ(M(xn(k)+1, xm(k)+1, t)) ≥ γ(M(xn(k), xm(k), t)) + δ. (2.11)

Taking the limit as k →∞ in (2.11), applying (1.1), from (2.8), (2.10) and continuitiy of

γ, we obtain

γ(1− ε) ≥ γ(1− ε) + δ
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which is a contradiction. Thus {xn} is a Cauchy sequence in X. Since A0(t) is a closed

subset of the complete non-Archimedean fuzzy metric space (X,M, ∗), there exists x∗ ∈
A0(t) such that

lim
n→∞

xn = x∗.

Since T is continuous, we obtain Txn → Tx∗. Also, from continuity of the fuzzy met-

ric function M , we have M(xn+1, Txn, t) = M(x∗, Tx∗, t). From (2.1), M(x∗, Tx∗, t) =

M(A,B, t). So, we prove that x∗ is a fuzzy best proximity point of T. The uniqueness of

the best proximity point of T. From the condition that T is γ-contraction, we get

x1, x2 ∈ A such that x1 6= x2 and M(x1, Tx1, t) = M(x2, Tx2, t) = M(A,B, t).

Then by the fuzzy weak P-property of (A,B), we have M(x1, x2, t) ≥ M(Tx1, Tx2, t).

Also

x1 6= x2 =⇒M(x1, x2, t) 6= 1.

Hence,

γ(M(x1, x2, t)) ≥ γ(M(Tx1, Tx2, t)) ≥ γ(M(x1, x2, t)) + δ > γ(M(x1, x2, t))

which is a contradiction. Therefore the fuzzy best proximity point is unique. �

Corollary 12. Let (X,M, ∗) be a non-Archimedean fuzzy metric space and A0(t) a

nonempty closed subsets of X. Let T : A → A be a γ-contraction. Then, there exists

a unique x∗ in A.

Example 13. Let X = [0, 1]×R and M : X×X×(0,∞)→ (0, 1] be the non-Archimedean

fuzzy metric given by as in Example 10. Let A = {(0, x) : for all x ∈ R}, B = {(1, y) :

for all y ∈ R}. Then here A0(t) = A, B0(t) = B, d(A,B) = 1 and M(A,B, t) = t
t+1
.

Let γ : [0, 1) → R such that γ = 1
1−x for all x ∈ X . Now, define T : A → B by

T (0, x) = (1, x
6
). Then, we get T (A0(t)) = B0(t) . Let us consider

M(u1, Tx1, t) = M(A,B, t)

M(u2, Tx2, t) = M(A,B, t).
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Herefrom, we have (u1, x1) = ((0,− z1
6

), (0,−z1)) or (u2, x2) = ((0,− z2
6

), (0,−z2)). Then

from (1.1), we obtain,

γ(M(u1, u2, t)) = γ(M((0, −z1
6

), (0, −z2
6

), t)) = γ(
t

t+ |z1−z2|
6

)

=
1

1− t

t+
|z1−z2|

6

>
1

1− t
t+|z1−z2|

= γ(
t

t+ |z1 − z2|
)

= γ(M(x1, x2, t)).

That is,

γ(M(u1, u2, t)) > γ(M(x1, x2, t)).

Therefore, there exixts a δ ∈ (0, 1) such that

γ(M(u1, u2, t)) ≥ γ(M(x1, x2, t)) + δ

Then it is easy to see that T is a γ-contraction and (0, 0) is a unique fuzzy best proximity

point of T.

Definition 14. ( γ-proximal contraction of Type-1) Let A and B be two nonempty subsets

of a non-Archimedean fuzzy metric space (X,M, ∗) such that A0(t) is nonempty. Suppose

that a mapping T : A→ B is said to be a γ-proximal contraction if there exists a δ ∈ (0, 1)

for all u1, u2, x1, x2 ∈ X such that
M(u1, Tx1, t) = M(A,B, t)

M(u2, Tx2, t) = M(A,B, t)

M(u1, u2, t),M(x1, x2, t) < 1

=⇒ γ(M(u1, u2, t)) ≥ γ(M(x1, x2, t)) + δ. (2.12)

Definition 15. (γ-proximal contraction of Type-2) Let A and B be two nonempty subsets

of a non-Archimedean fuzzy metric space (X,M, ∗) such that A0(t) is nonempty. Suppose

that a mapping T : A→ B is said to be a γ-proximal contraction if there exists a δ ∈ (0, 1)

for all u1, u2, x1, x2 ∈ X such that
M(u1, Tx1, t) = M(A,B, t)

M(u2, Tx2, t) = M(A,B, t)

M(Tu1, Tu2, t),M(Tx1, Tx2, t) < 1

=⇒ γ(M(Tu1, Tu2, t)) ≥ γ(M(Tx1, Tx2, t))+δ.

(2.13)

Theorem 16. Let A and B be two nonempty, closed subsets of a non-Archimedean fuzzy

metric space (X,M, ∗) such that A0(t) is nonempty. Suppose that T : A → B and

g : A→ A satisfy the following conditions:
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(i) T (A0(t)) ⊆ B0(t),

(ii) T : A→ B is a continuous γ-proximal contraction of type-1,

(iii) g is a fuzzy isometry,

(iv) A0(t) ⊆ g(A0(t)).

Then, there exists a unique element x in A such that M(gx, Tx, t) = M(A,B, t).

Proof. Let we choose an element x0 in A0(t). Since T (A0(t)) ⊆ B0(t) and A0(t) ⊆
g(A0(t)), we can find x1 ∈ A0(t) such that M(gx1, Tx0, t) = M(A,B, t). Further, since

Tx1 ∈ T (A0(t)) ⊆ B0(t) and and A0(t) ⊆ g(A0(t)), it follows that there is an element x2
in A0(t) such that M(gx2, Tx1, t) = M(A,B, t). Recursively, we obtain a sequence {xn}
in A0(t) satisfying

M(gxn+1, Txn, t) = M(A,B, t), for all n ∈ N. (2.14)

Now we will prove that the sequence {xn} is convergent in A0(t). If there exists n0 ∈ N
such that M(gxn0 , Txn0+1, t) = 1, then it is clear that sequence {xn} is convergent. Hence,

let M(gxn0 , gxn0+1, t) 6= 1, for all n ∈ N. From T is a γ-proximal contraction of type-1

and (2.14), we have

γ(M(gxn, gxn+1, t)) ≥ γ(M(xn−1, xn, t)) + δ

⇒ γ(M(xn, xn+1, t)) ≥ γ(M(xn−1, xn, t)) + δ

...

≥ γ(M(x0, x1, t)) + nδ. (2.15)

Letting n→∞ , from (2.15) we get

lim
n→∞

γ(M(xn, Txn+1, t)) = +∞.

Then, if we similarly continue as the process in the proof of Theorem 11, we have {xn} is

a Cauchy sequence.

Since is a closed subset of the complete non-Archimedean fuzzy metric space (X,M, ∗),
there exists x ∈ A0(t) such that lim

n→∞
xn = x.

Since T ,g and M are continuous, passing to the limit n→∞, we have

M(gx, Tx, t) = M(A,B, t).

Let x∗ be in A0(t) such that M(gx∗, Tx∗, t) = M(A,B, t). Now, we will show that x = x∗.

Suppose to the contrary, let x 6= x∗. Therefore, M(x, x∗, t) 6= 1. Since T is a γ-proximal

contraction of type-1 and g is an isometry, we have

γ(M(x, x∗, t)) = γ(M(gx, gx∗, t)) ≥ γ(M(x, x∗, t)) + δ > γ(M(x, x∗, t))
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which is a contradiction. Hence, x = x∗. Therefore, the proof of Theorem 16 is completed.

�

If we take g is the identity mapping, we obtain the following result.

Corollary 17. Let A and B be two nonempty, closed subsets of a non-Archimedean fuzzy

metric space (X,M, ∗) such that A0(t) is nonempty. Assume that A is approximatively

compact with respect to B. Also, suppose that T : A→ B satisfy the following conditions:

(i) T (A0(t)) ⊆ B0(t),

(ii) T : A→ B is a continuous γ-proximal contraction of type-1,

Then, T has a unique fuzzy best proximity point in A.

Example 18. Let X = R×[−2, 2] and M : X × X × (0,∞) → (0, 1] be the non-

Archimedean fuzzy metric given by

M(x, y, t) =
t

t+ d(x, y)

for all t > 0, where d : X × X → [0,∞) is the standart metric d(x, y) = |x− y| for

all x ∈ X. Let A = {(x,−2) : for all x ∈ R}, B = {(y, 2) : for all y ∈ R}. Then here

A0(t) = A, B0(t) = B, d(A,B) = 4 and M(A,B, t) = t
t+4
. Let γ : [0, 1) → R such that

γ = 1
1−x2 for all x ∈ X . Now, define T : A→ B and g : A→ A by

T (x,−2) = (
x

2
, 2) and g(x,−2) = (−x,−2)

Clearly, g is fuzzy isometry. Then, we have, we get T (A0(t)) = B0(t) and A0(t) =

g(A0(t)). Let us consider

M(gu1, Tx, t) = M(A,B, t)

M(gu2, Tx, t) = M(A,B, t).

Herefrom, we have (u1, x1) = ((− z1
2
,−2), (z1,−2)) or (u2, x2) = ((− z2

2
,−2), (z2,−2)). We

claim that T is a γ-proximal contraction type-1. Now, putting u1 = (− z1
2
,−2), x1 =

(z1,−2), u2 = (− z2
2
,−2) and x2 = (z2,−2) in (2.12), we have

γ(M(gu1, gu2, t)) = γ(M(( z1
2
,−2), ( z2

2
,−2), t) = γ(

t

t+ |z1−z2|
2

)

=
1

1− ( t

t+
|z1−z2|

2

)2
>

1

1− ( t
t+|z1−z2|)

2
= γ(

t

t+ |z1 − z2|
)

= γ(M(x1, x2, t)).
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That is, we have

γ(M(u1, u2, t)) > γ(M(x1, x2, t)).

Therefore, there exixts a δ ∈ (0, 1) such that

γ(M(u1, u2, t) ≥ γ(M(x1, x2, t)) + δ.

Then it is easy to see that T is a γ-proximal contraction type-1. It now follows from

Theorem 16 that (0,−2) is a unique fuzzy best proximity point of T.

Theorem 19. Let A and B be two nonempty, closed subsets of a non-Archimedean fuzzy

metric space (X,M, ∗) such that A0(t) is nonempty. Assume that A is approximatively

compact with respect to B. Also, suppose that T : A → B and g : A → Asatisfy the

following conditions:

(i) T (A0(t)) ⊆ B0(t),

(ii) T : A→ B is a continuous γ-proximal contraction of type-2,

(iii) g is a fuzzy isometry,

(iv) A0(t) ⊆ g(A0(t)),

(v) T preserves fuzzy isometric distance with respect to g.

Then, there exists an element x in A such that M(gx, Tx, t) = M(A,B, t). Moreover, if

x∗ is another element of A such that M(gx∗, Tx∗, t) = M(A,B, t).

Proof. Let we choose an element Tx0 in T (A0(t)). Since Tx0 ∈ T (A0(t)) ⊆ B0(t) and

A0(t) ⊆ g(A0(t)), we can find x1 ∈ A0(t) such that M(gx1, Tx0, t) = M(A,B, t). Further,

since T (A0(t)) ⊆ B0(t) and and A0(t) ⊆ g(A0(t)), it follows that there is an element x2
in A0(t) such that M(gx2, Tx1, t) = M(A,B, t). Recursively, we obtain a sequence {xn}
in A0(t) satisfying

M(gxn+1, Txn, t) = M(A,B, t), for all n ∈ N. (2.16)

Now we will prove that the sequence {Txn} is convergent in B. If there exists n0 ∈ N

such that M(Tgxn0 , T gxn0+1, t) = 1, then it is clear that sequence {Txn} is convergent.

Hence, let M(Tgxn0 , T gxn0+1, t) 6= 1, for all n ∈ N. From T is a γ-proximal contraction

of type-2, T preserves fuzzy isometric distance with respect to g and (2.16), we have

γ(M(Tgxn, T gxn+1, t)) ≥ γ(M(Txn−1, Txn, t)) + δ

⇒ γ(M(Txn, Txn+1, t)) ≥ γ(M(Txn−1, Txn, t)) + δ

...

≥ γ(M(Tx0, Tx1, t)) + nδ. (2.17)
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Letting n→∞ , from (2.17) we get

lim
n→∞

γ(M(Txn, Txn+1, t)) = +∞.

Then, if we similarly continue as the process in the proof of Theorem 11, we have {Txn}
is a Cauchy sequence in B.

SinceB is a closed subset of the complete non-Archimedean fuzzy metric space (X,M, ∗),
there exists y ∈ B such that lim

n→∞
Txn = y. From the triangular inequality, we obtain

M(y, A, t) ≥M(y, gxn, t) ≥M(y, Txn−1, t) ∗M(Txn−1, gxn, t)

= M(y, Txn−1, t) ∗M(A,B, t)

≥M(y, Txn−1, t) ∗M(y, A, t). (2.18)

Passing to the limit as n→∞ in (2.18), we have

lim
n→∞

M(y, gxn, t) = M(y, A, t).

Since A0(t) is approximatively compact with respect to B, there exists a subsequence

{gxnk
} of {gxn} such that converges to some z in A0(t). Therefore, we have

M(z, y, t) = lim
k→∞

M(gxnk
, T gxnk−1, t) = M(y, A, t).

Hence, it implies that z ∈ A0(t). Since A0(t) ⊆ g(A0(t)), there exists x ∈ A0(t) such that

z = gx. Taking to the limit as lim
k→∞

gxnk
= gx and g is a fuzzy isometry, we obtain

lim
k→∞

xnk
= x.

Since T is continuous and {Txn} is convergent to y, we have

lim
k→∞

Txnk
= Tx = y.

Hence, it follows that

M(gx, Tx, t) = lim
k→∞

M(gxnk
, T gxnk

, t) = M(A,B, t).

Let x∗ be in A0(t) such that M(gx∗, Tx∗, t) = M(A,B, t). Now, we will show that Tx =

Tx∗. Suppose to the contrary, let Tx 6= Tx∗. Therefore, M(x, Tx∗, t) 6= 1. Since T is a

γ-proximal contraction of type-2 and T preserves fuzzy isometric distance with respect to

g, we have

γ(M(Tx, Tx∗, t)) = γ(M(Tgx, Tgx∗, t)) ≥ γ(M(x, x∗, t)) + δ > γ(M(x, x∗, t))

which is a contradiction. Hence, Tx = Tx∗. Therefore, the proof of Theorem 19 is

completed. �
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If we take g is the identity mapping, we obtain the following result.

Corollary 20. Let A and B be two nonempty, closed subsets of a non-Archimedean fuzzy

metric space (X,M, ∗) such that A0(t) is nonempty. Assume that A is approximatively

compact with respect to B. Also, suppose that T : A→ B satisfy the following conditions:

(i) T (A0(t)) ⊆ B0(t),

(ii) T : A→ B is a continuous γ-proximal contraction of type-2,

Then, T has a unique fuzzy best proximity point in A. Moreover, if x∗ is another fuzzy

best proximity point T , then Tx = Tx∗.

Example 21. Let X = [0, 1]×R and M : X×X×(0,∞)→ (0, 1] be the non-Archimedean

fuzzy metric given by

M(x, y, t) =
t

t+ d(x, y)

for all t > 0, where d : X × X → [0,∞) is the standart metric d(x, y) = |x− y| for

all x ∈ X. Let A = {(0, x) : for all x ∈ R}, B = {(1, y) : for all y ∈ R}. Then here

A0(t) = A, B0(t) = B, d(A,B) = 1 and M(A,B, t) = t
t+1
. Let γ : [0, 1) → R such that

γ = 1√
1−x for all x ∈ X . Now, define T : A→ B and g : A→ A by

T (0, x) = (1,
x

3
) and g(0, x) = (0,−x)

Clearly, g is a fuzzy isometry. Then, we have, we get T (A0(t)) = B0(t) and A0(t) =

g(A0(t)). Let us consider

M(gu1, Tx1, t) = M(A,B, t)

M(gu2, Tx2, t) = M(A,B, t).

. Clearly, T is preserve isometric distance with respect to g. That is M(Tgx1, T gx2, t) =

M(Tx1, Tx2, t). We claim that T is a γ−proximal contraction type-2. Now, putting u1 =

(0,− z1
3

), x1 = (0, z1), u2 = (0,− z2
3
, ) and x2 = (0, z2) in (2.13), we have

γ(M(Tgu1, T gu2, t) = γ(M(1, z1
9

), (1, z2
9

), t) = γ(
t

t+ |z1−z2|
9

)

=
1√

1− t

t+
|z1−z2|

9

>
1√

1− t

t+
|z1−z2|

3

= γ(
t

t+ |z1−z2|
3

)

= γ(M(Tx1, Tx2, t)).

Since, T preserves isometric distance with respect to g, we have

γ(M(Tu1, Tu2, t)) > γ(M(Tx1, Tx2, t)).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

724 SEZEN 712-726



14 M. SANGURLU SEZEN, H. IŞIK

Therefore, there exixts a δ ∈ (0, 1) such that

γ(M(Tu1, Tu2, t)) ≥ γ(M(Tx1, Tx2, t)) + δ.

Then it is easy to see that T is a γ-proximal contraction type-2. It now follows from

Theorem 19 that (0, 0) is a unique fuzzy best proximity point of T.
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Abstract: The aim of this paper is to find exact solutions for the conformable fractional Harry Dym 
Equation. In this work we deal with three different forms of conformable fractional Harry Dym Equation 
and for each form a suitable wave variable substitution is found. Each substitution transform its 
corresponding problem to an ordinary differential equation, What is more, the resulted ordinary 
differential equations in the three cases are the same. General solutions are obtained by applying the 
direct integration method on the resulted ordinary differential equation. These obtained solutions are 
found for some particular choices for the constants values. The behavior of every solution is discussed 
and illustrated in graphs. The tedious integrals and difficult computations associated with calculations in 
this paper are performed and simplified by using Mathematica 9.0. 

Keywords: Conformable fractional derivative, Harry Dym Equation, Conformable Harry Dym Equation, 
Exact solutions. 

1. Introduction  

       Recently, differential equations with fractional derivatives attracted the interest of many researchers; 
since such equations describe effectively many phenomena in applied sciences such as physics, biology, 
technology, and engineering [3, 7, 14]. 

       Harry Dym equation (HD) was so named related to the name of its discoverer Harry Dym in his 
unpublished paper 1973-1974, although it appeared to first time in Kruskal and Moser [9]. HD equation 
represents a system which gathers non-linearity and dispersion, also it is a completely integrable 
nonlinear evolution equation which obeys an infinite number of conservation laws, but it does not have 
the Painleve property. More properties for HD equation discussed in details can be found in the reference 
[4]. Moreover HD equation can be connected to the Korteweg-ge Vries equation which has many 
applications in hydrodynamics [4, 15]. 

       Many efforts have been done to find exact and approximate solutions for both HD equation and 
fractional HD equation like algebraic geometric solution of the HD equation[13], solitions solutions of the 
(2+1) dimensional HD equation via Darboux transformation [2], explicit solutions for HD equation [1], 
exact solution of the HD equation [12], an efficient approach for fractional HD equation by using sumudu 
transform [10], symmetries and exact solutions of the time fractional HD equation with Rieman-Liouville 
derivative [5], and a fractional model of HD equation and its approximate solution [11]. 

       Fractional derivatives have many definitions [14] but the most used of these definitions are Riemann-
Liouville derivative and Caputo derivative. They were defined as follows: 

    (i) Riemann - Liouville Definition. For 𝛼𝛼 ∈ [n-1, n), the α derivative of 𝑓𝑓 is:  
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                                𝐷𝐷𝑎𝑎𝛼𝛼𝑓𝑓(𝑡𝑡) = 1
Γ(n−α)

𝑑𝑑𝑛𝑛

𝑑𝑑𝑡𝑡𝑛𝑛 ∫
𝑓𝑓(𝑥𝑥)

(𝑡𝑡−𝑥𝑥)𝛼𝛼−𝑛𝑛+1
𝑡𝑡
𝑎𝑎 𝑑𝑑𝑑𝑑                   

(ii) Caputo Definition. For 𝛼𝛼 ∈ [n-1, n), the α derivative of 𝑓𝑓 is:         

𝐷𝐷𝑎𝑎𝛼𝛼𝑓𝑓(𝑡𝑡) =
1

Γ(𝑛𝑛 − 𝛼𝛼)
�

𝑓𝑓(𝑛𝑛)(𝑥𝑥)
(𝑡𝑡 − 𝑥𝑥)𝛼𝛼−𝑛𝑛+1

𝑡𝑡

𝑎𝑎
𝑑𝑑𝑑𝑑                                

          Recently, a new definition called conformable fractional derivative was introduced by authors in 
[6], Since then the interest of it keeps growing and many equations were solved using such definition [8]. 
In this paper we intend to find exact solutions for fractional HD equation in the sense of this definition 
rather than Rieman-Liouville definition or Caputo definition. The rest of the paper is organized as 
follows: Basics of conformable fractional derivative are stated in section 2, in section 3 solutions for 
conformable fractional HD equation are found, in section 4 some examples are discussed.               

 
2. Basic results on conformable fractional derivatives. 

Now, Let us summarize the basic properties of the conformable fractional derivative definition. 

Definition [6]: Given a function𝑓𝑓: [0,∞) → ℝ. And 𝑡𝑡 > 0,𝛼𝛼 ∈ (0, 1],  then the conformable fractional 
derivative of order α is defined as 

𝑇𝑇𝛼𝛼  (𝑓𝑓)(𝑡𝑡) = lim𝜖𝜖→0
𝑓𝑓�𝑡𝑡+𝜖𝜖𝑡𝑡1−𝛼𝛼�−𝑓𝑓(𝑡𝑡)

𝜖𝜖
, 

𝑇𝑇𝛼𝛼   is called the  conformable fractional derivative of  𝑓𝑓 of order 𝛼𝛼 .  

Let 𝑓𝑓𝛼𝛼(𝑡𝑡) stands for  𝑇𝑇𝛼𝛼  (𝑓𝑓)(𝑡𝑡) = 𝑑𝑑𝛼𝛼𝑓𝑓
𝑑𝑑𝑡𝑡𝛼𝛼

  .  

If 𝑓𝑓 is α-differentiable in some(0, 𝑏𝑏), 𝑏𝑏 > 0, and lim𝑡𝑡→0+ 𝑓𝑓𝛼𝛼(𝑡𝑡)  exists, then by definition: 

𝑓𝑓𝛼𝛼(0) = lim𝑡𝑡→0+ 𝑓𝑓𝛼𝛼(𝑡𝑡)       

Theorem 1 [6]: Let 𝛼𝛼 ∈ (0, 1] and 𝑓𝑓,𝑔𝑔 be α-differentiable at a point 𝑡𝑡 > 0. Then 

    1. 𝑇𝑇𝛼𝛼  (𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏) = 𝑎𝑎 𝑇𝑇𝛼𝛼  (𝑓𝑓) + 𝑏𝑏 𝑇𝑇𝛼𝛼  (𝑔𝑔), 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎, 𝑏𝑏 ∈  ℝ. 

    2. 𝑇𝑇𝛼𝛼  (𝑡𝑡𝑝𝑝) = 𝑝𝑝𝑡𝑡𝑝𝑝−𝛼𝛼  𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝 ∈  ℝ. 

    3.  𝑇𝑇𝛼𝛼  (𝜆𝜆) = 0 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓(𝑡𝑡) = 𝜆𝜆. 

    4. 𝑇𝑇𝛼𝛼  (𝑓𝑓𝑓𝑓) = 𝑓𝑓 𝑇𝑇𝛼𝛼  (𝑔𝑔) + 𝑔𝑔 𝑇𝑇𝛼𝛼  (𝑓𝑓).  

    5.  𝑇𝑇𝛼𝛼  �
𝑓𝑓
𝑔𝑔
� = 𝑔𝑔 𝑇𝑇𝛼𝛼  (𝑓𝑓)−𝑓𝑓 𝑇𝑇𝛼𝛼  (𝑔𝑔)

𝑔𝑔2   . 

    6. If, in addition, 𝑓𝑓 is differentiable, then 𝑇𝑇𝛼𝛼  (𝑓𝑓)(𝑡𝑡) = 𝑡𝑡1−𝛼𝛼 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 . 

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

728 Asma ALHabees 727-736



 Theorem 2 [8]: let 𝑓𝑓 be an α-differentiable function in conformable sense and differentiable and suppose 
that 𝑔𝑔 is also differentiable and defined in the range of 𝑓𝑓. Then 

𝑇𝑇𝛼𝛼  (𝑓𝑓𝑓𝑓𝑓𝑓) (𝑡𝑡) = 𝑡𝑡1−𝛼𝛼  𝑔𝑔′(𝑡𝑡)𝑓𝑓′�𝑔𝑔(𝑡𝑡)�. 

    More properties, definitions and theorems as Roll’s Theorem and Mean Value Theorem for 
conformable fractional derivative are expressed in the work [6],   

                                          

3. Fractional Harry Dym Equation. 

The classical HD equation is: 

𝑢𝑢𝑡𝑡  = 𝑢𝑢3𝑢𝑢𝑥𝑥𝑥𝑥𝑥𝑥                               (∗) 

Where 𝑢𝑢(𝑥𝑥, 𝑡𝑡) is a function of two real variables 𝑥𝑥 𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡. 

Let us write: 

𝑢𝑢𝑡𝑡𝛼𝛼 = 𝑇𝑇𝑡𝑡𝛼𝛼𝑢𝑢 =
𝜕𝜕𝛼𝛼𝑢𝑢
𝜕𝜕𝑡𝑡𝛼𝛼

  , 𝑢𝑢𝑥𝑥𝛼𝛼 = 𝑇𝑇𝑥𝑥𝛼𝛼𝑢𝑢 =
𝜕𝜕𝛼𝛼𝑢𝑢
𝜕𝜕𝑥𝑥𝛼𝛼

 , 𝑢𝑢𝑥𝑥
(3𝛼𝛼) = 𝑇𝑇𝑥𝑥

(3𝛼𝛼)𝑢𝑢 = 𝑇𝑇𝑥𝑥𝛼𝛼  𝑇𝑇𝑥𝑥𝛼𝛼  𝑇𝑇𝑥𝑥𝛼𝛼𝑢𝑢 . 

Now we will solve three fractional forms of(∗): 

(i) 𝑢𝑢𝑡𝑡𝛼𝛼 = 𝑢𝑢3𝑢𝑢𝑥𝑥𝑥𝑥𝑥𝑥   .                               (1)        
(ii) 𝑢𝑢𝑡𝑡  = 𝑢𝑢3𝑢𝑢𝑥𝑥

(3𝛼𝛼).                                (2) 
(iii) 𝑢𝑢𝑡𝑡𝛼𝛼 = 𝑢𝑢3𝑢𝑢𝑥𝑥

(3𝛼𝛼).                                (3) 

Where 𝛼𝛼 ∈ (0, 1]. 

Using suitable wave variable substitution in each form will transform the equation to an ordinary 
differential equation as follows: 

1. For form (i) let the wave variable substitution 𝜂𝜂 = 𝑥𝑥 + 𝑐𝑐
𝛼𝛼
𝑡𝑡𝛼𝛼  and  𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑣𝑣( 𝜂𝜂) . So one can write  

𝑢𝑢 = 𝑣𝑣 ∘ 𝜂𝜂 , now apply Theorem 2 to find  𝑢𝑢𝑡𝑡𝛼𝛼  . You will get that  𝑢𝑢𝑡𝑡𝛼𝛼 = 𝑡𝑡1−𝛼𝛼  𝜂𝜂′(𝑡𝑡)𝑣𝑣′�𝜂𝜂(𝑡𝑡)� =
𝑐𝑐𝑣𝑣′ ,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢3 = 𝑣𝑣3𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑥𝑥𝑥𝑥𝑥𝑥 = 𝑣𝑣′′′    . Hence equation (1) is transformed to: 

𝑐𝑐𝑣𝑣′ = 𝑣𝑣3𝑣𝑣′′′                 (4) 

2. For form (ii) let the wave variable substitution  𝜂𝜂 = 1
𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐𝑐𝑐 and 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑣𝑣( 𝜂𝜂) = 𝑣𝑣 ∘ 𝜂𝜂.  so  

𝑢𝑢𝑡𝑡𝛼𝛼 = 𝑐𝑐𝑣𝑣′ ,𝑢𝑢3 = 𝑣𝑣3𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑥𝑥
(3𝛼𝛼) = 𝑣𝑣′′′ .  Then equation (2) is transformed to: 

𝑐𝑐𝑣𝑣′ = 𝑣𝑣3𝑣𝑣′′′                 (4) 
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3. For form (iii) let the wave variable substitution  𝜂𝜂 = 1
𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼  and 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑣𝑣( 𝜂𝜂) .  so 𝑢𝑢𝑡𝑡𝛼𝛼 =

𝑐𝑐𝑣𝑣′ ,𝑢𝑢3 = 𝑣𝑣3𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑥𝑥
(3𝛼𝛼) = 𝑣𝑣′′′ . Then equation (3) is transformed to: 

𝑐𝑐𝑣𝑣′ = 𝑣𝑣3𝑣𝑣′′′                 (4) 

Now to solve the resulted ordinary differential equation (4), rewrite it as: 

𝑣𝑣′′′ + �
𝑐𝑐

2𝑣𝑣2�
′

= 0            (5)       

    Integrate (5) with respect to η, gets 

𝑣𝑣′′ +
𝑐𝑐

2𝑣𝑣2 =
𝑐𝑐1

2
             (6)            

    Multiply (6) by 𝑣𝑣′ then integrate with respect to 𝜂𝜂  yields 

(𝑣𝑣′)2 =
𝑐𝑐
𝑣𝑣

+ 𝑐𝑐1𝑣𝑣 + 𝑐𝑐 2          (7)                      

Using the separation of variables changes (7) to 

𝑑𝑑𝑑𝑑 = ±�
𝑣𝑣

𝑐𝑐₁𝑣𝑣² + 𝑐𝑐₂𝑣𝑣 + 𝑐𝑐
  𝑑𝑑𝑑𝑑                (8)  

Integrate both sides of (8) using Mathematica 9.0 you will obtain  

𝜂𝜂 = ±��
𝑣𝑣

𝑐𝑐₁𝑣𝑣² + 𝑐𝑐₂𝑣𝑣 + 𝑐𝑐
𝑑𝑑𝑑𝑑  + 𝑐𝑐3          (9) 

𝜂𝜂 = ±𝑖𝑖  
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
𝑐𝑐₁𝐺𝐺

[𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸(𝑖𝑖  𝑠𝑠𝑠𝑠𝑠𝑠ℎ−1(𝐺𝐺),𝐾𝐾) − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐹𝐹(𝑖𝑖  𝑠𝑠𝑠𝑠𝑠𝑠ℎ−1(𝐺𝐺),𝐾𝐾)] + 𝑐𝑐3      (10)   

Where: A = �
𝑣𝑣

𝑐𝑐₁𝑣𝑣² +𝑐𝑐₂𝑣𝑣+𝑐𝑐
     ,  𝐵𝐵 = −𝑐𝑐₂ +�−4𝑐𝑐𝑐𝑐₁ + 𝑐𝑐2

2,    𝐶𝐶 = �1 + 2𝑐𝑐₁𝑣𝑣
𝑐𝑐₂−�−4𝑐𝑐𝑐𝑐₁+𝑐𝑐₂²

       

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

730 Asma ALHabees 727-736



𝐷𝐷 = �1 + 2𝑐𝑐₁𝑣𝑣
𝑐𝑐2+�−4𝑐𝑐𝑐𝑐₁+𝑐𝑐₂²

      ,  𝐺𝐺 = �
2𝑐𝑐₁𝑣𝑣

𝑐𝑐2+�−4𝑐𝑐𝑐𝑐₁+𝑐𝑐₂²
    and  𝐾𝐾 = 𝑐𝑐₂+�−4𝑐𝑐𝑐𝑐₁+𝑐𝑐₂²

𝑐𝑐₂−�−4𝑐𝑐𝑐𝑐₁+𝑐𝑐₂²
    . 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐹𝐹 and 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸  are elliptic integrals of the first and second kind respectively. 

 For some particular choices to the constants c, c₁ and c₂ in equation (9) one can get simpler solutions as 

follows: 

• Let 𝑐𝑐₁ = 𝑐𝑐₂ = 0 , then 𝜂𝜂 = ± 2
3

 𝑣𝑣 �𝑣𝑣
𝑐𝑐

   + 𝑐𝑐₃ , hence 

                       𝑣𝑣 = (𝑐𝑐₃ ± 3
2√𝑐𝑐  𝜂𝜂)

2
3           (11)  

• Let   𝑐𝑐₁ = 0, 𝑐𝑐₂ ≠ 0, then 𝜂𝜂 = ±��𝑐𝑐𝑐𝑐+𝑐𝑐2𝑣𝑣2

𝑐𝑐2
  −  𝑐𝑐

𝑐𝑐2
3
2

 log( 2𝑐𝑐2√𝑣𝑣 + 2�𝑣𝑣𝑐𝑐₂² + 𝑐𝑐2𝑐𝑐  )� + 𝑐𝑐₃  

    Other suggested constants are:  

1. Let c2 = 2√cc1. 

2. Let c2 = −2√cc1. 

  You can easily using Mathematica 9.0 to perform the integration of equation (9) to get formula of 𝜂𝜂 

after you determine the suggested constants, however the difficulty that faces is how to get 𝑣𝑣 with 

respect to 𝜂𝜂 explicitly , except the formula in (11), this what was discussed in [12], Hence it seems that 

formula (11) is the only explicit solution for equations (1), (2) and (3). So results can be summarized as 

follows:  

   ∙ The solution of equation (1) is 𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (c3 ± 3
2√𝑐𝑐  � 𝑥𝑥 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼�)

2
3.     

    ∙ The solution of equation (2) is  𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (c3 ± 3
2√𝑐𝑐 (1

𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐𝑐𝑐) )

2
3 .  

    ∙ The solution of equation (3) is 𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (c3 ± 3
2√𝑐𝑐 (1

𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼) )

2
3 . 
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 Remarks:    

  1. The same ordinary differential equation is obtained from the three different forms of conformable 

fractional Harry Dym- Equation after using special wave variable for each form.     

2. A function could be α-differentiable at a point but not differentiable, illustrating example was discussed 

in [6]. 

4. Examples. 

Example 1: Let 𝛼𝛼 = 0.7 , for the graph of equation (1) solution  𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (c3 + 3
2√𝑐𝑐  � 𝑥𝑥 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼�)

2
3  with 

respect to 𝑥𝑥 and t, with 𝑐𝑐₃ = 4 and 𝑐𝑐 = 1  see Figure 1. 

 

 

Example 2: The graph of equation (1) solution 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = (c3 + 3
2√𝑐𝑐  � 𝑥𝑥 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼�)

2
3 versus 𝑥𝑥 at 𝑡𝑡 = 1 ,

𝑐𝑐₃ = 4 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1 for different values of 𝛼𝛼  is in Figure 2. 

Fig. 1 The graph of  𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (4 + 3
2

 � 𝑥𝑥 + 1
𝛼𝛼
𝑡𝑡𝛼𝛼�)

2
3   at  𝛼𝛼 = 0.7  

for example 1 
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Example 3: Let 𝛼𝛼 = 0.9 , for the graph of equation (2) solution 𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (c3 + 3
2√𝑐𝑐 (1

𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐𝑐𝑐) )

2
3 

with respect to 𝑥𝑥 and t, with 𝑐𝑐₃ = 4 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1 see Figure 3. 

 

 

Fig. 2 The graph of  𝑢𝑢(𝑥𝑥, 𝑡𝑡) = (4 + 3
2
� 𝑥𝑥 + 1

𝛼𝛼
�)

2
3  versus 𝑥𝑥 at 𝑡𝑡 = 1 𝑎𝑎𝑎𝑎  𝛼𝛼 = 1, 0.9 𝑎𝑎𝑎𝑎𝑎𝑎 0.7 

for example 2 

Fig. 3 The graph of  𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (4 + 3
2

 � 1
𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑡𝑡�)

2
3   at  𝛼𝛼 = 0.9  

for example 3 
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 Example 4: The graph of equation (2) solution 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = �4 + 3
2

 �1
𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑡𝑡��

2
3
versus x at 𝑡𝑡 = 0, 𝑐𝑐₃ =

4  𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1 for different values of α is in Figure 4. 

 

 

Example 5:  Let 𝛼𝛼 = 0.9 , for the graph of equation (3) solution 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = (c3 + 3
2√𝑐𝑐 (1

𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼) )

2
3   

with respect to 𝑥𝑥 and t, with 𝑐𝑐₃ = 4 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1 see Figure 5. 

 

 

Fig. 4 The graph of  𝑢𝑢(𝑥𝑥, 𝑡𝑡) = (4 + 3
2
�1
𝛼𝛼

 𝑥𝑥𝛼𝛼 + 𝑡𝑡�)
2
3  versus 𝑥𝑥 at t = 0 𝑎𝑎𝑎𝑎 𝛼𝛼 = 1, 0.9 𝑎𝑎𝑎𝑎𝑎𝑎 0.7 

for example 4 

 

Fig. 5 The graph of  𝑢𝑢(𝑥𝑥, 𝑡𝑡) =  (4 + 3
2

 � 1
𝛼𝛼
𝑥𝑥𝛼𝛼 + 1

𝛼𝛼 𝑡𝑡
𝛼𝛼�)

2
3   at  𝛼𝛼 = 0.9  

for example 5 
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Example 6: The graph of equation (3) solution 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = (c3 + 3
2√𝑐𝑐 (1

𝛼𝛼
𝑥𝑥𝛼𝛼 + 𝑐𝑐

𝛼𝛼
𝑡𝑡𝛼𝛼) )

2
3  versus 𝑥𝑥  at 𝑡𝑡 = 1 

, 𝑐𝑐₃ = 4 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 = 1 for different values of 𝛼𝛼  is in Figure 6. 
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1 Introduction

The q-analogue of any real number t is defined as [t]q = 1−qt
1−q and the q-factorial, denoted by [n]q!, is

defined [1, 2] as

[n]q! =

{
1 if n = 0,

[n]q × [n− 1]q × · · · × [1]q if n = 1, 2, . . . .
(1)

The q-analogue of (a+ x)n, denoted by (a+ x)nq , is defined [3] as

(a+ x)nq =

{
1 n = 0,∏n−1
m=0(a+ qmx) n = 1, 2, . . . .

(2)

It is also defined for any complex number α as

(a+ x)αq =
(a+ x)∞q

(a+ qαx)∞q
, (3)

where (a+ x)∞q := limn→∞
∏n
m=0(a+ qmx), and the principal value of qα is considered, 0 < q < 1.

Yet, the q-Maclaurin series expansion of (a+ x)nq is

(a+ x)nq =

n∑
k=0

(
n

k

)
q

an−kxkq(
k
2) (4)

where
(
n
k

)
q

=
[n]q !

[k]q ![n−k]q ! are called q-binomial coefficients. Expression (4) is called Gauss q-binomial

formula (see [3], p. 15). In the q-binomial coefficients, if |q| < 1 and n tends to infinity (see [3], p. 30) we
obtain limn→∞

(
n
k

)
q

= 1
(1−q)kq

. More details about the identities involving q-binomial coefficients can be

found in reference [4].
One can also recall definitions of the q-functions [2, 5, 6] as follows:

exq =
1

(1− (1− q)x)∞q
=
∞∑
n=0

1

[n]q!
xn, |x| < 1, (5)

Exq = (1 + (1− q)x)∞q =
∞∑
n=0

1

[n]q!
xnq(

n
2), x ∈ C. (6)

It can be seen that exqE
−x
q = 1 and exq−1 = Exq . The product of the two functions are investigated in a

more detailed way in [6, 7, 8]. The contribution of the corresponding references can be summarized in
the following theorem:

Theorem 1. For all x, y ∈ C the following equation holds

exq E
y
q =

∞∑
n=0

1

[n]q!
(x+ y)nq = e(x+y)qq (7)

where (x+ y)nq is defined in (4).

In the light of aforementioned preliminaries, this paper aims at studying about the q-exponential functions
more closely. At first, the Gauss q-binomial formula is generalized and based on the formula, some
properties of the q-exponential functions are established.
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2 q-Exponential Functions

First, let us generalize the q-binomial formula given in (4). The generalization of the q-binomial can then
be carried out as follows.

Theorem 2. For any x, y, z ∈ C and positive integer n, the following identity holds:

(x+ y)nq =
n∑
k=0

(
n

k

)
q

(x− z)kq (z + y)n−kq . (8)

Proof. The induction is used to prove the theorem. Equation (8) is valid for n = 1. Assuming that (8)
holds for any n and we show that it holds for n+ 1. Then

(x+ y)n+1
q = (x+ y)nq

(
qk(z + qn−ky) + (x− qkz)

)
=

n∑
k=0

(
n

k

)
q

qk(x− z)kq (z + y)n+1−k
q +

n∑
k=0

(
n

k

)
q

(x− z)k+1
q (z + y)n−kq

= (z + y)n+1
q + (x− z)n+1

q +
n∑
k=1

(
n

k

)
q

qk(x− z)kq (z + y)n+1−k
q

+
n∑
k=1

(
n

k − 1

)
q

(x− z)kq (z + y)n+1−k
q

=
n+1∑
k=0

(
n+ 1

k

)
q

(x− z)kq (z + y)n+1−k
q .

Thus, the proof is complete.

It is realized that the identity in Theorem 2 can be re-written as

(x+ y)nq =

n∑
k=0

(
n

k

)
q

(x− z)n−kq (z + y)kq . (9)

Its proof can be readily derived form the proof of Theorem 2.

Theorem 2 and its re-expression (9) allow one to conclude the striking identities given as follows:

• For y = 0 and z = 1, the q-Taylor expansion of xn about x = 1, (see [3], p. 23) becomes

xn =

n∑
k=0

(
n

k

)
q

(x− 1)kq .

• For x = 1, y = −ab and z = a, the following identity (see [2], p. 25 ) is obtained

(1− ab)nq =
n∑
k=0

(
n

k

)
q

an−k(1− a)kq (1− b)n−kq .

• For y = −x, the identity
n∑
k=0

(
n

k

)
q

(x− z)kq (z − x)n−kq = 0.

is found.

• For the case of z = 0 in (9), the q-binomial formula in (4) is reached.

• For x = 1, y = −ab and z = b in (9); the identity (see [2], p. 25 )

(1− ab)nq =

n∑
k=0

(
n

k

)
q

bk(1− a)kq (1− b)n−kq

is stated.
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Theorem 3. For x, y, z ∈ C, the following equations hold

(x+ y)
∞
q

(z + y)
∞
q

=
∞∑
k=0

1

[k]q!

(x− z)kq
(1− q)k

1

zk
= e

(x−z)q
(1−q)z
q , (10)

and
(x+ y)

∞
q

(x− z)∞q
=
∞∑
k=0

1

[k]q!

(z + y)
k
q

(1− q)k
1

xk
= e

(z+y)q
(1−q)x
q . (11)

Proof. As n→∞ in equation (8), it is arrived at

(x+ y)
∞
q = lim

n→∞

n∑
k=0

(
n

k

)
q

(x− z)kq (z + y)
n−k
q

= lim
n→∞

n∑
k=0

(
n

k

)
q

(x− z)kq
(z + y)

n
q

(z + yqn−k)
k
q

=
∞∑
k=0

1

[k]q!

1

(1− q)k
(x− z)kq

(z + y)
∞
q

zk
.

Dividing both sides of the last equation by (z + y)
∞
q gives

(x+ y)
∞
q

(z + y)
∞
q

=
∞∑
k=0

1

[k]q!

(x− z)kq
(1− q)k

1

zk
.

By using Theorem 1, the right hand side of the previous equation can be re-written as e
(x−z)q
(1−q)z
q which

completes the proof of equation (10). In a similar manner, the latter can be proven.

Example 1. If we take x = 1 and y = −az in equation (11), we will get (see [2], p. 8 )

(1− az)∞q
(1− z)∞q

=
∞∑
k=0

1

[k]q!

(z − az)kq
(1− q)k

=
∞∑
k=0

(1− a)
k
q

(1− q)kq
zk = 1φ0 (a;−; q, z) .

The function on the right hand side of the above equation is called basic hypergeometric series and more
details about it can be found in [2].
Now we concentrate about the q-exponential functions. At first, product of the q-exponential functions
is given in the next theorem and then some properties of the q-exponential functions are derived.

Remark 1. For |x| < 1 and |q| < 1, the following identity holds

(1− y)∞q
(1− x)∞q

=
∞∑
k=0

(x− y)kq
(1− q)kq

. (12)

Theorem 4. For x, y, z ∈ C, the following identity holds

e(x+y)qq = e(x−z)qq e(z+y)qq . (13)

Proof. The identity (7) is taken to expand the q-exponential functions on the right hand side of (13), and
thus

e(x−z)qq e(z+y)qq =
( ∞∑
n=0

1

[n]q!
(x− z)nq

)( ∞∑
n=0

1

[n]q!
(z + y)nq

)
=
∞∑
n=0

1

[n]q!

n∑
k=0

(
n

k

)
q

(x− z)kq (z + y)n−kq

=
∞∑
n=0

1

[n]q!
(x+ y)nq = e(x+y)qq .
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Corollary 1. For x, z,∈ C, the following identity holds

e−(x+z)qq =
1

e
(z+x)q
q

.

Proof. By taking y := −x and z := −z in Theorem 4, the requirement can be easily carried out.

Theorem 5. For x ∈ C and m,n ∈ Z, the following identity

e(m−n)qxq =


m−1∏
j=n

e
((j+1)−j)qx
q if m > n

n−1∏
j=m

e
(j−(j+1))qx
q if m < n

holds.

Proof. First, consider the case of m > n. The theorem is proven by induction. For the basis step,
m = n+ 1, the theorem is valid. Take the case m = k, k > n. Then it needs to be proven that it holds
for the case m = k + 1. By using identity (13) and the induction, it can be reached

e((k+1)−n)qx
q = e((k+1)−k)qx

q e(k−n)qxq = e((k+1)−k)qx
q

k−1∏
j=n

e((j+1)−j)qx
q =

k∏
j=n

e((j+1)−j)qx
q

which completes the proof of the first part.
For the case of m < n, Corollary 1 is used. Then the result of the first part is applied to get

e(m−n)qxq =
1

e
(n−m)q(x)
q

=
1∏n−1

j=m e
((j+1)−j)qx
q

=
n−1∏
j=m

e(j−(j+1))qx
q

which completes the proof.

Corollary 2. For x ∈ C, and positive integers m and n, the following identities hold:

emxq =
m−1∏
j=0

e((j+1)−j)qx
q , (14)

E−nxq =
n−1∏
j=0

e(j−(j+1))qx
q (15)

Proof. Consideration of (7) with n = 0 and m any positive integer in Theorem 5 leads to the complete
proof of the first identity. Replacing m and n values between each other in the first identity gives the
proof of the second one.

Now then, the n-th q-derivative of the q-exponential functions is found in the next theorem.

Theorem 6. For α, β, x ∈ C and positive integer n,

Dn
q e

(α+β)qx
q = (α+ β)nq e

(α+qnβ)qx
q . (16)

Proof. We use the induction to prove the theorem. For the case of n = 1, we need to get the q-derivative

of e
(α+β)qx
q . So we use equation (7) and then take the q-derivative to obtain

Dqe
(α+β)qx
q = Dq

( ∞∑
k=0

1

[k]q!
(α+ β)kqx

k
)

= (α+ β)
∞∑
k=0

1

[k]q!
(α+ qβ)kqx

k = (α+ β) e(α+qβ)qxq .

Assuming that (16) holds for a given k and to prove that it holds for k + 1, we need to obtain the

q-derivative of Dk
q e

(α+β)qx
q . Hence

Dk+1
q e(α+β)qxq = Dq

(
Dk
q e

(α+β)qx
q

)
= (α+ β)kq Dq

(
e(α+q

kβ)qx
q

)
= (α+ β)k+1

q e(α+q
k+1β)qx

q .

Thus the proof is complete.
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Theorem 7. For |x| < 1, |q| < 1 and any arbitrary α, the following identity holds

e(1−q
α)qx

q =
1

(1− (1− q)x)αq
(17)

Proof. To prove the theorem, we use equations (3), (5), (6) and (7). Then we have

e(1−q
α)qx

q = exq E
−qαx
q =

1

(1− (1− q)x)∞q
(1− (1− q)qαx)∞q =

1

(1− (1− q)x)αq

which completes the proof.

Remark 2. Equation (17) can be rewritten as e
(qα−1)qx
q = (1− (1− q)x)αq .

In the next example, we show that the q-binomial theorem (see: [1] P. 247 or [9] P. 488) can be proven
shortly by using Theorem 1.

Example 2. For |x| < 1 and |q| < 1,

∞∑
k=0

(1− a)kq
(1− q)kq

xk =
∞∑
k=0

(1− a)kq
[k]q!

( x

1− q
)k

= e
(1−a)qx
(1−q)

q = e
( x
1−q )
q E

(−ax
1−q )

q =
(1− ax)∞q
(1− x)∞q

.

Note that to reach this result; (7) in the second and third equations, and (5) and (6) in the last equation
have been considered.

3 Conclusions and Recommendation

Some striking properties of the q-exponential functions have been analyzed in detail. In doing so, the
Gauss q-binomial identity has generalized and based on it, remarkable properties of the q-exponential
have been established. For further studies, similar discussion can be carried out for q-trigonometric
functions.
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Abstract. Neutrosophic quadruple structure is used to study BCI-implicative ideal in BCI-algebra. The conceot

of neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-algebra is introduced, and their

related properties are investigated. Relationship between neutrosophic quadruple ideal, neutrosophic quadruple

BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative ideal and neutrosophic quadruple BCI-

commutative ideal are consulted. Conditions for the neutrosophic quadruple set to be neutrosophic quadruple

BCI-implicative ideal are provided. A characterization of a neutrosophic quadruple BCI-implicative ideal is

displayed, and the extension property of neutrosophic quadruple BCI-implicative ideal is established.

1. Introduction

In [14], Smarandche has introduced the neutrosophic quadruple numbers for the first time. Using the notion

of Smarandache’s neutrosophic quadruple numbers, Akinleye et al. [2] presented the notion of neutrosophic

quadruple algebraic structures. In particular, they studied neutrosophic quadruple rings. Agboola et al. [1]

studied neutrosophic quadruple algebraic hyperstructures, in particular, they developed neutrosophic quadruple

semihypergroups, neutrosophic quadruple canonical hypergroups and neutrosophic quadruple hyperrings. Using

BCK/BCI-algebras, Jun et al. [7] have established neutrosophic quadruple BCK/BCI-algebra, and have studied

neutrosophic quadruple (positive implicative) ideal in neutrosophic quadruple BCK-algebra and neutrosophic

quadruple closed ideal in neutrosophic quadruple BCI-algebra. Muhiuddin et al. [13] have studied neutrosophic

quadruple q-ideal and (regular) neutrosophic quadruple ideal in neutrosophic quadruple BCI-algebra. Muhiuddin

et al. [12] also have studied implicative neutrosophic quadruple ideal in neutrosophic quadruple BCK-algebra.

In this article, we study BCI-implicative ideal in BCI-algebra using neutrosophic quadruple structure. We

define neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-algebra, and investigate

their related properties. We consult relationship between neutrosophic quadruple ideal, neutrosophic quadruple

BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative ideal and neutrosophic quadruple BCI-

commutative ideal. We provide conditions for the neutrosophic quadruple set to be neutrosophic quadruple

BCI-implicative ideal. We discuss a characterization of an neutrosophic quadruple BCI-implicative ideal, and

establish the extension property of neutrosophic quadruple BCI-implicative ideal.

02010 Mathematics Subject Classification: 06F35, 03G25, 08A72.
0Keywords: neutrosophic quadruple BCK/BCI-algebra; neutrosophic quadruple BCI-implicative ideal; neu-

trosophic quadruple BCI-positive implicative ideal; neutrosophic quadruple BCI-commutative ideal.
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2. Preliminaries

A BCK/BCI-algebra, which is an important class of logical algebras, is introduced by K. Iséki (see [4, 5]) and

it is being studied by many researchers.

A BCI-algebra is a set X with a binary operation “·” and a special element “0” that satisfies the following

conditions:

(I) (∀x, y, z ∈ X) (((x · y) · (x · z)) · (z · y) = 0),

(II) (∀x, y ∈ X) ((x · (x · y)) · y = 0),

(III) (∀x ∈ X) (x · x = 0),

(IV) (∀x, y ∈ X) (x · y = 0, y · x = 0 ⇒ x = y).

If a BCI-algebra X satisfies the following identity:

(V) (∀x ∈ X) (0 · x = 0),

then X is called a BCK-algebra. Any BCK/BCI-algebra X satisfies the following conditions:

(∀x ∈ X) (x · 0 = x) , (2.1)

(∀x, y, z ∈ X) (x ≤ y ⇒ x · z ≤ y · z, z · y ≤ z · x) , (2.2)

(∀x, y, z ∈ X) ((x · y) · z = (x · z) · y) , (2.3)

(∀x, y, z ∈ X) ((x · z) · (y · z) ≤ x · y) (2.4)

where x ≤ y if and only if x · y = 0.

Any BCI-algebra X satisfies the following conditions (see [3]):

(∀x, y ∈ X)(x · (x · (x · y)) = x · y), (2.5)

(∀x, y ∈ X)(0 · (x · y) = (0 · x) · (0 · y)), (2.6)

(∀x, y ∈ X)(0 · (0 · (x · y)) = (0 · y) · (0 · x)). (2.7)

An element a in a BCI-algebra X is said to be minimal (see [3]) if the following assertion is valid.

(∀x ∈ X)(x ≤ a ⇒ x = a). (2.8)

Note that the zero element 0 in a BCI-algebra X is minimal (see [3]).

A nonempty subset S of a BCK/BCI-algebra X is called a subalgebra of X if x · y ∈ S for all x, y ∈ S. A subset

G of a BCK/BCI-algebra X is called an ideal of X if it satisfies:

0 ∈ G, (2.9)

(∀x ∈ X) (∀y ∈ G) (x · y ∈ G ⇒ x ∈ G) . (2.10)

A subset G of a BCI-algebra X is called

• a closed ideal of X (see [3]) if it is an ideal of X which satisfies:

(∀x ∈ X)(x ∈ G ⇒ 0 · x ∈ G), (2.11)

• a BCI-positive implicative ideal of X (see [8, 9]) if it satisfies (2.9) and

(∀x, y, z ∈ X) (((x · z) · z) · (y · z) ∈ G, y ∈ G ⇒ x · z ∈ G) , (2.12)
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• a BCI-commutative ideal of X (see [10]) if it satisfies (2.9) and

(x · y) · z ∈ G, z ∈ G
⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ G (2.13)

for all x, y, z ∈ X,

• a BCI-implicative ideal of X (see [8]) if it satisfies (2.9) and

(((x · y) · y) · (0 · y)) · z ∈ G, z ∈ G
⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ G (2.14)

for all x, y, z ∈ X.

Note that every BCI-implicative ideal is an ideal, but the converse is not true (see [8]).

Lemma 2.1 ([8]). A subset K of X is a BCI-implicative ideal of a BCI-algebra X if and only if it is an ideal of

X that satisfies the following condition.

((x · y) · y) · (0 · y) ∈ K ⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (2.15)

for all x, y ∈ X.

Lemma 2.2 ([10]). An ideal K of X is a BCI-commutative ideal of X if and only if it satisfies:

x · y ∈ K ⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (2.16)

for all x, y, z ∈ X.

Lemma 2.3 ([9]). An ideal K of X is a BCI-positive implicative ideal of X if and only if it satisfies:

((x · y) · y) · (0 · y) ∈ K ⇒ x · y ∈ K (2.17)

for all x, y, z ∈ X.

We refer the reader to the books [3, 11] for further information regarding BCK/BCI-algebras, and to the site

“http://fs.gallup.unm.edu/neutrosophy.htm” for further information regarding neutrosophic set theory.

We consider neutrosophic quadruple numbers based on a set instead of real or complex numbers.

Let X be a set. A neutrosophic quadruple X-number is an ordered quadruple (a, xT, yI, zF ) where a, x, y, z ∈ X
and T, I, F have their usual neutrosophic logic meanings (see [7]).

The set of all neutrosophic quadruple X-numbers is denoted by Nq(X), that is,

Nq(X) := {(a, xT, yI, zF ) | a, x, y, z ∈ X},

and it is called the neutrosophic quadruple set based on X. If X is a BCK/BCI-algebra, a neutrosophic quadruple

X-number is called a neutrosophic quadruple BCK/BCI-number and we say that Nq(X) is the neutrosophic

quadruple BCK/BCI-set.

Let X be a BCK/BCI-algebra. We define a binary operation � on Nq(X) by

(a, xT, yI, zF ) � (b, uT, vI, wF ) = (a · b, (x · u)T, (y · v)I, (z · w)F )

for all (a, xT, yI, zF ), (b, uT, vI, wF ) ∈ Nq(X). Given a1, a2, a3, a4 ∈ X, the neutrosophic quadruple BCK/BCI-

number (a1, a2T, a3I, a4F ) is denoted by ã, that is,

ã = (a1, a2T, a3I, a4F ),
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and the zero neutrosophic quadruple BCK/BCI-number (0, 0T, 0I, 0F ) is denoted by 0̃, that is,

0̃ = (0, 0T, 0I, 0F ).

Then (Nq(X);�, 0̃) is a BCK/BCI-algebra (see [7]), which is called neutrosophic quadruple BCK/BCI-algebra,

and it is simply denoted by Nq(X).

We define an order relation “�” and the equality “=” on Nq(X) as follows:

x̃� ỹ ⇔ xi ≤ yi for i = 1, 2, 3, 4,

x̃ = ỹ ⇔ xi = yi for i = 1, 2, 3, 4

for all x̃, ỹ ∈ Nq(X). It is easy to verify that “�” is an equivalence relation on Nq(X).

Let X be a BCK/BCI-algebra. Given nonempty subsets K and J of X, consider the set

Nq(K,J) := {(a, xT, yI, zF ) ∈ Nq(X) | a, x ∈ K & y, z ∈ J},

which is called the neutrosophic quadruple set based on K and J .

The set Nq(K,K) is denoted by Nq(K), and it is called the neutrosophic quadruple set based on K.

3. Neutrosophic quadruple BCI-implicative ideals

In what follows, let X denote a BCI-algebra unless otherwise specified.

Definition 3.1. Let K and J be nonempty subsets of X. Then the neutrosophic quadruple set based on K and

J is called a neutrosophic quadruple BCI-implicative ideal (briefly, NQ-BCI-implicative ideal) over (X,K, J) if it

is a BCI-implicative ideal of Nq(X). If K = J , then we say that it is an NQ-BCI-implicative ideal over (X,K).

Example 3.2. Consider a BCI-algebra X = {0, 1, 2, 3, 4, 5} with the binary operation ·, which is given in Table

1.

Table 1. Cayley table for the binary operation “·”

· 0 1 2 3 4 5

0 0 0 0 3 3 3

1 1 0 1 3 3 3

2 2 2 0 3 3 3

3 3 3 3 0 0 0

4 4 3 4 1 0 0

5 5 3 5 1 1 0

Then the neutrosophic quadruple BCI-algebra Nq(X) has 64 elements. If we take K = {0, 1, 2}, then the neutro-

sophic quadruple set based on K has 81-elements, that is,

Nq(K) = {0̃, ζ̃i | i = 1, 2, · · · , 80},

and it is an NQ-BCI-implicative ideal over (X,K) where

0̃ = (0, 0T, 0I, 0F ), ζ̃1 = (0, 0T, 0I, 1F ), ζ̃2 = (0, 0T, 0I, 2F ),

ζ̃3 = (0, 0T, 1I, 0F ), ζ̃4 = (0, 0T, 1I, 1F ), ζ̃5 = (0, 0T, 1I, 2F ),

ζ̃6 = (0, 0T, 2I, 0F ), ζ̃7 = (0, 0T, 2I, 1F ), ζ̃8 = (0, 0T, 2I, 2F ),

ζ̃9 = (0, 1T, 0I, 0F ), ζ̃10 = (0, 1T, 0I, 1F ), ζ̃11 = (0, 1T, 0I, 2F ),
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ζ̃12 = (0, 1T, 1I, 0F ), ζ̃13 = (0, 1T, 1I, 1F ), ζ̃14 = (0, 1T, 1I, 2F ),

ζ̃15 = (0, 1T, 2I, 0F ), ζ̃16 = (0, 1T, 2I, 1F ), ζ̃17 = (0, 1T, 2I, 2F ),

ζ̃18 = (0, 2T, 0I, 0F ), ζ̃19 = (0, 2T, 0I, 1F ), ζ̃20 = (0, 2T, 0I, 2F ),

ζ̃21 = (0, 2T, 1I, 0F ), ζ̃22 = (0, 2T, 1I, 1F ), ζ̃23 = (0, 2T, 1I, 2F ),

ζ̃24 = (0, 2T, 2I, 0F ), ζ̃25 = (0, 2T, 2I, 1F ), ζ̃26 = (0, 2T, 2I, 2F ),

ζ̃27 = (1, 0T, 0I, 0F ), ζ̃28 = (1, 0T, 0I, 1F ), ζ̃29 = (1, 0T, 0I, 2F ),

ζ̃30 = (1, 0T, 1I, 0F ), ζ̃31 = (1, 0T, 1I, 1F ), ζ̃32 = (1, 0T, 1I, 2F ),

ζ̃33 = (1, 0T, 2I, 0F ), ζ̃34 = (1, 0T, 2I, 1F ), ζ̃35 = (1, 0T, 2I, 2F ),

ζ̃36 = (1, 1T, 0I, 0F ), ζ̃37 = (1, 1T, 0I, 1F ), ζ̃38 = (1, 1T, 0I, 2F ),

ζ̃39 = (1, 1T, 1I, 0F ), ζ̃40 = (1, 1T, 1I, 1F ), ζ̃41 = (1, 1T, 1I, 2F ),

ζ̃42 = (1, 1T, 2I, 0F ), ζ̃43 = (1, 1T, 2I, 1F ), ζ̃44 = (1, 1T, 2I, 2F ),

ζ̃45 = (1, 2T, 0I, 0F ), ζ̃46 = (1, 2T, 0I, 1F ), ζ̃47 = (1, 2T, 0I, 2F ),

ζ̃48 = (1, 2T, 1I, 0F ), ζ̃49 = (1, 2T, 1I, 1F ), ζ̃50 = (1, 2T, 1I, 2F ),

ζ̃51 = (1, 2T, 2I, 0F ), ζ̃52 = (1, 2T, 2I, 1F ), ζ̃53 = (1, 2T, 2I, 2F ),

ζ̃54 = (2, 0T, 0I, 0F ), ζ̃55 = (2, 0T, 0I, 1F ), ζ̃56 = (2, 0T, 0I, 2F ),

ζ̃57 = (2, 0T, 1I, 0F ), ζ̃58 = (2, 0T, 1I, 1F ), ζ̃59 = (2, 0T, 1I, 2F ),

ζ̃60 = (2, 0T, 2I, 0F ), ζ̃61 = (2, 0T, 2I, 1F ), ζ̃62 = (2, 0T, 2I, 2F ),

ζ̃63 = (2, 1T, 0I, 0F ), ζ̃64 = (2, 1T, 0I, 1F ), ζ̃65 = (2, 1T, 0I, 2F ),

ζ̃66 = (2, 1T, 1I, 0F ), ζ̃67 = (2, 1T, 1I, 1F ), ζ̃68 = (2, 1T, 1I, 2F ),

ζ̃69 = (2, 1T, 2I, 0F ), ζ̃70 = (2, 1T, 2I, 1F ), ζ̃71 = (2, 1T, 2I, 2F ),

ζ̃72 = (2, 2T, 0I, 0F ), ζ̃73 = (2, 2T, 0I, 1F ), ζ̃74 = (2, 2T, 0I, 2F ),

ζ̃75 = (2, 2T, 1I, 0F ), ζ̃76 = (2, 2T, 1I, 1F ), ζ̃77 = (2, 2T, 1I, 2F ),

ζ̃78 = (2, 2T, 2I, 0F ), ζ̃79 = (2, 2T, 2I, 1F ), ζ̃80 = (2, 2T, 2I, 2F ).

Theorem 3.3. Every NQ-BCI-implicative ideal is a neutrosophic quadruple ideal.

Proof. It is straightforward since every BCI-implicative ideal is an ideal in BCI-algebras. �

The converse of Theorem 3.3 is not true in general as seen in the following example.

Example 3.4. Let X = {0, 1, 2, 3, 4} be a set with the binary operation ·, which is given in Table 2.

Table 2. Cayley table for the binary operation “·”

· 0 1 2 3 4

0 0 0 0 0 4

1 1 0 0 0 4

2 2 2 0 0 4

3 3 3 2 0 4

4 4 4 4 4 0
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Then X is a BCI-algebra (see [8]), and the neutrosophic quadruple BCI-algebra Nq(X) has 625 elements. If we

take K = {0, 1}, then the neutrosophic quadruple set based on K has 16-elements, that is,

Nq(K) = {0̃, ζ̃i | i = 1, 2, · · · , 15},

and it is a neutrosophic quadruple ideal over (X,K) where

0̃ = (0, 0T, 0I, 0F ), ζ̃1 = (0, 0T, 0I, 1F ),

ζ̃2 = (0, 0T, 1I, 0F ), ζ̃3 = (0, 0T, 1I, 1F ),

ζ̃4 = (0, 1T, 0I, 0F ), ζ̃5 = (0, 1T, 0I, 1F ),

ζ̃6 = (0, 1T, 1I, 0F ), ζ̃7 = (0, 1T, 1I, 1F ),

ζ̃8 = (1, 0T, 0I, 0F ), ζ̃9 = (1, 0T, 0I, 1F ),

ζ̃10 = (1, 0T, 1I, 0F ), ζ̃11 = (1, 0T, 1I, 1F ),

ζ̃12 = (1, 1T, 0I, 0F ), ζ̃13 = (1, 1T, 0I, 1F ),

ζ̃14 = (1, 1T, 1I, 0F ), ζ̃15 = (1, 1T, 1I, 1F ).

If we take x̃ = (2, 2T, 2I, 2F ) and ỹ = (3, 3T, 3I, 3F ) in Nq(X), then

(((ỹ � x̃) � x̃) � (0̃ � x̃)) � 0̃

= ((((3, 3T, 3I, 3F ) � (2, 2T, 2I, 2F )) � (2, 2T, 2I, 2F ))�

((0, 0T, 0I, 0F ) � (2, 2T, 2I, 2F ))) � (0, 0T, 0I, 0F )

= (0, 0T, 0I, 0F ) ∈ Nq(K).

But

ỹ � ((x̃� (x̃� ỹ)) � (0̃ � (0̃ � (ỹ � x̃))))

= (3, 3T, 3I, 3F ) � (((2, 2T, 2I, 2F ) � ((2, 2T, 2I, 2F ) � (3, 3T, 3I, 3F )))�

((0, 0T, 0I, 0F ) � ((0, 0T, 0I, 0F ) � ((3, 3T, 3I, 3F ) � (2, 2T, 2I, 2F )))))

= (2, 2T, 2I, 2F ) /∈ Nq(K).

Hence Nq(K) is not a BCI-implicative ideal of Nq(X), and so it is not an NQ-BCI-implicative ideal over (X,K).

Lemma 3.5 ([7]). If K and J are ideals of X, then the neutrosophic quadruple set based on K and J is a

neutrosophic quadruple ideal over (X,K, J).

Theorem 3.6. The neutrosophic quadruple set based on BCI-implicative ideals K and J of X is an NQ-BCI-

implicative ideal over (X,K, J).

Proof. Let K and J be BCI-implicative ideals of X. Since 0 ∈ K ∩ J , we get 0̃ ∈ Nq(K,J). Let x̃ = (x1, x2T,

x3I, x4F ), ỹ = (y1, y2T, y3I, y4F ) and z̃ = (z1, z2T, z3I, z4F ) be elements of Nq(X) such that

(((x̃� ỹ) � ỹ) � (0̃ � ỹ)) � z̃ ∈ Nq(K,J)
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and z̃ ∈ Nq(K,J). Then z̃ = (z1, z2T, z3I, z4F ) ∈ Nq(K,J) and

(((x̃� ỹ) � ỹ) � (0̃ � ỹ)) � z̃

= ((((x1, x2T, x3I, x4F ) � (y1, y2T, y3I, y4F )) � (y1, y2T, y3I, y4F ))�

((0, 0T, 0I, 0F ) � (y1, y2T, y3I, y4F ))) � (z1, z2T, z3I, z4F )

= (((((x1 · y1) · y1) · (0 · y1)) · z1), ((((x2 · y2) · y2) · (0 · y2)) · z2)T,

((((x3 · y3) · y3) · (0 · y3)) · z3)I, ((((x4 · y4) · y4) · (0 · y4)) · z4)F )

∈ Nq(K,J).

Hence zi ∈ K and (((xi · yi) · yi) · (0 · yi)) · zi ∈ K for i = 1, 2; and zj ∈ J and (((xj · yj) · yj) · (0 · yj)) · zj ∈ K for

j = 3, 4. Since K and J are BCI-implicative ideals of X, it follows that xi · ((yi · (yi · xi)) · (0 · (0 · (xi · yi)))) ∈ K
and xj · ((yj · (yj · xj)) · (0 · (0 · (xj · yj)))) ∈ J for i = 1, 2 and j = 3, 4. Thus

x̃� ((ỹ � (ỹ � x̃)) · (0̃ � (0̃ � (x̃� ỹ))))

= (x1, x2T, x3I, x4F ) · (((y1, y2T, y3I, y4F ) · ((y1, y2T, y3I, y4F )·

(x1, x2T, x3I, x4F ))) · ((0, 0T, 0I, 0F ) · ((0, 0T, 0I, 0F )·

((x1, x2T, x3I, x4F ) · (y1, y2T, y3I, y4F )))))

= (x1 · ((y1 · (y1 · x1)) · (0 · (0 · (x1 · y1)))),

(x2 · ((y2 · (y2 · x2)) · (0 · (0 · (x2 · y2)))))T,

(x3 · ((y3 · (y3 · x3)) · (0 · (0 · (x3 · y3)))))I,

(x4 · ((y4 · (y4 · x4)) · (0 · (0 · (x4 · y4)))))F )

∈ Nq(K,J).

Hence Nq(K,J) is a BCI-implicative ideal of Nq(X), and therefore the neutrosophic quadruple set based on K

and J is an NQ-BCI-implicative ideal over (X,K, J). �

Corollary 3.7. The neutrosophic quadruple set based on a BCI-implicative ideal K of X is an NQ-BCI-implicative

ideal over (X,K).

Proposition 3.8. Every neutrosophic quadruple set based on BCI-implicative ideals K and J of X satisfies the

following condition.

((x̃� ỹ) � ỹ) � (0̃ � ỹ) ∈ Nq(K,J)

⇒ x̃� ((ỹ � (ỹ � x̃)) � (0̃ � (0̃ � (x̃� ỹ)))) ∈ Nq(K,J).
(3.1)

for all x̃, ỹ, z̃ ∈ Nq(X).
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Proof. Let ((x̃� ỹ) � ỹ) � (0̃ � ỹ) ∈ Nq(K,J) for all x̃, ỹ, z̃ ∈ Nq(X). Then

((((x1 · y1) · y1) · (0 · y1)) · 0, ((((x2 · y2) · y2) · (0 · y2)) · 0)T,

((((x3 · y3) · y3) · (0 · y3)) · 0)I, ((((x4 · y4) · y4) · (0 · y4)) · 0)F )

= (((x1 · y1) · y1) · (0 · y1), (((x2 · y2) · y2) · (0 · y2))T,

(((x3 · y3) · y3) · (0 · y3))I, (((x4 · y4) · y4) · (0 · y4))F )

= (((x1, x2T, x3I, x4F ) � (y1, y2T, y3I, y4F )) � (y1, y2T, y3I, y4F ))�

((0, 0T, 0I, 0F ) � (y1, y2T, y3I, y4F ))

= ((x̃� ỹ) � ỹ) � (0̃ � ỹ) ∈ Nq(K,J),

and so (((xi · yi) · yi) · (0 · yi)) · 0 ∈ K for i = 1, 2 and (((xj · yj) · yj) · (0 · yj)) · 0 ∈ J for j = 3, 4. Since 0 ∈ K ∩ J ,

and since K and J are BCI-implicative ideals of X, it follows that xi · ((yi · (yi · xi)) · (0 · (0 · (xi · yi)))) ∈ K for

i = 1, 2, and xj · ((yj · (yj · xj)) · (0 · (0 · (xj · yj)))) ∈ J for j = 3, 4. Hence we have

x̃� ((ỹ � (ỹ � x̃)) � (0̃ � (0̃ � (x̃� ỹ))))

= (x1 · ((y1 · (y1 · x1)) · (0 · (0 · (x1 · y1)))),

(x2 · ((y2 · (y2 · x2)) · (0 · (0 · (x2 · y2)))))T,

(x3 · ((y3 · (y3 · x3)) · (0 · (0 · (x3 · y3)))))I,

(x4 · ((y4 · (y4 · x4)) · (0 · (0 · (x4 · y4)))))F )

∈ Nq(K,J).

This completes the proof. �

We provide conditions for a neutrosophic quadruple set to be an NQ-BCI-implicative ideal.

Theorem 3.9. Let K and J be ideals of X such that

((x · y) · y) · (0 · y) ∈ K (resp., J)

⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J)
(3.2)

for all x, y ∈ X. Then the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over

(X,K, J).

Proof. Assume that (((x · y) · y) · (0 · y)) · z ∈ K (resp., J) for all x, y ∈ X and z ∈ K (resp., J). Then

((x · y) · y) · (0 · y) ∈ K (resp., J) since K and J are ideals of X. It follows from the condition (3.2) that

x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J). Hence K and J are BCI-implicative ideals of X, and therefore the

neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over (X,K, J) by Theorem 3.6. �

Corollary 3.10. Let K be an ideal of X such that

((x · y) · y) · (0 · y) ∈ K
⇒ x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (3.3)

for all x, y ∈ X. Then the neutrosophic quadruple set based on K is an NQ-BCI-implicative ideal over (X,K).
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Theorem 3.11. Let K and J be ideals of X such that

0 · x ∈ K (resp., J), (3.4)

((x · y) · y) · (0 · y) ∈ K (resp., J) ⇒ x · (y · (y · x)) ∈ K (resp., J) (3.5)

for all x, y ∈ X. Then the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over

(X,K, J).

Proof. Assume that ((x · y) · y) · (0 · y) ∈ K (resp., J) for all x, y ∈ X. Then x · (y · (y · x)) ∈ K (resp., J) by (3.5).

Using (I), (II), (2.3), (2.5), (2.6) and (3.4), we have

(x · ((y · (y · x)) · (0 · (0 · (x · y))))) · (x · (y · (y · x)))

≤ (y · (y · x)) · ((y · (y · x)) · (0 · (0 · (x · y))))

≤ 0 · (0 · (x · y))

= 0 · ((0 · x) · (0 · y))

= 0 · ((((0 · y) · x) · (0 · y)) · (0 · y))

= 0 · ((((0 · (0 · (0 · y))) · x) · (0 · y)) · (0 · y))

= 0 · ((((0 · x) · (0 · y)) · (0 · y)) · (0 · (0 · y)))

= 0 · (((0 · (x · y)) · (0 · y)) · (0 · (0 · y)))

= 0 · (0 · (((x · y) · y) · (0 · y)))

∈ K (resp., J).

It follows that x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J). Hence K and J are BCI-implicative ideals of X

by Lemma 2.1. Therefore the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over

(X,K, J) by Theorem 3.6. �

Corollary 3.12. Let K be an ideal of X such that

0 · x ∈ K, (3.6)

((x · y) · y) · (0 · y) ∈ K ⇒ x · (y · (y · x)) ∈ K (3.7)

for all x, y ∈ X. Then the neutrosophic quadruple set based on K is an NQ-BCI-implicative ideal over (X,K).

Theorem 3.13. Let X be a BCI-algebra satisfying the conditions:

(∀x, y ∈ X)(x · y = ((x · y) · y) · (0 · y)), (3.8)

(∀x, y ∈ X)(x · (x · y) = y · (y · (x · (x · y)))). (3.9)

If K and J are closed ideals of X, then the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative

ideal over (X,K, J).
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Proof. Let K and J be closed ideals of X. Assume that ((x·y)·y)·(0·y) ∈ K (resp., J). Then 0·(((x·y)·y)·(0·y)) ∈
K (resp., J). Using the conditions (3.8), (3.9), (2.3), (2.5), (I) and (III), we have

(x · (y · (y · x))) · (((x · y) · y) · (0 · y))

= (x · (y · (y · x))) · (x · y)

= (x · (x · y)) · (y · (y · x))

= (y · (y · (x · (x · y)))) · (y · (y · x))

= (y · (y · (y · x))) · (y · (x · (x · y)))

= (y · x) · (y · (x · (x · y)))

≤ (x · (x · y)) · x

= 0 · (x · y)

= 0 · (((x · y) · y) · (0 · y))

∈ K (resp., J).

(3.10)

It follows that x · (y · (y · x)) ∈ K (resp., J), and so that

x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J)

in the proof of Theorem 3.18. Thus K and J are BCI-implicative ideals of X by Lemma 2.1, and therefore the

neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over (X,K, J) by Theorem 3.6. �

Corollary 3.14. Let X be a BCI-algebra satisfying the conditions (3.8) and (3.9). If K is a closed ideal of X,

then the neutrosophic quadruple set based on K is an NQ-BCI-implicative ideal over (X,K).

Corollary 3.15. Let X be a BCI-algebra satisfying the condition:

(∀x, y ∈ X)((x · (x · y)) · (y · x) = y · (y · x)). (3.11)

If K and J are closed ideals of X, then the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative

ideal over (X,K, J).

Proof. If X satisfies the condition (3.11), then it satisfies two conditions (3.8) and (3.9) (see [?, ?]). Hence the

result is induced from Theorem 3.13. �

Corollary 3.16. Let X be a BCI-algebra satisfying the condition (3.11). If K is a closed ideal of X, then the

neutrosophic quadruple set based on K is an NQ-BCI-implicative ideal over (X,K).

Theorem 3.17. Let X be a BCI-algebra satisfying the condition (3.9) and

(∀x, y ∈ X)((x · (y · x)) · (0 · (y · x)) = x). (3.12)

If K and J are closed ideals of X, then the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative

ideal over (X,K, J).

Proof. Let K and J be closed ideals of X. The conditions (3.12) and (III) lead to the following fact.

(z · y) · (((z · y) · (z · (z · y))) · (0 · (z · (z · y)))) = 0. (3.13)
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It follows from (2.1), (I), (2.2), (2.3) and (III) that

(z · y) · (((z · y) · y) · (0 · y)) = ((z · y) · (((z · y) · y) · (0 · y))) · 0

= ((z · y) · (((z · y) · y) · (0 · y))) · ((z · y) · (((z · y) · (z · (z · y)))·

(0 · (z · (z · y)))))

≤ (((z · y) · (z · (z · y))) · (0 · (z · (z · y)))) · (((z · y) · y) · (0 · y))

≤ (((z · y) · y) · (0 · (z · (z · y)))) · (((z · y) · y) · (0 · y))

≤ (0 · y) · (0 · (z · (z · y)))

≤ (z · (z · y)) · y

= (z · y) · (z · y) = 0.

(3.14)

Hence (z · y) · (((z · y) · y) · (0 · y)) = 0 since 0 is a minimal element of X, that is,

z · y ≤ ((z · y) · y) · (0 · y). (3.15)

On the other hand, we get

(((z · y) · y) · (0 · y)) · (z · y) = (((z · y) · y) · (z · y)) · (0 · y)

= (((z · y) · (z · y)) · y) · (0 · y) = (0 · y) · (0 · y) = 0

by (2.3) and (III), that is,

((z · y) · y) · (0 · y) ≤ z · y. (3.16)

Conditions (3.15) and (3.16) induce

z · y = ((z · y) · y) · (0 · y).

Therefore the neutrosophic quadruple set based on K and J is an NQ-BCI-implicative ideal over (X,K, J) by

Theorem 3.13. �

We now consider extension property of NQ-BCI-implicative ideal.

Theorem 3.18. For any nonempty subsets K and J of X, let A and B be closed ideals of X such that K ⊆ A

and J ⊆ B. If K and J are BCI-implicative ideals of X, then the neutrosophic quadruple set based on A and B

is an NQ-BCI-implicative ideal over (X,A,B), which is larger than the NQ-BCI-implicative ideal over (X,K, J).

Proof. Assume that K and J are BCI-implicative ideals of X. It is clear that Nq(K,J) ⊆ Nq(A,B). Let

((x · y) · y) · (0 · y) ∈ A (resp., B) for all x, y ∈ X. Then 0 · (((x · y) · y) · (0 · y)) ∈ A (resp., B) since A and B are

closed ideals of X. Using (2.3) and (III) induce

(((x · (((x · y) · y) · (0 · y))) · y) · y) · (0 · y)

= (((x · y) · y) · (0 · y)) · (((x · y) · y) · (0 · y))

= 0 ∈ K (resp., J),

(3.17)

which implies from Lemma 2.1 that

(x · (((x · y) · y) · (0 · y))) · ((y · (y · (x · (((x · y) · y) · (0 · y)))))·

(0 · (0 · ((x · (((x · y) · y) · (0 · y))) · y))))

∈ K ⊆ A (resp., J ⊆ B).

(3.18)
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Since

0 · (((x · y) · y) · (0 · y)) = ((0 · (x · y)) · (0 · y)) · (0 · (0 · y))

= (((0 · x) · (0 · y)) · (0 · y)) · (0 · (0 · y))

= (((0 · (0 · (0 · y))) · x) · (0 · y)) · (0 · y)

= (((0 · y) · x) · (0 · y)) · (0 · y)

= (0 · x) · (0 · y)

= 0 · (x · y)

(3.19)

by (2.6), (2.3), (2.5) and (III), we have

0 · (0 · ((x · (((x · y) · y) · (0 · y))) · y))

= 0 · (0 · ((x · y) · (((x · y) · y) · (0 · y))))

= 0 · ((0 · (x · y)) · (0 · (((x · y) · y) · (0 · y))))

= 0 · ((0 · (x · y)) · (0 · (x · y)))

= 0.

(3.20)

Combining (3.18) and (3.20) implies that

(x · (y · (y · (x · (((x · y) · y) · (0 · y)))))) · (((x · y) · y) · (0 · y))

= (x · (((x · y) · y) · (0 · y))) · (y · (y · (x · (((x · y) · y) · (0 · y)))))

∈ A (resp., B).

(3.21)

Since A and B are ideals of X, it follows that

x · (y · (y · (x · (((x · y) · y) · (0 · y))))) ∈ A (resp., B). (3.22)

On the other hand, we have

(x · (y · (y · x))) · (x · (y · (y · (x · (((x · y) · y) · (0 · y))))))

≤ (y · (y · (x · (((x · y) · y) · (0 · y))))) · (y · (y · x))

≤ (y · x) · (y · (x · (((x · y) · y) · (0 · y))))

≤ (x · (((x · y) · y) · (0 · y))) · x

= 0 · (((x · y) · y) · (0 · y))

∈ A (resp., B).

(3.23)

By (3.22) and (3.23), we get x · (y · (y · x)) ∈ A (resp., B). Using (3.19), (I), (II) we get

(x · ((y · (y · x)) · (0 · (0 · (x · y))))) · (x · (y · (y · x)))

≤ (y · (y · x)) · ((y · (y · x)) · (0 · (0 · (x · y))))

≤ 0 · (0 · (x · y))

= 0 · (0 · (((x · y) · y) · (0 · y))) ∈ A (resp., B).

(3.24)

It follows that x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ A (resp., B). Hence A and B are BCI-implicative ideals of X

by Lemma 2.1. Therefore the neutrosophic quadruple set based on A and B is an NQ-BCI-implicative ideal over

(X,A,B) by Theorem 3.6. �
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Corollary 3.19. For any nonempty subset K of X, let A be a closed ideal of X such that K ⊆ A. If K is a

BCI-implicative ideals of X, then the neutrosophic quadruple set based on A is an NQ-BCI-implicative ideal over

(X,A), which is larger than the NQ-BCI-implicative ideal over (X,K).

4. Relations between NQ-BCI-commutative ideal, NQ-BCI-positive implicative ideal and

NQ-BCI-implicative ideal

Theorem 4.1. For any nonempty subsets K and J of X, every NQ-BCI-implicative ideal over (X,K, J) is an

NQ-BCI-commutative ideal over (X,K, J).

Proof. Let K and J be nonempty subsets of X such that the neutrosophic quadruple set based on K and J is an

NQ-BCI-implicative ideal over (X,K, J). Let x, y, z ∈ X be such that z ∈ K (resp., J) and (((x·y)·y)·(0·y))·z ∈ K
(resp., J). Then (z, zT, zI, zF ) ∈ Nq(K,J) and

((((x, xT, xI, xF ) � (y, yT, yI, yF )) � (y, yT, yI, yF ))�

((0, 0T, 0I, 0F ) � (y, yT, yI, yF ))) � (z, zT, zI, zF )

= ((((x · y) · y) · (0 · y)) · z, ((((x · y) · y) · (0 · y)) · z)T,

((((x · y) · y) · (0 · y)) · z)I, ((((x · y) · y) · (0 · y)) · z)F )

∈ Nq(K,J)

Since Nq(K,J) is a BCI-implicative ideal of Nq(X), it follows that

(x · ((y · (y · x)) · (0 · (0 · (x · y)))), (x · ((y · (y · x)) · (0 · (0 · (x · y)))))T,

(x · ((y · (y · x)) · (0 · (0 · (x · y)))))I, (x · ((y · (y · x)) · (0 · (0 · (x · y)))))F )

= (x, xT, xI, xF ) � (((y, yT, yI, yF ) � ((y, yT, yI, yF ) � (x, xT, xI, xF )))�

((0, 0T, 0I, 0F ) � ((0, 0T, 0I, 0F ) � ((x, xT, xI, xF ) � (y, yT, yI, yF )))))

∈ Nq(K,J).

Hence x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J), and so K and J are BCI-implicative ideals of X. Thus K

and J are ideals of X. Assume that x · y ∈ K (resp., J) for all x, y ∈ X. Then

(((x · y) · y) · (0 · y)) · (x · y) = (0 · y) · (0 · y) = 0 ∈ K (resp., J)

by using (2.3) and (III), which implies that

((x · y) · y) · (0 · y) ∈ K (resp., J).

Hence (((x · y) · y) · (0 · y)) · 0 ∈ K (resp., J) and 0 ∈ K (resp., J). Since K (resp., J) is a BCI-implicative ideal

of X, it follows that

x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J).

Therefore K (resp., J) is a BCI-commutative ideal of X by Lemma 2.2, and consequently the neutrosophic

quadruple set based on K and J is an NQ-BCI-commutative ideal over (X,K, J). �

The converse of Theorem 4.1 is not true in general. In fact, Nq(K) in Example 3.4 is not a BCI-implicative

ideal of Nq(X). But it is routine to verify that Nq(K) is a BCI-commutative ideal of Nq(X).
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Lemma 4.2 ([6]). If K and J are BCI-positive implicative ideals of X, then the neutrosophic quadruple set based

on K and J is an NQ-BCI-positive implicative ideal over (X,K, J).

Theorem 4.3. For any nonempty subsets K and J of X, every NQ-BCI-implicative ideal over (X,K, J) is an

NQ-BCI-positive implicative ideal over (X,K, J).

Proof. Let K and J be nonempty subsets of X such that Nq(K,J) is a BCI-implicative ideal of Nq(X). Then K

and J are ideals of X (see the proof of Theorem 4.1). Let x, y ∈ X be such that ((x · y) · y) · (0 · y) ∈ K (resp., J).

Then

x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K (resp., J)

by Lemma 2.1. Note that

(x · y) · (x · ((y · (y · x)) · (0 · (0 · (x · y)))))

≤ ((y · (y · x)) · (0 · (0 · (x · y)))) · y

= (0 · (y · x)) · (0 · (0 · (x · y)))

= (0 · (x · y)) · (y · x)

= ((0 · x) · (0 · y)) · (y · x)

= (0 · (0 · x)) · x

= 0 ∈ K (resp., J).

It follows that x · y ∈ K (resp., J). Hence K and J are BCI-positive implicative ideals of X by Lemma 2.3, and

therefore Nq(K,J) is a BCI-positive implicative ideal of Nq(X) by Lemma 4.2. �

In the following example, we can see that the converse of Theorem 4.3 is not true in general.

Example 4.4. Let X = {0, 1, 2, 3, 4} be a set with the binary operation “·”, which is given in Table 3.

Table 3. Cayley table for the binary operation “·”

· 0 1 2 3 4

0 0 0 0 0 4

1 1 0 1 0 4

2 2 2 0 0 4

3 3 3 3 0 4

4 4 4 4 4 0

Then X is a BCI-algebra (see [8]), and the neutrosophic quadruple BCI-algebra Nq(X) has 625 elements. If we

take K = {0, 2}, then the neutrosophic quadruple set based on K has 16-elements, that is,

Nq(K) = {0̃, ρ̃i | i = 1, 2, · · · , 15},

where

0̃ = (0, 0T, 0I, 0F ), ρ̃1 = (0, 0T, 0I, 2F ), ρ̃2 = (0, 0T, 2I, 0F ),

ρ̃3 = (0, 0T, 2I, 1F ), ρ̃4 = (0, 2T, 0I, 0F ), ρ̃5 = (0, 2T, 0I, 2F ),
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ρ̃6 = (0, 2T, 2I, 0F ), ρ̃7 = (0, 2T, 2I, 2F ), ρ̃8 = (2, 0T, 0I, 0F ),

ρ̃9 = (2, 0T, 0I, 2F ), ρ̃10 = (2, 0T, 2I, 0F ), ρ̃11 = (2, 0T, 2I, 2F ),

ρ̃12 = (2, 2T, 0I, 0F ), ρ̃13 = (2, 2T, 0I, 2F ), ρ̃14 = (2, 2T, 2I, 0F ),

ρ̃15 = (2, 2T, 2I, 2F ).

It is routine to verify that Nq(K) is an NQ-BCI-positive implicative ideal over (X,K). If we take α̃1 =

(1, 1T, 1I, 1F ) and α̃3 = (3, 3T, 3I, 3F ) in Nq(X), then 0̃ ∈ Nq(K) and

(((α̃1 � α̃3) � α̃3) � (0̃ � α̃3)) � 0̃ = 0̃ ∈ Nq(K).

But,

α̃1 � ((α̃3 � (α̃3 � α̃1)) � (0̃ � (0̃ � (α̃1 � α̃3)))) = α̃1 � (0̃ � 0̃) = α̃1 /∈ Nq(K).

Hence Nq(K) is not an NQ-BCI-implicative ideal over (X,K).

We display a characterization of an NQ-BCI-implicative ideal.

Theorem 4.5. For any nonempty subsets K and J of X, the neutrosophic quadruple set based on K and J is

both an NQ-BCI-commutative ideal and an NQ-BCI-positive implicative ideal over (X,K, J) if and only if it is an

NQ-BCI-implicative ideal over (X,K, J).

Proof. For the sufficiency, see Theorems 4.1 and 4.3. Let Nq(K,J) be both an NQ-BCI-commutative ideal and

an NQ-BCI-positive implicative ideal over (X,K, J). Then K and J are both a BCI-commutative ideal and a

BCI-positive implicative ideal of X. Assume that ((x ·y) ·y) · (0 ·y) ∈ K (resp., J) for all x, y ∈ X. Then x ·y ∈ K
(resp., J) by Lemma 2.3, and so

x · ((y · (y · x)) · (0 · (0 · (x · y)))) ∈ K(resp., J)

by Lemma 2.2. It follows from Lemma 2.1 that K and J are BCI-implicative ideals of X. Therefore the neutro-

sophic quadruple set based on K and J is an NQ-implicative ideal over (X,K, J) by Theorem 3.6. �

Corollary 4.6. For any nonempty subset K of X, the neutrosophic quadruple set based on K is both an NQ-BCI-

commutative ideal and an NQ-BCI-positive implicative ideal over (X,K) if and only if it is an NQ-BCI-implicative

ideal over (X,K).

5. Conclusions

Smarandache introduced the notion of neutrosophic quadruple numbers by considering an entry (i.e., a number,

an idea, an object, etc.) which is represented by a known part (a) and an unknown part (bT, cI, dF ) where

a, b, c and d are real or complex numbers and T , I, F have their usual neutrosophic logic meanings. Jun

et al. made up neutrosophic quadruple BCK/BCI-algebras and (positive) implicative neutrosophic quadruple

BCK-algebras using neutrosophic quadruple numbers based on BCK/BCI-algebras (instead of real or complex

numbers). In this article, we have studied BCI-implicative ideal in BCI-algebra using neutrosophic quadruple

structure. We have introduced neutrosophic quadruple BCI-implicative ideal based on nonempty subsets in BCI-

algebra, and have investigated their related properties. We have consulted relationship between neutrosophic

quadruple ideal, neutrosophic quadruple BCI-implicative ideal, neutrosophic quadruple BCI-positive implicative

ideal and neutrosophic quadruple BCI-commutative ideal. We have provided conditions for the neutrosophic
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quadruple set to be neutrosophic quadruple BCI-implicative ideal. We have discussed a characterization of an

NQ-BCI-implicative ideal, and have established the extension property of neutrosophic quadruple BCI-implicative

ideal. Based on the contents and ideas of this manuscript, we will study neutrosophic quadruple structure for

various algebraic sub-structures in the future.
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Abstract. Let Bk be the nonbinary Boolean semiring and A be a m× n Boolean matrix over Bk. The Boolean

rank of a Boolean matrix A is the smallest k such that A can be factored as an m × k Boolean matrix times a

k × n Boolean matrix. The isolation number of A is the maximum number of nonzero entries in A such that no

two are in any row or any column, and no two are in a 2× 2 submatrix of all nonzero entries. We have that the

isolation number of A is a lower bound on the Boolean rank of A. We also compare the isolation number with

the binary Boolean rank of the support of A, and determine the equal cases of them.

1. Introduction

There are many papers on the study of rank of matrices over several semirings containing binary Boolean

algebra, fuzzy semiring, semiring of nonegative integers, and so on ([2], [3], [6], and [7]). But there are few papers

on isolation numbers of matrices. Gregory et al ([7]) introduced set of isolated entries and compared binary

Boolean rank with biclique covering number. Recently Beasley ([2]) introduced isolation number of Boolean

matrix and compare it with binary Boolean rank.

In this paper, we investigate the possible isolation number of Boolean matrix and compare it with Boolean

rank of Boolean matrix and the binary Boolean rank of the support of the Boolean matrix.

2. Preliminaries

Definition 2.1. A semiring S consists of a set S with two binary operations, addition and multiplication, such

that:

· S is an Abelian monoid under addition (the identity is denoted by 0);

· S is a monoid under multiplication (the identity is denoted by 1, 1 6= 0);

· multiplication is distributive over addition on both sides;

· s0 = 0s = 0 for all s ∈ S.

Definition 2.2. A semiring S is called antinegative if the zero element is the only element with an additive

inverse.
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Definition 2.3. A semiring S is called a Boolean semiring if S is equivalent to a set of subsets of a given set X,

the sum of two subsets is their union, and the product is their intersection. The zero element 0 is the empty set

and the identity element 1 is the whole set X.

Let Sk = {a1, a2, · · · , ak} be a set of k-elements, P(Sk) be the set of all subsets of Sk. Then P(Sk) is the

Boolean semiring of all subsets of Sk with operations in above definition. Let Bk be a Boolean semiring of subsets

of Sk = {a1, a2, · · · , ak}, that is a subset of P(Sk). It is straightforward to see that a Boolean semiring Bk is

a commutative and antinegative semiring. Moreover, all of its elements, except 0 and 1, are zero-divisors. If Bk

consists of only 0 (the empty subset) and 1 (the whole set Sk) then it is called a binary Boolean semiring, which

is denoted as B1. If Bk is not a binary Boolean semiring then it is called a nonbinary Boolean semiring.

Throughout the paper, we assume that m ≤ n and Bk denotes a nonbinary Boolean semiring, which contains

at least 3 elements. Let Mm,n(Bk) denote the set of m× n matrices with entries from a Boolean semiring Bk.

Let Mn(Bk) =Mm,n(Bk) if m = n, let Im denote the m×m identity matrix, Om,n denote the zero matrix in

Mm,n(Bk), Jm,n denote the matrix of all ones in Mm,n(Bk). The subscripts are usually omitted if the order is

obvious, and we write I,O, J .

Definition 2.4. The matrix A ∈Mm,n(Bk) is said to be of Boolean rank r if there exist matrices B ∈Mm,r(Bk)

and C ∈Mr,n(Bk) such that A = BC and r is the smallest positive integer such that such a factorization exists.

We denote b(A) = r.

By definition, the unique matrix with Boolean rank equal to 0 is the zero matrix O.

Now letMm,n(B1) denote the set of all m×n binary Boolean matrices with entries in B1. The binary Boolean

rank of A ∈Mm,n(B1) is the Boolean rank over B1 and denoted b1(A).

Definition 2.5. For two (binary) Boolean matrices A and B, A dominates B if ai,j = 0 implies bi,j = 0.

Given a matrix X ∈ Mm,n(Bk), we let x(j) denote the jth column of X and x(i) denote the ith row. Now if

b(A) = r and A = BC is a factorization of A ∈ Mm,n(Bk), then A = b(1)c(1) + b(2)c(2) + · · · + b(r)c(r). Since

each of the terms b(i)c(i) is a Boolean rank one matrix, the Boolean rank of A is also the minimum number of

Boolean rank one matrices whose sum is A.

The binary Boolean rank has many applications in combinatorics, especially graph theory, for example, if

A ∈Mm,n(B1) is the adjacency matrix of the bipartite graph G with bipartition (X,Y ), the binary Boolean rank

of A is the minimum number of bicliques that cover the edges of G, called the biclique covering number.

Definition 2.6. Given a matrix A ∈ Mm,n(Bk), a set of isolated entries ([7]) is a set of entries, usually written

as E = {ai,j} such that ai,j 6= 0, no two entries in E are in the same row, no two entries in E are in the same

column, and, if ai,j , ak,l ∈ E then, ai,l = 0 or ak,j = 0. That is, isolated entries are independent entries and any

two isolated entries ai,j and ak,l do not lie in a submatrix of A of the form

[
ai,j ai,l
ak,j ak,l

]
with all entries nonzero.

The isolation number of A, ι(A), is the maximum size of a set of isolated entries.

Note that ι(A) = 0 if and only if A = O.
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Example 2.7. Let σ ∈ Bk be neither 0 nor 1 and

A =


1 1 σ 0 0

σ 1 0 1 0

1 0 0 0 σ

0 σ 0 1 1

0 0 1 σ 1


be a Boolean matrix over Bk and E1 is the set of σ′s which are located at the positions {a1,3, a2,1, a3,5, a4,2, a5,4}
of A. The entries σ′s of A are isolated entries and hence ι(A) = 5. But the entries of A in the position in

E2 = {a1,1, a2,2, a3,5, a4,4, a5,3} are not isolated.

Suppose that A ∈Mm,n(Bk) and b(A) = r. Then there are r Boolean rank one matrices Ai such that

A = A1 +A2 + · · ·+Ar. (2.1)

Because each Boolean rank one matrix can be permuted to a matrix of the form

[
N O

O O

]
with all nonzero

entries in N , it is easily seen that the matrix consisting of two isolated entries of A cannot be dominated by any

one Ai among the Boolean rank one summand of A in (2.1). Thus

i(A) ≤ b(A). (2.2)

Many functions, sets and relations concerning matrices do not depend upon the magnitude or nature of the

individual entries of a matrix, but rather only on whether the entry is zero or nonzero. These combinatorially

significant matrices have become increasingly important in recent years. Of primary interest is the binary Boolean

rank. Finding the binary Boolean rank of a (0, 1)-matrix is an NP-Complete problem ([8]), and consequently

finding bounds on the binary Boolean rank of a matrix is of interest to those researchers that would use binary

Boolean rank in their work. If the (0, 1)-matrix is the reduced adjacency matrix of a bipartite graph, the isolation

number of the matrix is the maximum size of a non-competitive matching in the bipartite graph. This is related

to the study of such combinatorial problems as the patient hospital problem, the stable marriage problem, etc. An

additional reason for studying the isolation number is that it is a lower bound on the Boolean rank of a Boolean

matrix over Bk. While finding the isolation number as well as finding the Boolean rank of a Boolean matrix is an

NP-Complete problem ([1]), for some matrices finding the isolation number can be easier than finding the Boolean

rank especially if the matrix is sparse:

Example 2.8. Let σ ∈ Bk and

F =



1 1 1 σ 0 1 1 1 1

1 1 1 1 σ 1 1 1 1

1 1 1 0 0 σ 1 1 1

1 1 1 0 0 0 0 0 0

1 1 1 0 0 0 0 0 0

1 1 1 0 0 0 0 0 0

σ 1 0 0 0 0 0 0 0

0 σ 1 0 0 0 0 0 0

1 0 σ 0 0 0 0 0 0


be a Boolean matrix in M9(Bk).
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Then we can easily see b(F ) 5 6 from first 3 rows and columns, however to find that Boolean rank is not 5,

requires much calculation if the isolation number is not considered. However, the isolation number is easily seen

to be 6, both computationally and visually, the σ’s in this matrix represent a set of isolated entries. Thus we have

b(F ) = 6 by (2.2).

Note that if any of the 1’s in F are replaced by zeros, the resulting matrix still has Boolean rank 6 as well as

isolation number 6.

Terms not specifically defined here can be found in Brualdi and Ryser [5] for matrix terms, or Bondy and Murty

[4] for graph theoretic terms.

For our use in the next section, we define the support matrix of a Boolean matrix. If A ∈Mm,n(Bk), then the

support of A is the binary Boolean matrix A = (ai,j) ∈ Mm,n(B1) such that ai,j = 1 if ai,j 6= 0 and ai,j = 0 if

ai,j = 0.

3. Comparisons between isolation numbers and Boolean ranks over Mm,n(Bk)

In this section, we compare the isolation number with Boolean rank of a Boolean matrix, and also we compare

the isolation number with binary Boolean rank of the support of a Boolean matrix.

Lemma 3.1. For A,B ∈ Mm,n(Bk), b(A + B) ≤ b(A) + b(B). And for A,B ∈ Mm,n(B1), b1(A + B) ≤
b1(A) + b1(B).

Proof. It follows from the definition of Boolean rank and equation (2.1).

Lemma 3.2. For A,B ∈Mm,n(Bk), A+B = A+B inMm,n(B1).

Proof. It follows from the facts that Bk is an antinegative semiring and 1 + 1 = 1 in B1.

Lemma 3.3. For A ∈Mm,n(Bk), b1(A) ≤ b(A).

Proof. If b(A) = r, then A has a Boolean rank one factorization such that A = b(1)c(1) + b(2)c(2) + · · ·+ b(r)c(r)

with B = [b(1)b(2) · · ·b(r)] ∈Mm,k(Bk) and C = [c(1)c(2) · · · c(k)]t ∈Mk,n(Bk) from (2.1). Therefore

b1(A) = b1(b(1)c(1) + b(2)c(2) + · · ·+ b(r)c(r)) = b1(b(1)c(1) + b(2)c(2) + · · · + b(r)c(r)) ≤ r, from Lemma 3.2.

Hence b1(A) ≤ b(A).

We may have strict inequality in Lemma 3.3 as we see in the following example.

Example 3.4. Let S3 = {x, y, z} and B3 = {0, {x}, {x, y}, 1} with 1 = {x, y, z}. Consider X =

[
1 {x}

{x, y} {x, y}

]
and Y =

[
1 {x}

{x, y} {x}

]
in M2(B3). Then b(X) = 2 but b1(X) = b1(

[
1 1

1 1

]
) = 1. Hence b1(X) < b(X). But

b(Y ) = b1(Y ) = 1 since Y =

[
1

{x, y}

][
1 {x}

]
over B3.

Lemma 3.5. For A = [ai,j ] ∈Mm,n(Bk), ι(A) = ι(A).

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

761 Beasley 758-764



Isolation numbers of matrices over nonbinary Boolean semiring

Proof. If ai,j and ak,l are any isolated entries in A, then i 6= k and j 6= l, and that ai,l = 0 or ak,j = 0. Hence ai,j

and ak,l are isolated entries in A, so we have ι(A) ≤ ι(A).

Conversely, if ai,j and ak,l are any isolated entries in A, then ai,j 6= 0 and ak,l 6= 0 and that ai,l = ai,l = 0 or

ak,j = ak,j = 0. Hence ai,j and ak,l are isolated entries in A, so we have ι(A) ≤ ι(A).

Theorem 3.6. If A ∈Mm,n(Bk), then ι(A) = 1 if and only if b1(A) = 1.

Proof. Let A ∈Mm,n(Bk). If b1(A) = 1 then A 6= O so that ι(A) 6= 0 and since ι(A) = ι(A) ≤ b1(A) by (2.2), we

have ι(A) = 1.

Conversely, suppose on the contrary that there exists a matrix A = [ai,j ] ∈ Mm,n(Bk) such that ι(A) = 1,

b1(A) > 1. Then, there exists two non-equal and nonzero rows of A, say ith and jth. Hence, without loss of

generality, there exists a k such that ai,k = 1 and aj,k = 0. Then, ai,k and any unit entry in jth row of B

constitute a set of two isolated entries. Thus, ι(A) = ι(A) > 1, a contradiction.

It follows that the subset of Mm,n(Bk) of matrices with isolation number 1 is the same as the set of matrices

whose support has Boolean rank 1.

For A = A1 +A2 + · · ·+Ar with b(A) = r, let Ri denote the indices of the nonzero rows of Ai and Cj denote

the indices of the nonzero columns of Aj , i, j = 1. · · · , k. Let ri = |Ri|, the number of nonzero rows of Ai and

cj = |Cj |, the number of nonzero columns of Aj .

Lemma 3.7. Let A ∈Mm,n(Bk). Then if b(A) ≥ b1(A) = 2 then ι(A) = 2, and if ι(A) = 2 then b1(A) 6= 3.

Proof. If b1(A) = 2, then ι(A) > 1 by Theorem 3.6. Since ι(A) = ι(A) ≤ b1(A) from Lemma 3.5 and (2.2), we

have that ι(A) = ι(A) = 2.

Now, suppose that ι(A) = 2 and that b1(A) = 3. Then, we have a factorization of A as A = C × D with

C ∈ Mm,3(B1) and D ∈ M3,n(B1). Then, the three rows of D generate all the rows of A. Since b1(A) = 3, D

cannot have binary Boolean rank 2 or less. Thus, we have b1(D) = 3. Therefore, we have a factorization of D as

D = E × F with E ∈ M3,3(B1) and F ∈ M3,n(B1). Then, the three column of E generate all the columns of D

and b1(E) = 3. Therefore, it is sufficient to consider 3× 3 matrices of binary Boolean rank 3. However, there are

only 10 following 3× 3 matrices of binary Boolean rank 3 up to permutations:

B1 =

 1 0 0

0 1 0

0 0 1

 , B2 =

 1 0 0

0 1 0

0 1 1

 , B3 =

 1 0 0

0 1 0

1 0 1

 , B4 =

 1 0 0

0 1 0

1 1 1

 ,

B5 =

 1 0 0

1 1 0

0 0 1

 , B6 =

 1 0 0

1 1 0

0 1 1

 , B7 =

 1 0 0

1 1 0

1 0 1

 , B8 =

 1 0 0

1 1 0

1 1 1

 ,
B9 =

 1 0 1

1 1 0

0 0 1

 , B10 =

 1 0 1

1 1 0

0 1 1

 .
Since B5 can be permuted to B2 and B7 can be permuted to B4, and B9 can be permuted to B6 with transposing.

Therefore, there are only seven non-equivalent 3× 3 matrices of binary Boolean rank 3. However, these matrices
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have three isolation entries on the main diagonal. Thus, we have a contradiction to the conditions that ι(B) = 2

and rB1(B) = 3. Thus, if ι(A) = 2 then b1(A) 6= 3.

Theorem 3.8. Let A ∈Mm,n(Bk). Then, ι(A) = 2 if and only if b1(A) = 2.

Proof. From Lemma 3.7, we have the sufficiency. So we only need show the necessity.

Suppose there exists A ∈Mm,n(Bk) with ι(A) = ι(A) = 2 and b1(A) > 2. By Lemma 3.7, b1(A) 6= 3, and hence

b1(A) ≥ 4. Thus we choose A such that if b1(A) > b1(C) > 2 then ι(C) > 2. Suppose that A = A1 +A2 + · · ·+Ar

for r = b1(A) where each Ai is binary Boolean rank 1, i.e., r is the minimum r such that b1(A) = r and ι(A) = 2.

Suppose that A1 has the fewest number of nonzero rows of the Ai’s. As in the proof of the above lemma 3.7,

permute the rows of A so that A1 has nonzero rows 1, 2, · · · , r1. For j = 1, · · · , r1, let Bj be the matrix whose

first j rows are the first j rows of A and whose last m − j rows are all zero. Let Cj be the matrix whose first j

rows are all zero and whose last m − j rows are the last m − j rows of A. Then A = Bj + Cj . Further any set

of isolated entries of Cj is a set of isolated entries for A. Now, from b1(A) ≤ b1(Bj) + b1(Cj), and the fact that

b1(Cj) = b1(Cj−1) or b1(Cj) = b1(Cj−1) − 1, there is some t such that b1(Ct) = b1(A) − 1. Since b1(Ct) < r by

the choice of A, for this t, we have that ι(Ct) > 2 since b1(Ct) ≥ 3. That is, ι(A) = ι(A) > 2, which is impossible

since ι(A) = 2. Therefore b1(A) = 2.

Now, as we can see in the following example, there is a Boolean matrix A ∈Mm,n(Bk) such that ι(A) = 3 and

b1(A) is relative large, depending on m and n.

Example 3.9. For n ≥ 3, let Dn = J \ I ∈ Mn(B1). Then, it is easily shown that ι(Dn) = 3 while b1(Dn) = r

where r = min

{
h : n ≤

(
h
h
2

)}
, see [6](Corollary 2). So, ι(D20) = 3 while b1(D20) = 6.

Definition 3.10. A tournament matrix [T ] ∈ Mn(Bk) is the adjacency matrix of a directed graph called a

tournament, T . It is characterized by [T ]◦[T ]t = O and [T ]+[T ]t = J−I, where ◦ denotes entrywise multiplication

of two matrices.

Now, for each r = 1, 2, · · · ,min{m,n}, can we characterize the matrices in Mm,n(Bk) for which ι(A) = b1(A)

? Of course it is done if r = 1 or r = 2 in the above theorems, but only in those cases. For r = m we can also

find a characterization:

Theorem 3.11. Let 1 ≤ m ≤ n and A ∈ Mm,n(Bk). Then, ι(A) = b1(A) = m if and only if there exist

permutation matrices P ∈ Mm(B1) and Q ∈ Mn(B1) such that PAQ = [B|C] where B = Im + T ∈ Mm(B1)

where T ∈Mm(B1) is dominated by a tournament matrix. (There are no restrictions on C.)

Proof. Suppose that ι(A) = m. Then we permute A by permutation matrices P and Q so that the set of isolated

entries are in the (d, d) positions, d = 1, · · · ,m. That is, if X = PAQ then I = {x1,1, x2,2, · · · , xm,m} is the set

of isolated entries in X. Therefore X = [B|C], with bi,i = xi,i = 1 and bi,j · bj,i = 0 for every i and j 6= i from

the definition of the isolated entries. Thus, B = Im + T where T is an m square matrix which is dominated by a

tournament matrix. Thus, PAQ = [B|C] where B = Im + T and clearly there are no conditions on C.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

763 Beasley 758-764



Isolation numbers of matrices over nonbinary Boolean semiring

Conversely, if PAQ = [B|C] and B = Im + T where T is an m square matrix which is dominated by a

tournament matrix, then the diagonal entries of B form a set of isolated entries for PAQ and hence A has a set

of m isolated entries. Thus ι(A) = b1(A) = m.

Corollary 3.12. Let 1 ≤ m ≤ n and A ∈ Mm,n(Bk). If there exist permutation matrices P ∈ Mm(B1) and

Q ∈ Mn(B1) such that PAQ = [B|C] where B ∈ Mm(Bk) is a diagonal matrix or a triangular matrix with

nonzero diagonal entries, then ι(A) = b1(A) = m.

4. Conclusions

In this paper, we investigated the nonbinary Boolean rank of a matrix A and the rank of its support for the

given isolation number k over nonbinary Boolean semirings. Thus, we proved that the isolation number of A is

the same as the Boolean rank of the support of it if the isolation numbers are 1 and 2. If the isolation number

were greater than 2, then we showed by example that binary Boolean rank of the support of the given nonbinary

Boolean matrix may be strictly greater than the isolation number of the matrix. In addition, in some special cases

involving tournament matrices, we obtained that the isolation number of the given matrix and the Boolean rank

of its support of the nonbinary Boolean matrix are the same.
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ORTHOGONALLY EULER-LAGRANGE TYPE CUBIC

FUNCTIONAL EQUATIONS IN ORTHOGONALITY NORMED

SPACES

CHANG IL KIM AND GILJUN HAN∗

Abstract. In this paper, we investigate the orthogonally Euler-Lagrange type

cubic functional equation

f(ax+ by) + f(ax− by)− ab2[f(x+ y) + f(x− y)]− 2a(a2 − b2)f(x)

+ c[f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y)] = 0, x⊥y
for fixed non-zero rational numbers a, b and a fixed non-zero real number c

with a2 6= b2 and a 6= ±1 and prove the generalized Hyers-Ulam stability for
it by using the fixed point method,

1. Introduction

Assume that X is a real inner product space and f : X −→ R is a solution of the
orthogonally Cauchy functional equation f(x+ y) = f(x) + f(y), < x, y >= 0. By
the Pythagorean theorem, f(x) = ‖x‖2 is a solution of the conditional equation.
Of course, this function does not satisfy the additivity equation everywhere. Thus,
orthogonal Cauchy equation is not equivalent to the classic Cauchy equation on the
whole inner product space.

The orthogonally Cauchy functional equation

f(x+ y) = f(x) + f(y), x⊥y
in which ⊥ is an abstract orthogonality relation, was first investigated by Gudder
and Strawther [5]. Rätz [16] introduced a new definition of orthogonality by using
more restrictive axioms than of Gudder and Strawther. Moreover, he investigated
the structure of orthogonally additive mappings. Rätz and Szabó [17] investigated
the problem in a rather more general framework.

Definition 1.1. [17] Let X be a real vector space with dimX ≥ 2 and ⊥ a binary
relation on X with the following properties:

(O1) totality for zero: x⊥0 and 0⊥x for all x ∈ X;
(O2) independence: if x, y ∈ X − {0}, x⊥y, then x, y are linearly independent;
(O3) homogeneity: if x, y ∈ X, x⊥y, then αx⊥βy for all α, β ∈ R;
(O4) the Thalesian property: if P is a 2-dimensional subspace of X, x ∈ P

and a non-negative real number k, then there exists an y ∈ P such that x⊥y and
x+ y⊥kx− y.
The pair (X,⊥) is called an orthogonality space. By an orthogonality normed
space, we mean an orthogonality space having a normed structure.

2010 Mathematics Subject Classification. 39B55, 47H10, 39B52, 46H25.
Key words and phrases. Hyers-Ulam stability, fixed point theorem, orthogonally cubic func-

tional equation, orthogonality space.
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Remark 1.2. (i) The trivial orthogonality on a vector space X defined by (O1)
and for non-zero elements x, y ∈ X, x⊥y if and only if x, y are linearly independent.

(ii) The ordinary orthogonality on an inner product space (X,< ·, · >) given by
x⊥y if and only if < x, y >= 0.

(iii) The Birkhoff-James orthogonality on a normed space (X, ‖ · ‖) defined by
x⊥y if and only if ‖x+ ky‖ ≥ ‖x‖ for all k ∈ R.

The relation ⊥ is called symmetric if x⊥y implies that y⊥x for all x, y ∈ X.
Then clearly examples (i) and (ii) are symmetric but example (iii) is not. However,
that a real normed space of dimension greater than 2 is an inner product space if
and only if the Birkhoff-James orthogonality is symmetric.

In 1940, S. M. Ulam proposed the following stability problem (cf. [19]):

“Let G1 be a group and G2 a metric group with the metric d. Given a constant
δ > 0, does there exist a constant c > 0 such that if a mapping f : G1 −→
G2 satisfies d(f(xy), f(x)f(y)) < c for all x, y ∈ G1, then there exists a unique
homomorphism h : G1 −→ G2 with d(f(x), h(x)) < δ for all x ∈ G1?”

In the next year, Hyers [6] gave a partial solution of Ulam,s problem for the case
of approximate additive mappings. In 1978, Rassias [14] extended the theorem of
Hyers by considering the unbounded Cauchy difference. The result of Rassias has
provided a lot of influence in the development of what we now call the generalized
Hyers-Ulam stability or Hyers-Ulam stability of functional equations. Ger and
Sikorska [4] investigated the orthogonal stability of the Cauchy functional equation

(1.1) f(x+ y) = f(x) + f(y), x⊥y

and Vajzović [20] investigated the orthogonally additive-quadratic equation

(1.2) f(x+ y) + f(x− y) = 2f(x) + 2f(y), x⊥y

when X is a Hilbert space, Y is a scalar field, f is continuous and ⊥ means the
Hilbert space orthogonality. Later, many mathematicians have investigated the
orthogonal stability of functional equations ([3], [9], [10], [11], [12], [13], and [18]).

In 2001, Rassias [15] introduced the following cubic functional equation

(1.3) f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y) = 0

and every solution of the cubic functional equation is called a cubic mapping and
Jun, Kim, and Chang [8] introduced the Euler-Lagrange cubic functional equation.

In this paper, we consider the following orthogonally Euler-Lagrange type cubic
functional equation

f(ax+ by) + f(ax− by)− ab2[f(x+ y) + f(x− y)]− 2a(a2 − b2)f(x)

+ c[f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y)] = 0, x⊥y.
(1.4)

for fixed non-zero rational numbers a, b and a fixed non-zero real numbers c with
a2 6= b2 and a 6= ±1 and prove the generalized Hyers-Ulam stability for it. Every
solution of (1.4) is called an orthogonally Euler-Lagrange type cubic mapping.

Throughtout this paper, (X,⊥) is an orthogonality normed space with the norm
‖ · ‖X and (Y, ‖ · ‖) is a Banach space.
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2. Solutions of (1.4)

In this section, we investigate solutiuons of (1.4). We will show that a mapping
f satisfying (1.4) is an orthogonally cubic mapping.

Theorem 2.1. Let f : X −→ Y be a mapping with f(0) = 0. If f satisfies (1.4)
and c 6= 0, then f is an orthogonally cubic mapping.

Proof. Suppose that f satisfies (1.4). Setting y = 0 in (1.4), we have

(2.1) f(ax) = a3f(x)

for all x ∈ X and setting x = 0 and y = x in (1.4), we have

(2.2) f(bx) + f(−bx) = (ab2 + 9c)f(x) + (ab2 + c)f(−x)− cf(2x)

for all x ∈ X. Replacing x by −x in (2.2), we have

(2.3) f(bx) + f(−bx) = (ab2 + 9c)f(−x) + (ab2 + c)f(x)− cf(−2x)

for all x ∈ X. Since c 6= 0, by (2.2) and (2.3), we have

(2.4) f(2x)− f(−2x) = 8[f(x)− f(−x)]

for all x ∈ X. Relpacing y by ay in (1.4), by (2.2), we have

a3[f(x+ by) + f(x− by)]− (ab2 + 3c)f(x+ ay)− (ab2 + c)f(x− ay)

+ cf(x+ 2ay)− (2a3 − 2ab2 − 3c)f(x)− 6cf(ay) = 0
(2.5)

for all x, y ∈ X with x⊥y and letting y = y
b in (2.5), we have

a3[f(x+ y) + f(x− y)]− (ab2 + 3c)f(x+ py)− (ab2 + c)f(x− py)

+ cf(x+ 2py)− (2a3 − 2ab2 − 3c)f(x)− 6cf(py) = 0
(2.6)

for all x, y ∈ X with x⊥y, where p = a
b . Letting y = −y in (2.6), we have

a3[f(x− y) + f(x+ y)]− (ab2 + 3c)f(x− py)− (ab2 + c)f(x+ py)

+ cf(x− 2py)− (2a3 − 2ab2 − 3c)f(x)− 6cf(−py) = 0
(2.7)

for all x, y ∈ X with x⊥y. By (2.6) and (2.7), we have

c[f(x+ 2py)− f(x− 2py)]− 2c[f(x+ py)− f(x− py)]

− 6c[f(py)− f(−py)] = 0
(2.8)

for all x, y ∈ X with x⊥y. Letting y = 1
py in (2.8), we have

(2.9) [f(x+ 2y)− f(x− 2y)]− 2[f(x+ y)− f(x− y)]− 6[f(y)− f(−y)] = 0

for all x, y ∈ X with x⊥y.

Let fo(x) = f(x)−f(−x)
2 . Then fo satisfies (2.9). Letting x = 0 in (2.9), we have

(2.10) fo(2y) = 8fo(y)

for all y ∈ X. Letting x = 2x in (2.9), by (2.10), we have

(2.11) 4[fo(x+ y)− fo(x− y)] = fo(2x+ y)− fo(2x− y) + 6fo(y)

for all x, y ∈ X with x⊥y. Interchanging x and y in (2.11), we have

(2.12) 4[fo(x+ y) + fo(x− y)] = fo(x+ 2y) + fo(x− 2y) + 6fo(x)

for all x, y ∈ X with x⊥y. By (2.9) and (2.12), we have

fo(x+ 2y)− 3fo(x+ y) + 3fo(x)− fo(x− y)− 6fo(y) = 0
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for all x, y ∈ X with x⊥y and hence f0 is an orthogonally cubic mapping.

Let fe(x) = f(x)+f(−x)
2 . Then fe satisfies (2.9) and so we have

(2.13) fe(x+ 2y)− fe(x− 2y)− 2[fe(x+ y)− fe(x− y)] = 0

for all x, y ∈ X with x⊥y. Letting y = x in (2.13), we have

fe(3x) = 2fe(2x) + fe(x)

for all x ∈ X and letting y = 2x in (2.13), we have

fe(4x) = 2fe(3x)− 2fe(x)

for all x ∈ X. Hence we have fe(4x) = 4fe(2x) for all x ∈ X and so

fe(2x) = 4fe(x), fe(3x) = 9fe(x), fe(4x) = 16fe(x)

for all x ∈ X. By induction on n, we have

fe(nx) = n2fe(x)

for all x ∈ X and all n ∈ N and hence

fe(rx) = r2fe(x)

for all x ∈ X and all rational number r. By (2.1), since a is a non-zero rational
number with a 6= 1, f(x) = 0 for all x ∈ X. Hence f = fo + fe = fo is an
orthogonally cubic mapping. �

3. The Generalized Hyers-Ulam stability for (1.4)

In this section, we prove the generalized Hyers-Ulam stability for the orthogo-
nally cubic functional equation (1.4) by using the fixed point method.

In 1996, Isac and Rassias [7] were the first to provide applications of stabil-
ity theory of functional equations for the proof of new fixed point theorems with
applications.

Theorem 3.1. [1], [2] Let (X, d) be a complete generalized metric space and let
J : X −→ X be a strictly contractive mapping with some Lipschitz constant L with
0 < L < 1. Then for each given element x ∈ X, either d(Jnx, Jn+1x) =∞ for all
nonnegative integer n or there exists a positive integer n0 such that
(1) d(Jnx, Jn+1x) <∞ for all n ≥ n0 ;
(2) the sequence {Jnx} converges to a fixed point y∗ of J ;
(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(Jn0x, y) <∞} and

(4) d(y, y∗) ≤ 1

1− L
d(y, Jy) for all y ∈ Y .

For any mapping f : X −→ Y , we define the difference operator Df : X2 −→ Y
by

Df(x, y) = f(ax+ by) + f(ax− by)− ab2[f(x+ y) + f(x− y)]− 2a(a2 − b2)f(x)

+ c[f(x+ 2y)− 3f(x+ y) + 3f(x)− f(x− y)− 6f(y)]

for all x, y ∈ X.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

768 CHANG IL KIM 765-774



ORTHOGONALLY EULER-LAGRANGE TYPE CUBIC FUNCTIONAL EQUATIONS... 5

Theorem 3.2. Assume that φ : X2 −→ [0,∞) is a function such that

(3.1) φ(x, y) ≤ L

|a|3
φ(ax, ay)

for all x, y ∈ X and some real number L with 0 < L < 1. Let f : X −→ Y be a
mapping such that f(0) = 0 and

(3.2) ‖Df(x, y)‖ ≤ φ(x, y)

for all x, y ∈ X with x⊥y. Then there exists a unique orthogonally cubic mapping
F : X −→ Y such that

‖F (x)− f(x)‖ ≤ L

2|a|3(1− L)
φ(x, 0)(3.3)

for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and define the generalized metric d
on S by

d(g, h) = inf{c ∈ [0,∞) | ‖g(x)− h(x)‖ ≤ c φ(x, 0),∀x ∈ X}.

Then (S, d) is a complete metric space([9]). Define a mapping T : S −→ S by
Tg(x) = a3g(x

a ) for all x ∈ X and all g ∈ S.
Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (3.1), we have

‖Tg(x)− Th(x)‖ = |a|3
∥∥∥g(x

a

)
− h

(x
a

)∥∥∥ ≤ cLφ(x, 0)

for all x ∈ X. Hence we have d(Tg, Th) ≤ Ld(g, h) for all g, h ∈ S and so T is a
strictly contractive mapping. Putting y = 0 in (3.2), we get

‖2f(ax)− 2a3f(x)‖ ≤ φ(x, 0)

for all x ∈ X and hence ∥∥∥f(x)− a3f
(x
a

)∥∥∥ ≤ L

2|a|3
φ(x, 0)

for all x ∈ X and hence d(f, Tf) ≤ L
2|a|3 < ∞. By Theorem 3.1, there exists a

mapping F : X −→ Y which is a fixed point of T such that d(Tnf, F ) → 0 as
n→∞ and

‖F (x)− f(x)‖ ≤ L

2|a|3(1− L)
φ(x, 0)

for all x ∈ X. Replacing x, y by x
an , y

an in (3.2), respectively, and multiplying (3.2)

by |a|3n, by (O3), we have∥∥∥a3nDf( x

an
,
y

an

)∥∥∥ ≤ Lnφ(x, y)

for all x, y ∈ X with x⊥y and all n ∈ N. Letting n→∞ in the last inequality, we
get

DF (x, y) = 0

for all x, y ∈ X with x⊥y and by Theorem 2.1, F is an orthogonally cubic mapping.
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Now, we will show the uniqueness of F . LetG : X −→ Y be another orthogonally
cubic mapping with (3.3). Since F and G are fixed points of T , by (3.3), we get

‖G(x)− F (x)‖ = ‖TnG(x)− TnF (x)‖
≤ ‖TnG(x)− Tnf(x)‖+ ‖TnF (x)− Tnf(x)‖

≤ Ln+1

|a|3(1− L)
φ(x, 0)

for all x ∈ V and for all n ∈ N. Since 0 < L < 1, letting n → ∞ in the above
inequality, we have F = G. �

Related with Theorem 3.2, we can also have the following theorem. And the
proof is similar to that of Theorem 3.2.

Theorem 3.3. Assume that φ : X2 −→ [0,∞) is a function such that

(3.4) φ(ax, ay) ≤ |a|3Lφ(x, y)

for all x, y ∈ X and some real number L with 0 < L < 1. Let f : X −→ Y be a
mapping such that satisfying (3.2). Then there exists a unique orthogonally cubic
mapping F : X −→ Y such that

‖F (x)− f(x)‖ ≤ 1

2|a|3(1− L)
φ(x, 0)(3.5)

for all x ∈ X.

Proof. Consider the set S = {g | g : X −→ Y } and define the generalized metric d
on S by

d(g, h) = inf{c ∈ [0,∞) | ‖g(x)− h(x)‖ ≤ c φ(x, 0),∀x ∈ X}.

Then (S, d) is a complete metric space([9]). Define a mapping T : S −→ S by
Tg(x) = 1

a3 g(ax) for all x ∈ X and all g ∈ S.
Let g, h ∈ S and d(g, h) ≤ c for some c ∈ [0,∞). Then by (3.4), we have

‖Tg(x)− Th(x)‖ =
1

|a|3
‖g(ax)− h(ax)‖ ≤ cLφ(x, 0)

for all x ∈ X. Hence we have d(Tg, Th) ≤ Ld(g, h) for all g, h ∈ S and so T is a
strictly contractive mapping. Putting y = 0 in (3.2), we get

‖2f(ax)− 2a3f(x)‖ ≤ φ(x, 0)

for all x ∈ X and hence ∥∥∥f(x)− 1

a3
f(ax)

∥∥∥ ≤ 1

2|a|3
φ(x, 0)

for all x ∈ X and hence d(f, Tf) ≤ 1
2|a|3 < ∞. By Theorem 3.1, there exists a

mapping F : X −→ Y which is a fixed point of T such that d(Tnf, F ) → 0 as
n→∞ and

‖F (x)− f(x)‖ ≤ 1

2|a|3(1− L)
φ(x, 0)

for all x ∈ X. Replacing x, y by anx, any in (3.2), respectively, and multiplying
(3.2) by |a|−3n, by (O3), we have∥∥∥a−3nDf(anx, any)

∥∥∥ ≤ Lnφ(x, y)
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for all x, y ∈ X with x⊥y and all n ∈ N. Letting n→∞ in the last inequality, we
get

DF (x, y) = 0

for all x, y ∈ X with x⊥y and by Theorem 2.1, F is an orthogonally cubic mapping.
Now, we will show the uniqueness of F . LetG : X −→ Y be another orthogonally

cubic mapping with (3.3). Since F and G are fixed points of T , by (3.3), we get

‖G(x)− F (x)‖ = ‖TnG(x)− TnF (x)‖
≤ ‖TnG(x)− Tnf(x)‖+ ‖TnF (x)− Tnf(x)‖

≤ Ln

|a|3(1− L)
φ(x, 0)

for all x ∈ V and for all n ∈ N. Since 0 < L < 1, letting n → ∞ in the above
inequality, we have F = G. �

As an example of φ(x, y) in Theorem 3.2 and Theorem 3.3, we can take φ(x, y) =

ε(‖x‖pX‖x‖
p
X + ‖x‖2pX + ‖y‖2pX ) for some positive real numbers ε and p. Then we can

formulate the following corollary :

Corollary 3.4. Let (X,⊥) be an orthogonality normed space with the norm ‖ · ‖X
and (Y, ‖ · ‖) a Banach space. Let f : X −→ Y be a mapping such that

(3.6) ‖Df(x, y)‖ ≤ ε(‖x‖pX‖x‖
p
X + ‖x‖2pX + ‖y‖2pX )

for all x, y ∈ X with x⊥y and a fixed positive number p with p 6= 3
2 . Then there

exists a unique orthogonally cubic mapping F : X −→ Y such that

‖F (x)− f(x)‖ ≤ 1

2
∣∣∣|a|2p − |a|3∣∣∣‖x‖2p

for all x ∈ X.

By Theorem 2.1, if c = − 1
3ab

2, then we have the following orthogonally Euler-
Lagrange type cubic functional equation :

f(ax+ by) + f(ax− by)− 2

3
ab2f(x− y)− 1

3
ab2f(x+ 2y)

− a(2a2 − b2)f(x) + 2ab2f(y) = 0

for all x, y ∈ X with x⊥y. By Corollary 3.6, we have the following exmaple.

Example 3.5. Let (X,⊥) be an orthogonality normed space with the norm ‖ · ‖X
and (Y, ‖ · ‖) a Banach space. Let f : X −→ Y be a mapping such that

‖f(ax+ by) + f(ax− by)− 2

3
ab2f(x− y)− 1

3
ab2f(x+ 2y)

− a(2a2 − b2)f(x) + 2ab2f(y)‖ ≤ ε(‖x‖pX‖x‖
p
X + ‖x‖2pX + ‖y‖2pX )

for all x, y ∈ X with x⊥y and a fixed positive number p with p 6= 3
2 . Then there

exists a unique orthogonally cubic mapping F : X −→ Y such that

‖F (x)− f(x)‖ ≤ 1

2
∣∣∣|a|2p − |a|3∣∣∣‖x‖2p

for all x ∈ X.
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It should be remarked that if a functional inequality can be deformed into the
type of (3.2), then a solution of the original functional equation is cubic. In the
following theorems, we give a simple example.

Theorem 3.6. Let φ : X2 −→ [0,∞) be a function such that

(3.7) φ(x, y) ≤ 1

8
Lφ(2x, 2y)

for all x, y ∈ X, some real number L with 0 < L < 1 and f : X −→ Y a mapping
such that f(0) = 0 and

(3.8) ‖f(2x+ y) + f(2x− y)− 2f(x+ y)− 2f(x− y)− 12f(x)‖ ≤ φ(x, y)

for all x, y ∈ X with x⊥y. Then there exists a unique orthogonally cubic mapping
F : X −→ Y such that

‖F (x)− f(x)‖ ≤ L

16(1− L)
[3φ(x, 0) + 8φ(0, x)]

for all x ∈ X.

Proof. Letting x = 0 in (3.8), we have

(3.9) ‖f(y) + f(−y)‖ ≤ φ(0, y)

for all y ∈ X and letting y = 0 in (3.8), we have

(3.10) ‖f(2x)− 8f(x)‖ ≤ 1

2
φ(x, 0)

for all y ∈ X. Letting y = 2y in (3.8), by (3.10), we have

‖8f(x+ y) + 8f(x− y)− 2f(x+ 2y)− 2f(x− 2y)− 12f(x)‖

≤ 1

2
φ(x+ y, 0) +

1

2
φ(x− y, 0) + φ(x, 2y)

(3.11)

for all x, y ∈ X with x⊥y. Interchang x and y in (3.8), by (3.9), we get

‖f(x+ 2y)− f(x− 2y)− 2f(x+ y) + 2f(x− y)− 12f(y)‖
≤ φ(y, x) + φ(0, x− 2y) + 2φ(0, x− y)

(3.12)

for all x, y ∈ X with x⊥y. Putting a = 2, b = 1, and c = −4 in Df(x, y), by (3.8),
(3.11), and (3.12), we have

‖Df(x, y)‖ ≤ ψ(x, y)

for all x, y ∈ X, where

ψ(x, y) = φ(x, y) + 2φ(y, x) +
1

2
φ(x+ y, 0) +

1

2
φ(x− y, 0) + φ(x, 2y)

+ 2φ(0, x− 2y) + 4φ(0, x− y)

Since ψ satisfies (3.1), by Theorem 3.2, we get the result. �

Similar to Theorem 3.6, we have the following theorem :

Theorem 3.7. Let φ : X2 −→ [0,∞) be a function such that

(3.13) φ(2x, 2y) ≤ 8Lφ(2x, 2y)
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for all x, y ∈ X, some real number L with 0 < L < 1 and f : X −→ Y a mapping
satisfying f(0) = 0 (3.8). Then there exists a unique orthogonally cubic mapping
F : X −→ Y such that

‖F (x)− f(x)‖ ≤ 1

16(1− L)
[3φ(x, 0) + 8φ(0, x)]

for all x ∈ X.

By Theorem 3.6 and Theorem 3.7, we have the following corollary :

Corollary 3.8. Let f : X −→ Y be a mapping such that f(0) = 0 and

‖f(2x+y)+f(2x−y)−2f(x+y)−2f(x−y)−12f(x)‖ ≤ ‖x‖p‖y‖p+‖x‖2p+‖y‖2p.

for all x, y ∈ X and a fixed positive real number p with p 6= 3
2 . Then there exists a

unique orthogonally cubic mapping F : X −→ Y such that

‖F (x)− f(x)‖ ≤ 11

2|8− 22p|
‖x‖2p

for all x ∈ X.
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CERTAIN SUBCLASS OF HARMONIC MULTIVALENT

FUNCTIONS DEFINED BY DERIVATIVE OPERATOR

ADRIANA CĂTAŞ1∗, ROXANA ŞENDRUŢIU2 AND LOREDANA-FLORENTINA

IAMBOR3

Abstract. In the present paper, we investigate new properties of a

new subclass of multivalent harmonic functions in the open unit disc

U = {z ∈ C : |z| < 1}, under certain conditions involving a new gen-

eralized differential operator. Furthermore, a representation theorem, an

integral property and convolution conditions for the subclass denoted by

ÃLH(p,m, δ, α, λ, l) are also obtained. Finally, we will give an application

of neighborhood.

Keywords: differential operator, harmonic function, extreme points, convo-

lution, neighborhood.

2000 Mathematical Subject Classification: 30C45.

1. Introduction

A continuous complex-valued function f = u + iv defined in a simply con-

nected complex domain D is said to be harmonic in D if both u and v are

real harmonic in D. In any simple connected domain we can write f = h+ ḡ,

where h and g are analytic in D. A necessary and sufficient condition for f to

be univalent and sense preserving in D is that |h′(z)| > |g′(z)|, z ∈ D. (See

also Clunie and Sheil-Small [5] for more details.)

Denote by SH(p, n), (p, n ∈ N = {1, 2, . . .}) the class of functions f = h+ ḡ

that are harmonic multivalent and sense-preserving in the unit disc U = {z ∈
C : |z| < 1}. Then for f = h + ḡ ∈ SH(p, n) we may express the analytic

functions h and g as

(1.1) h(z) = zp +

∞∑
k=p+n

akz
k, g(z) =

∞∑
k=p+n−1

bkz
k, |bp+n−1| < 1.

1
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Let S̃H(p, n,m), (p, n ∈ N,m ∈ N0 ∪ {0}) denote the family of functions

fm = h+ ḡm that are harmonic in D with the normalization

(1.2)

h(z) = zp −
∞∑

k=p+n

|ak|zk, gm(z) = (−1)m
∞∑

k=p+n−1

|bk|zk, |bp+n−1| < 1.

Definition 1.1. [4] Let H(U) denote the class of analytic functions in the

open unit disc U = {z ∈ C : |z| < 1} and let A(p) be the subclass of the

functions belonging to H(U) of the form

h(z) = zp +
∞∑

k=p+n

akz
k.

For m ∈ N0, λ ≥ 0, δ ∈ N0, l ≥ 0 we define the generalized differential operator

Imλ,δ(p, l) on A(p) by the following infinite series

(1.3) Imλ,δ(p, l)h(z) = (p+ l)mzp +
∞∑

k=p+n

[p+ λ(k − p) + l]mC(δ, k)akz
k,

where

(1.4) C(δ, k) =

(
k + δ − 1

δ

)
=

Γ(k + δ)

Γ(k)Γ(δ + 1)
.

Remark 1.2. When λ = 1, p = 1, l = 0, δ = 0 we get Sălăgean differential

operator [13]; p = 1, m = 0 gives Ruscheweyh operator [12]; p = 1, l = 0, δ = 0

implies Al-Oboudi differential operator of order m (see [1]); λ = 1, p = 1,

l = 0 operator (1.3) reduces to Al-Shaqsi and Darus differential operator [2]

and when p = 1, l = 0 we reobtain the operator introduced by Darus and

Ibrahim in [6].

Definition 1.3. [4] Let f ∈ SH(p, n), p ∈ N. Using the operator (1.3) for

f = h+ ḡ given by (1.1) we define the differential operator of f as

(1.5) Imλ,δ(p, l)f(z) = Imλ,δ(p, l)h(z) + (−1)mImλ,δ(p, l)g(z)

where

(1.6) Imλ,δ(p, l)h(z) = (p+ l)mzp +
∞∑

k=p+n

[p+ λ(k − p) + l]mC(δ, k)akz
k

and

(1.7) Imλ,δ(p, l)g(z) =

∞∑
k=p+n−1

[p+ λ(k − p) + l]mC(δ, k)bkz
k.
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Remark 1.4. When λ = 1, l = 0, δ = 0 the operator (1.5) reduces to the

operator introduced earlier in [8] by Jahangiri et al.

Definition 1.5. [4] A function f ∈ SH(p, n) is said to be in the class

ALH(p,m, δ, α, λ, l) if

(1.8)
1

p+ l
Re

{
Im+1
λ,δ (p, l)f(z)

Imλ,δ(p, l)f(z)

}
≥ α, 0 ≤ α < 1,

where Imλ,δf is defined by (1.5), for m ∈ N0.

Finally, we define the subclass

(1.9) ÃLH(p,m, δ, α, λ, l) ≡ ALH(p,m, δ, α, λ, l) ∩ S̃H(p, n,m).

Remark 1.6. The class ALH(p,m, δ, α, λ, l) includes a variety of well-known

subclasses of SH(p, n). For example, letting n = 1 we get ALH(1, 1, 0, α, 1, 0) ≡
HK(α) in [7], for n = 1, ALH(1,m − 1, 0, α, 1, 0) ≡ SH(t, u, α) in [14],

ALH(p, n+ p, 0, α, 1, 0) ≡ SHp(n, α) in [11] and n = 1, ALH(1,m, δ, α, 1, 0) ≡
MH(m, δ, α) in [3].

Theorem 1.7. [4] Let fm = h + ḡm be given by (1.2). Then fm ∈
ÃLH(p,m, δ, α, λ, l) if and only if

(1.10)

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk| ≤ 1,

where λn ≥ α(p+ l), 0 ≤ α < 1, m ∈ N0, λ ≥ 0 and

(1.11) dp,k(m,λ, l) = [p+ λ(k − p) + l]m.

Remark 1.8. The harmonic function

(1.12) f(z) = zp+
∞∑

k=p+n

(p+ l)m+1(1− α)

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
xkz

k+

+

∞∑
k=p+n−1

(p+ l)m+1(1− α)

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
ykzk,

where
∑∞

k=p+n |xk| +
∑∞

k=p+n−1 |yk| = 1, 0 ≤ α < 1, m ∈ N0, λn ≥ α(p + l),

λ ≥ 0 and dp,k(m,λ, l) is given in (1.11), show that the coefficient bound

expressed by (1.10) is sharp.
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2. Convex combination and extreme points

In this section, we show that the class ÃLH(p,m, δ, α, λ, l) is closed under

convex combination of its members.

For i = 1, 2, 3, ..., let the functions fmi(z) be

(2.1) fmi(z) = zp −
∞∑

k=p+n

|ak,i|zk + (−1)m
∞∑

k=p+n−1

|bk,i|z̄k.

Theorem 2.1. The class ÃLH(p,m, δ, α, λ, l) is closed under convex combi-

nation.

Proof. For i = 1, 2, 3, ..., let fmi(z) ∈ ÃLH(p,m, δ, α, λ, l), where the functions

fmi(z) are defined by (2.1). Then by (1.10) we have

(2.2)
∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak,i|+

+

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk,i| ≤ 1.

For
∞∑
i=1

ti = 1, 0 ≤ ti ≤ 1, the convex combination of fmi may be written as

∞∑
i=1

tifmi(z) = zp −
∞∑

k=p+n

( ∞∑
i=1

ti|ak,i|

)
zk + (−1)m

∞∑
k=p+n−1

( ∞∑
i=1

ti|bk,i|

)
z̄k.

Then by (2.2) one obtains

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
·

( ∞∑
i=1

ti|ak,i|

)
+

+

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
·

( ∞∑
i=1

ti|bk,i|

)
=

∞∑
i=1

ti ·


∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak,i|+

+

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk,i|

 ≤
∞∑
i=1

ti = 1,
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and therefore
∞∑
i=1

tifmi(z) ∈ ÃLH(p,m, δ, α, λ, l). �

Further, we will determine a representation theorem for functions in

ÃLH(p,m, δ, α, λ, l) from which we also establish the extreme points of closed

convex hulls of ÃLH(p,m, δ, α, λ, l) denoted by clcoÃLH(p,m, δ, α, λ, l).

Theorem 2.2. Let fm(z) given by (1.2). Then fm(z) ∈ ÃLH(p,m, δ, α, λ, l)

if and only if

(2.3) fm(z) = Xphp(z) +
∞∑

k=p+n

Xkhk(z) +
∞∑

k=p+n−1

Ykgmk
(z),

where hp(z) = zp

(2.4) hk(z) = zp − (p+ l)m+1(1− α)

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
zk,

k = p+ n, p+ n+ 1, ...,

and

(2.5) gmk
(z) = zp + (−1)m

(p+ l)m+1(1− α)

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
z̄k,

k = p+ n− 1, p+ n, ...,

with Xk ≥ 0, Yk ≥ 0, Xp = 1−
∑∞

k=p+nXk −
∑∞

k=p+n−1 Yk.

In particular, the extreme points of ÃLH(p,m, δ, α, λ, l) are {hk} and {gmk
}.

Proof. For the functions fm of the form (2.3), we have

fm(z) = Xphp(z) +

∞∑
k=p+n

Xkhk(z) +

∞∑
k=p+n−1

Ykgmk
(z) =

= zp −
∞∑

k=p+n

(p+ l)m+1(1− α)

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
Xkz

k+

+(−1)m
∞∑

k=p+n−1

(p+ l)m+1(1− α)

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
Ykz̄

k.

Consequently,

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
ak+
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+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
bk =

=

∞∑
k=p+n

Xk +

∞∑
k=p+n−1

Yk = 1−Xp ≤ 1,

where

ak =
(p+ l)m+1(1− α)

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
Xk

bk =
(p+ l)m+1(1− α)

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
Yk

and therefore fm ∈ clcoÃLH(p,m, δ, α, λ, l).

Conversely, suppose that fm ∈ clcoÃLH(p,m, δ, α, λ, l).

Setting

(2.6) Xk =
[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|,

k = p+ n, p+ n+ 1, ...,

Yk =
[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk|

k = p+ n− 1, p+ n, ...,

and Xp = 1 −
∑∞

k=p+nXk −
∑∞

k=p+n−1 Yk. We note by Theorem 1.7 that

0 ≤ Yk ≤ 1, 0 ≤ Xk ≤ 1, and Xp ≥ 0.

We obtain the required representation since fm can be written as

fm(z) = zp −
∞∑

k=p+n

|ak|zk + (−1)m
∞∑

k=p+n−1

|bk|z̄k =

= zp −
∞∑

k=p+n

(p+ l)m+1(1− α)Xk

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)
zk+

+(−1)m
∞∑

k=p+n−1

(p+ l)m+1(1− α)Yk
[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

z̄k =

= zp −
∞∑

k=p+n

(zp − hk(z))Xk +

∞∑
k=p+n−1

(gmk
(z)− zp)Yk =

=

∞∑
k=p+n

hk(z)Xk +

∞∑
k=p+n−1

gmk
(z)Yk + zp

1−
∞∑

k=p+n

Xk −
∞∑

k=p+n−1

Yk

 =
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= Xphp(z) +
∞∑

k=p+n

Xkhk(z) +
∞∑

k=p+n−1

Ykgmk
(z),

as required. �

3. Integral property and convolution conditions

In this section we will examine the closure properties of the class

ÃLH(p,m, δ, α, λ, l) under the generalized Bernardi-Libera-Livingston integral

operator and also convolution properties of the same class.

Now, for f = h + ḡ given by (1.1) we define the modified generalized

Bernardi-Libera-Livingston integral operator of f as

(3.1) Lc(f(z)) = Lc(h(z)) + Lc(g(z)), c > −p,

where

Lc(h(z)) =
c+ p

zc

∫ z

0
tc−1h(t)dt

and

Lc(g(z)) =
c+ p

zc

∫ z

0
tc−1g(t)dt.

Putting g = 0 in (3.1), we get the definition of the generalized Bernardi-

Libera-Livingston integral operator on analytic functions, (see [9], [10]).

Theorem 3.1. Let f ∈ ÃLH(p,m, δ, α, λ, l). Then Lc(f) belongs to the class

ÃLH(p,m, δ, α, λ, l).

Proof. From the representation of Lc(f), it follows that

Lc(f(z)) =
c+ p

zc

∫ z

0
tc−1(h(t) + ḡm(t))dt =

=
c+ p

zc

∫ z

0
tc−1

tp − ∞∑
k=p+n

|ak|tk
 dt+ (−1)m

∫ z

0
tc−1

 ∞∑
k=p+n−1

|bk|tk

 dt

 =

= zp −
∞∑

k=p+n

|Ak|zk + (−1)m
∞∑

k=p+n−1

|Bk|z̄k,

where

Ak =
c+ p

c+ k
ak, Bk =

c+ p

c+ k
bk.

Further, one obtains
∞∑

k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
· c+ p

c+ k
|ak|+
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+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
· c+ p

c+ k
|bk| ≤

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk| ≤ 1.

Since f ∈ ÃLH(p,m, δ, α, λ, l), by Theorem 1.7 we have Lc(f) ∈
ÃLH(p,m, δ, α, λ, l). �

For the harmonic functions

(3.2) f1(z) = zp −
∞∑

k=p+n

|ak|zk + (−1)m
∞∑

k=p+n−1

|bk|z̄k, |bp+n−1| < 1,

and

(3.3) f2(z) = zp −
∞∑

k=p+n

|Ak|zk + (−1)m
∞∑

k=p+n−1

|Bk|z̄k, |Bp+n−1| < 1,

we define the convolution of f1 and f2 as

(f1 ∗ f2)(z) = f1(z) ∗ f2(z) = zp −
∞∑

k=p+n

|akAk|zk + (−1)m
∞∑

k=p+n−1

|bkBk|z̄k.

In the following theorem, we examine the convolution properties of the class

ÃLH(p,m, δ, α, λ, l).

Theorem 3.2. For 0 ≤ β ≤ α < 1 let f1 ∈ ÃLH(p,m, δ, α, λ, l) and f2 ∈
ÃLH(p,m, δ, β, λ, l). Then f1∗f2 ∈ ÃLH(p,m, δ, α, λ, l) ⊂ ÃLH(p,m, δ, β, λ, l).

Proof. Let f1 ∈ ÃLH(p,m, δ, α, λ, l) and f2 ∈ ÃLH(p,m, δ, β, λ, l). Obviously,

the coefficients of f1 and f2 must satisfy similar conditions to the inequality

(1.10). Therefore, for the coefficients of f1 ∗ f2 we can write
∞∑

k=p+n

[(p+ l)(1− β) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− β)
|akAk|+

+
∞∑

k=p+n−1

[(p+ l)(1 + β) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− β)
|bkBk| ≤

∞∑
k=p+n

[(p+ l)(1− β) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− β)
|ak|+
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Certain subclass of harmonic multivalent functions defined by derivative operator 9

+
∞∑

k=p+n−1

[(p+ l)(1 + β) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− β)
|bk| ≤

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)+
|bk| ≤ 1,

because f1 ∈ ÃLH(p,m, δ, α, λ, l). In view of Theorem 1.7, it follows that

f1 ∗ f2 ∈ ÃLH(p,m, δ, α, λ, l) ⊂ ÃLH(p,m, δ, β, λ, l). �

4. An application of neighborhood

Let us define a generalized (n, η)-neighborhood of a function f given in (1.2)

to be the set

Nn,η(f) =
{
Fm(z) ∈ S̃H(p, n,m) :

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak −Ak|+

+

∞∑
k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk −Bk| ≤ η


where Fm(z) = zp −

∑∞
k=p+n |Ak|zk + (−1)m

∑∞
k=p+n−1 |Bk|z̄k.

Theorem 4.1. Let fm = h+ ḡm be given by (1.2). If the functions fm satisfy

the conditions

(4.1)
∞∑

k=p+n

k ·
[

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

+
[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk|
]
≤ 1− Uαp,δ(m,λ, l)

and

(4.2) η ≤ p+ n− α− 1

p+ n− α
(
1− Uαp,δ(m,λ, l)

)
,

λn ≥ α(p+ l), where

Uαp,δ(m,λ, l) =
[(p+ l)(1 + α) + λ(n− 1)]dp,p+n−1(m,λ, l)C(δ, p+ n− 1)

(p+ l)m+1(1− α)
|bp+n−1|

then Nn,η(f) ⊂ ÃLH(p,m, δ, α, λ, l).
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Proof. Let fm satisfy (4.1) and Fm ∈ Nn,η(f). We have

∞∑
k=p+n

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|Ak|+

+
∞∑

k=p+n−1

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|Bk| ≤

≤ η +
∞∑

k=p+n

(
[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk|
)

+ Uαp,δ(m,λ, l) ≤

η +
1

p+ n− α

∞∑
k=p+n

k ·
(

[(p+ l)(1− α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|ak|+

[(p+ l)(1 + α) + λ(k − p)]dp,k(m,λ, l)C(δ, k)

(p+ l)m+1(1− α)
|bk|
)

+ Uαp,δ(m,λ, l) ≤

≤ η +
1

p+ n− α
(1− Uαp,δ(m,λ, l)) + Uαp,δ(m,λ, l) ≤ 1.

Hence, for η ≤ p+n−α−1
p+n−α

(
1− Uαp,δ(m,λ, l)

)
we deduce that fm ∈

ÃLH(p,m, δ, α, λ, l). �
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Str. Universităţii, No.1, 410087 Oradea, Romania

E-mail addresses: iambor.loredana@gmail.com

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.4, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

785 CATAS 775-785



ARGUMENT ESTIMATES FOR CERTAIN ANALYTIC FUNCTIONS

N. E. CHO, M. K. AOUF, AND A. O. MOSTAFA

Abstract. TThe purpose of the present paper is to investigate some argument prop-
erties for certain analytic functions in the open unit disk. The main results presented
in here generalize some previous those concerning starlike function of reciprocal of
order beta and strongly starlike functions.

1. Introduction

Let A be the class of analytic functions f(z) of the form

f(z) = z +
∞∑
n=2

anz
n (z ∈ U = {z : z ∈ C , |z| < 1}). (1.1)

A function f(z) ∈ A is said to be in the class C(α) of convex functions of order α if
and only if

Re

{
1 +

zf ′′(z)

f ′(z)

}
> α (0 ≤ α < 1) (1.2)

and is said to be in the class S∗(α) of starlike functions of order α if and only if

Re

{
zf ′(z)

f(z)

}
> α (0 ≤ α < 1). (1.3)

We note that C(0) = C and S∗(0) = S∗, where C and S∗ are, respectively, the well-known
classes of convex and starlike functions.

The classical result of Marx [5] and Strahhäcker [8] asserts that a convex function is
starlike of order 1/2, that is,

Re

{
1 +

zf ′′(z)

f ′(z)

}
> 0 (z ∈ U) =⇒ Re

{
zf ′(z)

f(z)

}
>

1

2
(z ∈ U). (1.4)

If f(z) ∈ S∗ satisfies the condition

Re

{
f(z)

zf ′(z)

}
> β (0 ≤ β < 1; z ∈ U), (1.5)

2010 Mathematics Subject Classification. 30C45.
Key words and phrases. univalent functions, starlike function of reciprocal of order β, strongly

starlike functions, convex functions.
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then f(z) is said to be starlike of reciprocal of order β ( see Nunokawa et al. [4] ).

In [7] Sakaguchi proved that: If f(z) ∈ A and g(z) ∈ S∗, then

Re

{
f ′(z)

g′(z)

}
> 0 (z ∈ U) =⇒ Re

{
f(z)

g(z)

}
> 0 (z ∈ U). (1.6)

In [6] Pommerenke generalized Sakaguchi’s result as follows.

If f(z) ∈ A and g(z) ∈ C and∣∣∣∣arg
f ′(z)

g′(z)

∣∣∣∣ ≤ π

2
α (0 < α ≤ 1; z ∈ U), (1.7)

then ∣∣∣∣arg
f(z2)− f(z1)

g(z2)− g(z1)

∣∣∣∣ ≤ π

2
α (|z1| < 1, |z2| < 1). (1.8)

Recently, Nunokawa et al. [4] generalized Pommerenke’s result as follows.

If f(z) ∈ A and g(z) ∈ C, then g(z) is starlike of reciprocal of order β and∣∣∣∣arg
f ′(z)

g′(z)

∣∣∣∣ ≤ π

2
α + tan−1

αβ

1 + α
(z ∈ U; 0 < α ≤ 1; 0 ≤ β < 1), (1.9)

then ∣∣∣∣arg
f(z)

g(z)

∣∣∣∣ ≤ π

2
α (z ∈ U). (1.10)

Also Kanas et al. [1] generalized Sakaguchi’s result as follows.

If f(z) ∈ A and g(z) ∈ S∗, then

Re

{(
f(z)

g(z)

)1−α(
f ′(z)

g′(z)

)α}
> 0 (z ∈ U; 0 ≤ α ≤ 1) =⇒ Re

{
f(z)

g(z)

}
> α (z ∈ U),

(1.11)
where the powers in (1.11) are meant as the principal values.

Also Kanas et al. [1] defined the class H(α) as follows.

H(α) =

{
f(z) ∈ A, g(z) ∈ S∗ : Re

{
(1− α)

f(z)

g(z)
+ α

f ′(z)

g′(z)

}
> 0 (0 ≤ α ≤ 1)

}
.

(1.12)

In the present paper, we extend some results obtained by Kanas et al. [1], Liu [2],
Nunokawa et al. [4], Pommerenke [6] and Sakaguchi [7] by using Nunowawa’s lemma [3].
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2. Main results

To derive our results, we need the following lemma due to Nunokawa [3].

Lemma 2.1. [3] Let a function p(z) with p(0) = 1 and p(z) 6= 0 be analytic in U. If
there exists a point z0 ∈ U such that

|arg p(z)| < π

2
α (|z| < |z0| , α > 0),

then
z0p
′(z0)

p(z0)
= ikα and |arg p(z0)| =

π

2
α,

where

k ≥ 1

2

(
a+

1

a

)
≥ 1 when arg p(z0) =

π

2
α

and

k ≤ −1

2

(
a+

1

a

)
≤ −1 when arg p(z0) = −π

2
α,

where
p(z0)

1
α = ±ia(a > 0).

Theorem 2.2. Let f(z) ∈ A, g(z) ∈ C and g(z) is starlike of reciprocal of order β.
Suppose that∣∣∣∣arg

[
(1− λ)

f(z)

g(z)
+ λ

f ′(z)

g′(z)
− γ
]∣∣∣∣ < π

2
ρ (0 ≤ λ ≤ 1; 0 ≤ γ < 1; z ∈ U), (2.1)

where

ρ = α +
2

π
tan−1

(
αβλ

1 + αλ

)
(0 < α ≤ 1; 0 ≤ γ < 1). (2.2)

Then we have ∣∣∣∣(arg
f(z)

g(z)
− γ
)∣∣∣∣ < π

2
α (z ∈ U). (2.3)

Proof. Let

p(z) =
1

1− γ

(
f(z)

g(z)
− γ
)
. (2.4)

Then p(z) is analytic in U, p(0) = 1 and p(z) 6= 0. It follows from (2.4) that

f ′(z)

g′(z)
= γ + (1− γ)p(z)

[
1 +

zp′(z)

p(z)

g(z)

zg′(z)

]
. (2.5)

Also, from (2.4) and (2.5), we have

(1− λ)
f(z)

g(z)
+ λ

f ′(z)

g′(z)
− γ = (1− γ)p(z)

[
1 + λ

zp′(z)

p(z)

g(z)

zg′(z)

]
. (2.6)
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If there exists a point z0 ∈ U such that

|arg p(z)| < π

2
α (|z| < |z0|)

and

|arg p(z0)| =
π

2
α (0 < α ≤ 1).

Then from Lemma 1, we have

z0p
′(z0)

p(z0)
= iαk,

where

k ≥ 1

2
(a+ a−1) ≥ 1 when arg p(z0) =

π

2
α

and

k ≤ −1

2
(a+ a−1) ≤ −1 when arg p(z0) = −π

2
α,

where (p(z0))
1/α = ±ia(a > 0). Since g(z) ∈ C, from Marx-Strohhäcker’s theorem [5,8],

we have

Re

{
zg′(z)

g(z)

}
> 1/2 (z ∈ U),

so that g(z) ∈ S∗(1/2). Putting zg′(z)
g(z)

= u+ iv, where u > 1/2. Then∣∣∣∣ g(z)

zg′(z)
− 1

∣∣∣∣2 =

∣∣∣∣1− u− ivu+ iv

∣∣∣∣2 =
1− 2u+ u2 + v2

u2 + v2
< 1.

Therefore, ∣∣∣∣ g(z)

zg′(z)
− 1

∣∣∣∣ < 1 (z ∈ U), (2.7)

which implies that ∣∣∣∣Im{ g(z)

zg′(z)

}∣∣∣∣ < 1 (z ∈ U), (2.8)

and from the assumption of the theorem, we have

Re

{
g(z)

zg′(z)

}
> β (0 ≤ β < 1; z ∈ U). (2.9)
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For the case |arg p(z0)| = π
2
α, from (2.5), (2.6) and (2.8), we have

arg

{
(1− λ)

f(z0)

g(z0)
+ λ

f ′(z0)

g′(z0)
− γ
}

= arg p(z0) + arg

{
1 + λ

z0p
′(z0)

p(z0)

(
g(z0)

z0g′(z0)

)}
=

π

2
α + arg

{
1 + iαkλ

(
Re

g(z0)

z0g′(z0)
+ iIm

g(z0)

z0g′(z0)

)}
=

π

2
α + arg

{
1− αkλ

(
Im

g(z0)

z0g′(z0)

)
+ ikαλRe

g(z0)

z0g′(z0)

}

=
π

2
α + tan−1

 αkλRe g(z0)
z0g′(z0)

1 + αkλ
∣∣∣Im g(z0)

z0g′(z0)

∣∣∣


≥ π

2
α + tan−1

{
αkλβ

1 + αkλ

}
≥ π

2
α + tan−1

{
αλβ

1 + αλ

}
.

This contradicts the assumption of the theorem, then

|arg p(z)| < π

2
α (z ∈ U).

For the case |arg p(z0)| = −π
2
α, applying the same method above, we have a contradic-

tion. This completes the proof of Theorem 2.2.

Remark. Putting λ = 1 in Theorem 1, we get the result obtained by Liu [2, Theorem
2.1]. Also, from Theorem 1, we have the results obtained by Kanas [1], Nunokawa [4]
and Sakaguchi [7].

Theorem 2.3. Let f (z) ∈ A, g(z) ∈ C and g(z) is starlike of reciprocal of order
β (0 ≤ β < 1). Suppose that∣∣∣∣arg

(
f(z)

g(z)

)µ(
f ′(z)

g′(z)

)γ∣∣∣∣ < π

2
ρ (z ∈ U), (2.10)

where

ρ = (µ+ γ)α +
2γ

π
tan−1

(
αβ

1 + α

)
(z ∈ U), (2.11)

µ and γ are fixed positive real numbers with 0 < µ+ γ ≤ 1 and 0 < α ≤ 1. Then∣∣∣∣arg
f(z)

g(z)

∣∣∣∣ < π

2
α (z ∈ U). (2.12)
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Proof. Let us define the function p(z) by (2.4). It follows from (2.4) and (2.5) that(
f(z)

g(z)

)µ(
f ′(z)

g′(z)

)γ
= (p(z))µ+γ

(
1 +

zp′(z)

p(z)

g(z)

zg′(z)

)γ
and

arg

(
f(z)

g(z)

)µ(
f ′(z)

g′(z)

)γ
= µ arg

f(z)

g(z)
+ γ arg

f ′(z)

g′(z)

= (µ+ γ) arg p(z) + γ arg

(
1 +

zp′(z)

p(z)

g(z)

zg′(z)

)
.

(2.13)

Suppose that there exists a point z0 ∈ U such that

|arg p(z)| < π

2
α (|z| < |z0|) and |arg p(z0)| =

π

2
α (0 < α ≤ 1).

Then, using Lemma 1, we have

z0p
′(z0)

p(z0)
= ikβ.

For the case arg p(z) = π
2
α, from (2.7), (2.8) and (2.13), we have

arg

(
f(z0)

g(z0)

)µ(
f ′(z0)

g′(z0)

)γ
= (µ+ γ) arg p(z0) + γ arg

(
1 +

z0p
′(z0)

p(z0)

g(z0)

z0g′(z0)

)
= (µ+ γ)

π

2
α + γ arg

{
1 + iαk

(
Re

g(z0)

z0g′(z0)
+ iIm

g(z0)

z0g′(z0)

)}
= (µ+ γ)

π

2
α + γ arg

{
1− αk

(
Im

g(z0)

z0g′(z0)

)
+ iαkRe

g(z0)

z0g′(z0)

}

= (µ+ γ)
π

2
α + γ tan−1

 αkRe g(z0)
z0g′(z0)

1 + αk
∣∣∣Im g(z0)

z0g′(z0)

∣∣∣


≥ (µ+ γ)
π

2
α + γ tan−1

{
αβk

1 + αk

}
≥ (µ+ γ)

π

2
α + γ tan−1

{
αβ

1 + α

}
.

This contradicts the assumption of the theorem, then we have

|arg p(z)| < π

2
α (z ∈ U).

For the case |arg p(z0)| = −π
2
α, applying the same method above, we have a contradic-

tion. This completes the proof of Theorem 2.3.
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Putting µ = 1− γ (γ > 0) in Theorem 2, we obtain the following corollary.

Corollary 1. Let f (z) ∈ A, g(z) ∈ C and g(z) is starlike of reciprocal of order
β (0 < β ≤ 1). Suppose that∣∣∣∣∣arg

(
f(z)

g(z)

)1−γ (
f ′(z)

g′(z)

)γ∣∣∣∣∣ < π

2
ρ (γ > 0; z ∈ U),

ρ = α +
2γ

π
tan−1

(
αβ

1 + α

)
(0 < α ≤ 1).

Then ∣∣∣∣arg
f(z)

g(z)

∣∣∣∣ < π

2
α (z ∈ U).

Remark. Putting γ = 1 in Corollary 1, we have the result obtained by Nunokawa et
al. [ [4], Theorem 2.3].
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1. Introduction

Throughout this paper we use the following notations. By Zp we denote the ring of p-adic

rational integers, Qp denotes the field of rational numbers, N denotes the set of natural numbers, C
denotes the complex number field, Cp denotes the completion of algebraic closure ofQp, N denotes the

set of natural numbers and Z+ = N∪{0}, and C denotes the set of complex numbers. Let p be a fixed

odd prime number. Let νp be the normalized exponential valuation of Cp with |p|p = p−νp(p) = p−1.

When one talks of q-extension, q is considered in many ways such as an indeterminate, a complex

number q ∈ C, or p-adic number q ∈ Cp. If q ∈ C one normally assumes that |q| < 1. If q ∈ Cp, we

normally assume that |q − 1|p < p−
1

p−1 so that qx = exp(x log q) for |x|p ≤ 1.

We say that f is uniformly differentiable function at a point a ∈ Zp and denote this property

by g ∈ UD(Zp), if the difference quotients

Fg(x, y) =
g(x)− g(y)

x− y

have a limit l = g′(a) as (x, y) → (a, a). For g ∈ UD(Zp), the fermionic p-adic invariant integral on

Zp is defined by

I−1(g) =

∫
Zp

g(x)dµ−1(x) = lim
N→∞

∑
0≤x<pN

g(x)(−1)x, (see [3]). (1)

If we take g1(x) = g(x+ 1) in (1), then we easily see that

I−1(g1) + I−1(g) = 2g(0). (2)

We recall that the classical Stirling numbers of the first kind S1(n, k) and the second kind S2(n, k)

are defined by the relations(see [6])

(x)n =

n∑
k=0

S1(n, k)x
k and xn =

n∑
k=0

S2(n, k)(x)k,

respectively. The generalized falling factorial (x|λ)n with increment λ is defined by

(x|λ)n =
n−1∏
k=0

(x− λk) (3)
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for positive integer n, with the convention (x|λ)0 = 1. Note that (x|λ) is a homogeneous polynomials

in λ and x of degree n, so if λ ̸= 0 then (x|λ)n = λn(λ−1x|1)n. Clearly (x|0)n = xn. We also need

the binomial theorem: for a variable x,

(1 + λt)x/λ =
∞∑

n=0

(x|λ)n
tn

n!
. (5)

For q ∈ Cp with |1− q|p ≤ 1, if we take g(x) = qxe(2x+1)t in (2), then we easily see that

I−1(q
xe(2x+1)t) =

∫
Zp

qxe(2x+1)tdµ−1(x) =
2et

qe2t + 1
.

Let us define the second kind q-Euler numbers En,q and polynomials En,q(x) as follows(see [5]):∫
Zp

qye(2y+1)tdµ−1(y) =
∞∑

n=0

En,q
tn

n!
, (6)

∫
Zp

qye(x+2y+1)tdµ−1(y) =
∞∑

n=0

En,q(x)
tn

n!
. (7)

Recently, many mathematicians have studied in the area of the degenerate Bernoulli umbers and

polynomials, degenerate Euler numbers and polynomials, degenerate tangent numbers and polyno-

mials(see [1, 2, 3, 4, 6]). Our aim in this paper is to define the second kind degenerate q-Euler

polynomials En,q(x, λ). We investigate some properties which are related to the second kind degen-

erate q-Euler numbers En,q(λ) and polynomials En,q(x, λ).

2. Some properties of the second kind degenerate q-Euler numbers En,q(λ) and

polynomials En,q(x, λ)

In this section, we introduce the second kind degenerate q-Euler numbers and polynomials,

and we obtain explicit formulas for them. For t, λ ∈ Zp such that |λt|p < p−
1

p−1 , if we take

g(x) = qx(1 + λt)(2x+1)/λ in (2), then we easily see that∫
Zp

qx(1 + λt)(2x+1)/λdµ−1(x) =
2(1 + λt)1/λ

q(1 + λt)2/λ + 1
. (8)

Let us define the second kind degenerate q-Euler numbers En,q(λ) and polynomials En,q(x, λ) as

follows: ∫
Zp

qy(1 + λt)(2y+1)/λdµ−1(y) =
∞∑

n=0

En,q(λ)
tn

n!
, (9)

∫
Zp

qy(1 + λt)(2y+1+x)/λdµ−1(y) =

∞∑
n=0

En,q(x, λ)
tn

n!
. (10)

Note that (1 + λt)1/λ tends to et as λ → 0. From (7) and (10), we note that

∞∑
n=0

lim
λ→0

En,q(x, λ)
tn

n!
= lim

λ→0

2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ =

∞∑
n=0

En,q(x)
tn

n!
.

Thus, we have

lim
λ→0

En,q(x, λ) = En,q(x), (n ≥ 0).

From (5) and (9), we get

∞∑
n=0

En,q(x, λ)
tn

n!
=

2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ

=

( ∞∑
m=0

Em,q(λ)
tm

m!

)( ∞∑
l=0

(x|λ)l
tl

l!

)
=

∞∑
n=0

(
n∑

l=0

(
n

l

)
El,q(λ)(x|λ)n−l

)
tn

n!
.

(11)
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Therefore, we obtain the following theorem.

Theorem 1. For n ≥ 0, we have

En,q(x, λ) =
n∑

l=0

(
n

l

)
El,q(λ)(x|λ)n−l.

By (8), (9), and (10), we obtain the following Witt’s formula.

Theorem 2. For h ∈ Z and n ∈ Z+, we have∫
Zp

qx(2x+ 1|λ)ndµ−1(x) = En,q(λ),∫
Zp

qy(x+ 2y + 1|λ)ndµ−1(y) = En,q(x, λ).

By (5) and (9), we can derive the following recurrence relation:

∞∑
n=0

2(1|λ)n
tn

n!
= 2(1 + λt)1/λ = (q(1 + λt)2/λ + 1)

∞∑
n=0

En,q(λ)
tn

n!

= q(1 + λt)2/λ
∞∑

n=0

En,q(λ)
tn

n!
+

∞∑
n=0

En,q(λ)
tn

n!

=

( ∞∑
l=0

q(2|λ)l
tl

l!

∞∑
m=0

Em,q(λ)
tm

m!

)
+

∞∑
n=0

En,q(λ)
tn

n!

=

∞∑
n=0

(
n∑

l=0

(
n

l

)
q(2|λ)lEn−l,q(λ) + En,q(λ)

)
tn

n!
.

(12)

By comparing of the coefficients tn

n! on the both sides of (12), we obtain the following theorem.

Theorem 3. For n ∈ Z+, we have

q
n∑

l=0

(
n

l

)
(2|λ)lEn−l,q(λ) + En,q(λ) = 2(1|λ)n.

By (5), (9), and (10), we have

∞∑
n=0

qEn,q(x+ 2, λ)
tn

n!
+

∞∑
n=0

En,q(x, λ)
tn

n!

=
2q(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)(x+2)/λ +

2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ

= 2(1 + λt)(x+1)/λ = 2
∞∑

n=0

(x+ 1|λ)n
tn

n!
.

(13)

By comparing of the coefficients tn

n! on the both sides of (13), we have the following theorem.

Theorem 4. For h ∈ Z and n ∈ Z+, we have

qEn,q(x+ 2, λ) + En,q(x, λ) = 2(x+ 1|λ)n.

By (1) and (5), we have

∞∑
m=0

(qnEm,q(2n, λ) + Em,q(λ))
tm

m!

=

∫
Zp

qx+n(1 + λt)(2x+2n+1)/λdµ−1(x) + (−1)n
∫
Zp

qx(1 + λt)(2x+1)/λdµ−1(x)

= 2
n−1∑
l=0

(−1)n−1−lql(1 + λt)(2l+1)/λ =
∞∑

m=0

(
2
n−1∑
l=0

(−1)n−1−lql(2l + 1|λ)m

)
tm

m!
.

(14)
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By comparing of the coefficients tn

n! on the both sides of (14), we have the following theorem.

Theorem 5. For m ∈ Z+, we have

qnEm,q(2n, λ) + Em,q(λ) = 2
n−1∑
l=0

(−1)n−1−lql(2l + 1|λ)m.

By (10), we get

∞∑
n=0

En,q−1(−x,−λ)
tn

n!
=

2(1− λt)−1/λ

q−1(1− λt)−2/λ + 1
(1− λt)x/λ

=
2q

(1− λt)2/λ + 1
(1− λt)(x+1)/λ =

∞∑
n=0

(−1)nqEn,q(x+ 1, λ)
tn

n!
.

(15)

By comparing of the coefficients tn

n! on the both sides of (15), we have the following theorem.

Theorem 6. For n ∈ Z+, we have

En,q−1(−x,−λ) = (−1)nqEn,q(x+ 1, λ), En,q−1(−λ) = (−1)nqEn,q(1|λ).

For d ∈ N with d ≡ 1(mod 2), we have

∞∑
n=0

En,q(x, λ)
tn

n!
=

2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ

=
2(1 + λt)1/λ

qd(1 + λt)2d/λ + 1
(1 + λt)x/λ

d−1∑
l=0

(−1)lql(1 + λt)2l/λ

=
∞∑

n=0

(
dn

d−1∑
l=0

(−1)lqlEn,qd
(
2l + x+ 1− d

d
,
λ

d

))
tn

n!
.

By comparing coefficients of
tn

n!
in the above equation, we have the following theorem:

Theorem 7. For d ∈ N with d ≡ 1(mod 2) and n ∈ Z+, we have

En,q(x, λ) = dn
d−1∑
l=0

(−1)lqlEn,qd
(
2l + x+ 1− d

d
,
λ

d

)
.

In particular,

En,q(λ) = dn
d−1∑
l=0

(−1)lqlEn,qd
(
2l + 1− d

d
,
λ

d

)
.

From (10), we derive

∞∑
n=0

En,q(x+ y, λ)
tn

n!
=

2(1 + λt)1/λ

(1 + λt)2/λ + 1
(1 + λt)(x+y)/λ

=
2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ(1 + λt)y/λ

=

( ∞∑
n=0

Em,q(x, λ)
tn

n!

)( ∞∑
n=0

(y|λ)n
tn

n!

)
=

∞∑
n=0

(
n∑

l=0

(
n

l

)
El,q(x, λ)(y|λ)n−l

)
tn

n!
.

(16)

Therefore, by (16), we have the following theorem.

Theorem 8. For n ∈ Z+, we have

En,q(x+ y, λ) =
n∑

l=0

(
n

l

)
El,q(x, λ)(y|λ)n−l.
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From Theorem 8, we note that En,q(x, λ) is a Sheffer sequence.

By replacing t by
eλt − 1

λ
in (10), we obtain

2et

qe2t + 1
ext =

∞∑
n=0

En,q(x, λ)
(
eλt − 1

λ

)n
1

n!
=

∞∑
n=0

En,q(x, λ)λ−n
∞∑

m=n

S2(m,n)λm tm

m!

=

∞∑
m=0

(
m∑

n=0

En,q(x, λ)λm−nS2(m,n)

)
tm

m!
.

(17)

Thus, by (17), we have the following theorem.

Theorem 9.For n ∈ Z+, we have

Em,q(x) =

m∑
n=0

λm−nEn,q(x, λ)S2(m,n).

By replacing t by log(1 + λt)1/λ in (7), we have

∞∑
n=0

En,q(x)
(
log(1 + λt)1/λ

)n 1

n!
=

2(1 + λt)1/λ

q(1 + λt)2/λ + 1
(1 + λt)x/λ =

∞∑
m=0

En,q(x, λ)
tm

m!
, (18)

and
∞∑

n=0

En,q(x)
(
log(1 + λt)1/λ

)n 1

n!
=

∞∑
m=0

(
m∑

n=0

En,q(x)λm−nS1(m,n)

)
tm

m!
. (19)

Thus, by (18) and (19), we have the following theorem.

Theorem 10. For n ∈ Z+, we have

En,q(x, λ) =
m∑

n=0

λm−nEn,q(x)S1(m,n).

Letting q → 1 in Theorem 10 gives the theorem

En(x, λ) =
m∑

n=0

λm−nEn(x)S1(m,n).

which was proved by Ryoo [4].
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Abstract : The main of this paper is to obtain some interesting symmetric identities for twisted
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1. Introduction

Many (p, q)-extensions of some special numbers, polynomials, and functions have been stud-

ied(see [1, 2, 3, 4, 7]). Luo and Zhou [5] introduced the l-function and q-L-function. Ryoo [6]

investigated some identities on the higher-order twisted q-Euler numbers and polynomials. In [8],

Ryoo presented the multiple twisted (h, q)-l-function. In this paper, we construct twisted (p, q)-

L-function in complex field and Carlitz’s type twisted (p, q)-Euler numbers and polynomials. We

obtain some new symmetric identities for twisted (p, q)-L-function. We also give symmetric identi-

ties for Carlitz’s type twisted (p, q)-Euler numbers and polynomials of by using symmetric property

for twisted (p, q)-L-function.

Throughout this paper, we always make use of the following notations: N denotes the set of

natural numbers, Z+ = N ∪ {0} denotes the set of nonnegative integers, Z−
0 = {0,−1,−2,−3, . . .}

denotes the set of nonpositive integers, Z denotes the set of integers, R denotes the set of real

numbers, and C denotes the set of complex numbers. The (p, q)-number is defined as

[n]p,q =
pn − qn

p− q
= pn−1 + pn−2q + pn−3q2 + · · ·+ p2qn−3 + pqn−2 + qn−1.

Note that this number is q-number when p = 1. By substituting q by q
p in the q-number, we can not

obtain (p, q)-number. Therefore, much research has been developed in the area of special numbers

and polynomials, and functions by using (p, q)-number(see [1, 2, 3, 4, 7]).

By using q-number, Luo and Zhou defined the q-L-function Lq(s, a) and q-l-function lq(s) (see

[5])

Lq(s, a) =

∞∑
n=0

(−1)nqn+a

[n+ a]sq
, (Re(s) > 1; a /∈ Z−

0 ), and lq(s) =

∞∑
n=1

(−1)nqn

[n]sq
, (Re(s) > 1).

Inspired by their work, the (p, q)-extension of the twisted q-L-function can be defined as follow: Let

ζ be rth root of 1 and ζ ̸= 1. For s, x ∈ C with Re(x) > 0, the twisted (p, q)-L-function Lp,q,ζ(s, x)

is define by

Lp,q,ζ(s, x) = [2]q

∞∑
m=0

(−1)mζm

[m+ x]sp,q
.
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2. Twisted (p, q)-Euler numbers and polynomials

In this section, we define twisted (p, q)-Euler numbers and polynomials and provide some of

their relevant properties. Let r be a positive integer, and let ζ be rth root of 1.

Definition 1. For 0 < q < p ≤ 1, the Carlitz’s type twisted (p, q)-Euler numbers En,p,q,ζ and

polynomials En,p,q,ζ(x) are defined by means of the generating functions

Gp,q,ζ(t) =

∞∑
n=0

En,p,q,ζ
tn

n!
= [2]q

∞∑
m=0

(−1)mζme[m]p,qt. (2.1)

and

Gp,q,ζ(t, x) =
∞∑

n=0

En,p,q,ζ(x)
tn

n!
= [2]q

∞∑
m=0

(−1)mζme[m+x]p,qt, (2.2)

respectively.

Setting p = 1 in (2.1) and (2.2), we can obtain the corresponding definitions for the Carlitz’s

type twisted q-Euler number En,q,ζ and q-Euler polynomials En,q,ζ(x), respectively.

By (2.1), we get

∞∑
n=0

En,p,q,ζ
tn

n!
= [2]q

∞∑
m=0

(−1)mζme[m]p,qt =
∞∑

n=0

(
[2]q

(
1

p− q

)n n∑
l=0

(
n

l

)
(−1)l

1

1 + ζqlpn−l

)
tn

n!
.

By comparing the coefficients tn

n! in the above equation, we have the following theorem.

Theorem 2. For n ∈ Z+, we have

En,p,q,ζ = [2]q

(
1

p− q

)n n∑
l=0

(
n

l

)
(−1)l

1

1 + ζpn−lql
.

By (2.2), we obtain

En,p,q,ζ(x) = [2]q

(
1

p− q

)n n∑
l=0

(
n

l

)
(−1)lqxlp(n−l)x 1

1 + ζpn−lql
. (2.3)

Next, we introduce Carlitz’s type twisted (h, p, q)-Euler polynomials E
(h)
n,p,q,ζ(x).

Definition 3. The Carlitz’s type twisted (h, p, q)-Euler polynomials E
(h)
n,p,q,ζ(x) are defined by

E
(h)
n,p,q,ζ(x) = [2]q

∞∑
m=0

(−1)mphmζm[m+ x]np,q. (2.4)

When x = 0, E
(h)
n,p,q,ζ = E

(h)
n,p,q,ζ(0) are called the twisted (h, p, q)-Euler numbers E

(h)
n,p,q,ζ .

By using (2.4) and (p, q)-number, we have the following theorem.

Theorem 4. For n ∈ Z+, we have

E
(h)
n,p,q,ζ(x) = [2]q

(
1

p− q

)n n∑
l=0

(
n

l

)
(−1)lqxlp(n−l)x 1

1 + ζpn−l+hql
.

By (2.4) and Theorem 2, we have

En,p,q,ζ(x) =

n∑
l=0

(
n

l

)
q(n−l)xE

(l)
n−l,p,q,ζ [x]

l
p,q

En,p,q,ζ(x+ y) =
n∑

l=0

(
n

l

)
pxlq(n−l)yE

(l)
n−l,p,q,ζ(x)[y]

l
p,q.

(2.5)
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By (2.1) and (2.2), we get

− [2]q

∞∑
l=0

(−1)l+nζl+ne[l+n]p,qt + [2]q

∞∑
l=0

(−1)lζle[l]p,qt = [2]q

n−1∑
l=0

(−1)lζle[l]p,qt.

Hence we have

(−1)n+1ζn
∞∑

m=0

Em,p,q,ζ(n)
tm

m!
+

∞∑
m=0

Em,p,q,ζ
tm

m!
=

∞∑
m=0

(
[2]q

n−1∑
l=0

(−1)lζl[l]mp,q

)
tm

m!
. (2.6)

By comparing the coefficients tm

m! on both sides of (2.6), we have the following theorem.

Theorem 5. For m ∈ Z+, we have

n−1∑
l=0

(−1)lζl[l]mp,q =
(−1)n+1ζnEm,p,q,ζ(n) + Em,p,q,ζ

[2]q
.

3. Twisted (p, q)-l-function and twisted (p, q)-L-function

By using twisted (p, q)-Euler numbers and polynomials, twisted (p, q)-L-function is defined.

These functions interpolate the twisted (p, q)-Euler numbers En,p,q,ζ , and polynomials En,p,q,ζ(x),

respectively. From (2.1), we note that

dk

dtk
Gp,q,ζ(t)

∣∣∣∣
t=0

= [2]q

∞∑
m=0

(−1)nζm[m]kp,q = Ek,p,q,ζ , (k ∈ N).

By using the above equation, we are now ready to define twisted (p, q)-l-function.

Definition 6. Let s ∈ C with Re(s) > 0.

lp,q,ζ(s) = [2]q

∞∑
n=1

(−1)nζn

[n]sp,q
. (3.1)

Relation between lp,q,ζ(s) and Ek,p,q,ζ is given by the following theorem.

Theorem 7. For k ∈ N, we have

lp,q,ζ(−k) = Ek,p,q,ζ .

By using (2.2), we note that

dk

dtk
Gp,q,ζ(t, x)

∣∣∣∣
t=0

= [2]q

∞∑
m=0

(−1)mζm[m+ x]kp,q (3.2)

and (
d

dt

)k
( ∞∑

n=0

En,p,q,ζ(x)
tn

n!

)∣∣∣∣∣
t=0

= Ek,p,q,ζ(x), for k ∈ N. (3.3)

By (3.2) and (3.3), we are now ready to define the twisted (p, q)-L-function.

Definition 8. Let s ∈ C with Re(s) > 0 and x /∈ Z−
0 .

Lp,q,ζ(s, x) = [2]q

∞∑
n=0

(−1)nζn

[n+ x]sp,q
. (3.4)

Note that Lp,q,ζ(s, x) is a meromorphic function on C. Relation between Lp,q,ζ(s, x) and Ek,p,q,ζ(x)

is given by the following theorem.

Theorem 9. For k ∈ N, we have Lp,q,ζ(−k, x) = Ek,p,q,ζ(x).

Observe that Lp,q,ζ(−k, x) function interpolates Ek,p,q,ζ(x) numbers at non-negative integers.
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3. Some symmetric identities for twisted (p, q)-L-function

Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For n ∈ Z+, we obtain certain

symmetric identities for twisted (p, q)-L-function.

Theorem 10. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). Then we obtain

[w2]
s
p,q[2]qw2

w1−1∑
j=0

(−1)jζw2jLpw1 ,qw1 ,ζw1

(
s, w2x+

w2

w1
j

)

= [w1]
s
p,q[2]qw1

w2−1∑
j=0

(−1)jζw1jLpw2 ,qw2 ,ζw2

(
s, w1x+

w1

w2
j

)
.

(4.1)

Proof. Note that [xy]q = [x]qy [y]q for any x, y ∈ C. In (3.4), by substitute w2x+
w2

w1
j for x in

and replace q, p, and ζ by qw1 , pw1 and ζw1 , respectively, we derive next result

1

[2]qw1

Lpw1 ,qw1 ,ζw1

(
s, w2x+

w2

w1
j

)
=

∞∑
m=0

(−1)mζw1m[
m+ w2x+

w2

w1
j

]s
pw1 ,qw1

=

∞∑
m=0

(−1)mζw1m[
w1m+ w1w2x+ w2j

w1

]s
pw1 ,qw1

= [w1]
s
p,q

∞∑
m=0

w2−1∑
i=0

(−1)w2m+iζw1(w2m+i)

[w1(w2m+ i) + w1w2x+ w2j]sp,q

= [w1]
s
p,q

∞∑
m=0

w2−1∑
i=0

(−1)m(−1)iζw1w2mζw1i

[w1w2(x+m) + w1i+ w2j]sp,q
.

(4.2)

Thus, from (4.2), we can derive the following equation.

[w2]
s
p,q

[2]qw1

w1−1∑
j=0

(−1)jζw2jLpw1 ,qw1 ,ζw1

(
s, w2x+

w2

w1
j

)

= [w1]
s
p,q[w2]

s
p,q

∞∑
m=0

w2−1∑
i=0

w1−1∑
j=0

(−1)j+i+mζw1w2mζw1iζw2j

[w1w2(x+m) + w1i+ w2j]sp,q

(4.3)

By using the same method as (4.3), we have

[w1]
s
p,q

[2]qw2

w2−1∑
j=0

(−1)jζw1jLpw2 ,qw2 ,ζw2

(
s, w1x+

w1

w2
j

)

= [w1]
s
p,q[w2]

s
p,q

∞∑
m=0

w2−1∑
j=0

w1−1∑
i=0

(−1)j+i+mζw1w2mζw2iζw1j

[w1w2(x+m) + w1j + w2i]sp,q

(4.4)

Therefore, by (4.3) and (4.4), we have the following theorem. �
Taking w2 = 1 in Theorem 10, we obtain the following corollary.

Corollary 11. Let w1 ∈ N with w1 ≡ 1 (mod 2). For n ∈ Z+, we obtain

Lp,q,ζ (s, w1x) =
[2]q

[2]qw1 [w1]sp,q

w1−1∑
j=0

(−1)jζjLpw1 ,qw1 ,ζw1

(
s, x+

j

w1

)
.
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Let us take s = −n in Theorem 10. For n ∈ Z+, we obtain certain symmetry identities for twisted

(p, q)-Euler polynomials.

Theorem 12. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For n ∈ Z+, we obtain

[w1]
n
p,q[2]qw2

w1−1∑
j=0

(−1)jζw2jEn,pw1 ,qw1 ,ζw1

(
w2x+

w2

w1
j

)

= [w2]
n
p,q[2]qw1

w2−1∑
j=0

(−1)jζw1jEn,pw2 ,qw2 ,ζw2

(
w1x+

w1

w2
j

)
.

Taking w2 = 1 in Theorem 12, we obtain the following distribution relation.

Corollary 13. Let w1 ∈ N with w1 ≡ 1 (mod 2). For n ∈ Z+, we obtain

En,p,q,ζ(w1x) =
[2]q
[2]qw1

[w1]
n
p,q

w1−1∑
j=0

(−1)jζjEn,pw1 ,qw1 ,ζw1

(
s, x+

j

w1

)
.

By (2.5), we have

w1−1∑
j=0

(−1)jζw2jEn,pw1 ,qw1 ,ζw1

(
w2x+

w2

w1
j

)

=

w1−1∑
j=0

(−1)jζw2j
n∑

i=0

(
n

i

)
qw2j(n−i)pw1w2xiE

(i)
n−i,pw1 ,qw1 ,ζw1 (w2x)

[
w2

w1
j

]i
pw1 ,qw1

=

w1−1∑
j=0

(−1)jζw2j
n∑

i=0

(
n

i

)
qw2j(n−i)pw1w2xiE

(i)
n−i,pw1 ,qw1 ,ζw1 (w2x)

(
[w2]p,q
[w1]p,q

)i

[j]
i
pw2 ,qw2

Hence we have the following theorem.

Theorem 14. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For n ∈ Z+, we obtain

w1−1∑
j=0

(−1)jζw2jEn,pw1 ,qw1 ,ζw1

(
w2x+

w2

w1
j

)

=
n∑

i=0

(
n

i

)
[w2]

i
p,q[w1]

−i
p,qp

w1w2xiE
(i)
n−i,pw1 ,qw1 ,ζw1 (w2x)

w1−1∑
j=0

(−1)jζw2jqw2(n−i)j [j]ipw2 ,qw2 .

For each integer n ≥ 0, let An,i,p,q,ζ(w) =
∑w−1

j=0 (−1)jζjqj(n−i)[j]ip,q. The sum An,i,p,q,ζ(w) is called

the alternating twisted (p, q)-power sums.

By Theorem 14, we have

[2]qw2 [w1]
n
p,q

w1−1∑
j=0

(−1)jζw2jEn,pw1 ,qw1 ,ζw1

(
w2x+

w2

w1
j

)

= [2]qw2

n∑
i=0

(
n

i

)
[w2]

i
p,q[w1]

n−i
p,q pw1w2xiE

(i)
n−i,pw1 ,qw1 ,ζw1 (w2x)An,i,pw2 ,qw2 ,ζw2 (w1)

(4.5)

By using the same method as in (4.5), we have

[2]qw1 [w2]
n
p,q

w2−1∑
j=0

(−1)jζw1jEn,pw2 ,qw2 ,ζw2

(
w1x+

w1

w2
j

)

= [2]qw1

n∑
i=0

(
n

i

)
[w1]

i
p,q[w2]

n−i
p,q pw1w2xiE

(i)
n−i,pw2 ,qw2 ,ζw2 (w1x)An,i,pw1 ,qw1 ,ζw1 (w2)

(4.6)
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Therefore, by (4.5) and (4.6) and Theorem 12, we have the following theorem.

Theorem 15. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For n ∈ Z+, we obtain

[2]qw1

n∑
i=0

(
n

i

)
[w1]

i
p,q[w2]

n−i
p,q pw1w2xiE

(i)
n−i,pw2 ,qw2 ,ζw2 (w1x)An,i,pw1 ,qw1 ,ζw1 (w2)

= [2]qw2

n∑
i=0

(
n

i

)
[w2]

i
p,q[w1]

n−i
p,q pw1w2xiE

(i)
n−i,pw1 ,qw1 ,ζw1 (w2x)An,i,pw2 ,qw2 ,ζw2 (w1).

By Theorem 15, we obtain the interesting symmetric identity for the twisted (h, p, q)-Euler numbers

E
(h)
n,p,q,ζ in complex field.

Corollary 16. Let w1, w2 ∈ N with w1 ≡ 1 (mod 2), w2 ≡ 1 (mod 2). For n ∈ Z+, we obtain

[2]qw1

n∑
i=0

(
n

i

)
[w1]

i
p,q[w2]

n−i
p,q pw1w2xiAn,i,pw1 ,qw1 ,ζw1 (w2)E

(i)
n−i,pw2 ,qw2 ,ζw2

= [2]qw2

n∑
i=0

(
n

i

)
[w2]

i
p,q[w1]

n−i
p,q pw1w2xiAn,i,pw2 ,qw2 ,ζw2 (w1)E

(i)
n−i,pw1 ,qw1 ,ζw1 .
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