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A new techniques applied to Volterra–Fredholm integral

equations with discontinuous kernel

M. E. Nasr 1 and M. A. Abdel-Aty 2

1,2 Department of Mathematics, Faculty of Science, Benha University, Benha 13518, Egypt
1 Department of Mathematics, Collage of Science and Arts–Gurayat, Jouf University,

Kingdom of Saudi Arabia

Abstract

The purpose of this paper is to establish the general solution of a Volterra–Fredholm integral

equation with discontinuous kernel in a Banach space. Banach’s fixed point theorem is used to

prove the existence and uniqueness of the solution. By using separation of variables method, the

problem is reduced to a Volterra integral equations of the second kind with continuous kernel.

Normality and continuity of the integral operator are also discussed.

Mathematics Subject Classification(2010): 45L05; 46B45; 65R20.

Key–Words: Banach space, Volterra–Fredholm integral equation, Separation of variables method.

1 Introduction

It is well-known that the integral equations govern many mathematical models of various

phenomena in physics, economy, biology, engineering, even in mathematics and other fields of

science. The illustrative examples of such models can be found in the literature, (see, e.g.,

[5, 6, 9, 11, 12, 14, 18, 20]). Many problems of mathematical physics, applied mathematics, and

engineering are reduced to Volterra–Fredholm integral equations, see [1, 2].

Analytical solutions of integral equations, either do not exist or it’s hard to compute. Eventual

an exact solution is computable, the required calculations may be tedious, or the resulting

solution may be difficult to interpret. Due to this, it is required to obtain an efficient numerical

solution. There are numerous studies in literature concerning the numerical solution of integral

equations such as [4, 8, 10,13,16,17,21].

In this present paper, the existence and uniqueness solution of the Eq. (1) are discussed and

proved in the space L2(Ω)× C[0, T ], 0 ≤ T < 1. Moreover, the normality and continuity of the

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC
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integral operator are obtained. A numerical method is used to translate the Volterra–Fredholm

integral equation (1) to a Volterra integral equations of the second kind with continuous kernel,

The outline of the paper is as follows: Sect. 1 is the introduction; In Sect. 2, the existence

of a unique solution of the Volterra–Fredholm integral equation is discussed and proved using

Picard’s method and Banach’s fixed point method. Sect. 3, include the general solution of the

Volterra–Fredholm integral equation by applying the method of separation of variables. A brief

conclusion is presented in Sect. 4.

Consider the following linear Volterra–Fredholm integral equation:

µψ(x, t)− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψ(y, τ)dydτ − λ
∫ t

0

F (t, τ)ψ(x, τ)dτ = g(x, t),

(x = x̄(x1, x1, . . . , xn), y = ȳ(y1, y1, . . . , yn)),

(1)

where µ is a constant, defined the kind of integral equation, λ is constant, may be complex

and has many physical meaning. The function ψ(x, t) is unknown in the Banach space L2(Ω)×
C[0, T ], 0 ≤ T < 1, where Ω is the domain of integration with respect to position and the

time t ∈ [0, T ] and it called the potential function of the Volterra–Fredholm integral equation.

The kernels of time Φ(t, τ), F (t, τ) are continuous in C[0, T ] and the known function g(x, t) is

continuous in the space L2(Ω)×C[0, T ], 0 ≤ t ≤ T. In addition the kernel of position k(|x− y|)
is discontinuous function.

2 The existence of a unique solution of the Volterra–

Fredholm integral equation

In this paper, for discussing the existence and uniqueness of the solution of Eq. (1), we

assume the following conditions:

(i) The kernel of position k(|x − y|) ∈ L2([Ω] × [Ω]), x, y ∈ [Ω] satisfies the discontinuity

condition: {∫
Ω

∫
Ω

k2(|x− y|)dxdy

} 1
2

= k∗, k∗ is constant.

(ii) The kernels of time Φ(t, τ), F (t, τ) ∈ C[0, T ] and satisfies |Φ(t, τ)| ≤ M1, |F (t, τ)| ≤
M2, s.tM1, M2 are constants, ∀t, τ ∈ [0, T ].

(iii) The given function g(x, t) with its partial derivatives with respect to the position and time

is continuous in the space L2(Ω)× C[0, T ], 0 ≤ τ ≤ T < 1 and its norm is defined as,

‖g(x, t)‖ = max
0≤t≤T

∫ t

0

(∫
Ω

g2(x, τ)dx

) 1
2

dτ = N, N is a constant.
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Theorem 1. If the conditions (i)–(iii) are satisfied, then Eq. (1) has a unique solution ψ(x, t)

in the Banach space L2(Ω)× C[0, T ], 0 ≤ T < 1, under the condition,

|λ| < |µ|
M1k∗ +M2T

.

Proof. To prove the existence of a unique solution of Eq. (1) we use the successive approximations

method (Picard’s method), or we can used Banach’s fixed point theorem.

2.1 Picard’s method

We assume the solution of Eq. (1) takes the form:

ψ(x, t) = lim
n→∞

ψn(x, t),

where

ψn(x, t) =
n∑

i=0

Hi(x, t), t ∈ [0, T ], n = 1, 2, . . .

where the functions Gi(x, t), i = 0, 1, . . . , n are continuous functions of the form:

Hn(x, t) = ψn(x, t)− ψn−1(x, t),

H0(x, t) = g(x, t)

}
. (2)

Now we should prove the following lemmas:

Lemma 1. The series
∑n

i=0Hi(x, t) is uniformly convergent to a continuous solution function

ψ(x, t).

Proof. We construct the sequences,

µψn(x, t) = g(x, t) + λ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψn−1(y, τ)dydτ + λ

∫ t

0

F (t, τ)ψn−1(x, τ)dτ,

ψ0(x, t) = g(x, t).

Then, we get

ψn(x, t)− ψn−1(x, t) =
λ

µ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)(ψn−1(y, τ)− ψn−2(y, τ))dydτ

+
λ

µ

∫ t

0

F (t, τ)(ψn−1(x, τ)− ψn−2(x, τ))dτ.
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From Eq. (2), then, we have

Hn(x, t) = |γ|
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)Hn−1(y, τ)dydτ + |γ|
∫ t

0

F (t, τ)Hn−1(x, τ)dτ ; γ =
λ

µ
,

using the properties of the norm, we obtain

‖Hn(x, t)‖ ≤ |γ|
∥∥∥∥∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)Hn−1(y, τ)dydτ

∥∥∥∥+ |γ|
∥∥∥∥∫ t

0

F (t, τ)Hn−1(x, τ)dτ

∥∥∥∥ . (3)

For n = 1, the formula (3) yields

‖H1(x, t)‖ ≤ |γ|
∥∥∥∥∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)H0(y, τ)dydτ

∥∥∥∥+ |γ|
∥∥∥∥∫ t

0

F (t, τ)H0(x, τ)dτ

∥∥∥∥ ,
by applying Cauchy–Schwarz inequality and using the condition (ii) we get

‖H1(x, t)‖ ≤|γ|M1

∥∥∥∥∥
(∫

Ω

|k(|x− y|)|2dy

) 1
2

. max
0≤t≤T

∣∣∣∣∣
∫ t

0

(∫
Ω

|H0(y, τ)|2dy

) 1
2

dτ

∣∣∣∣∣
∥∥∥∥∥

+ |γ|M2

∫ t

0

‖H0(x, τ)‖ dτ,

using the conditions (i) and (iii), we have

‖H1(x, t)‖ ≤ |γ|M1k
∗N + |γ|M2N‖t‖, (4)

where max0≤t≤T |t| = T , so that formula (4) becomes

‖H1(x, t)‖ ≤ |γ|N(M1k
∗ +M2T ),

by induction, we get

‖Hn(x, t)‖ ≤ βnN ; β = |γ|(M1k
∗ +M2T ) < 1; n = 1, 2, . . . .

Since

|λ| < |µ|
M1k∗ +M2T

,

this leads us to say that the sequence ψn(x, t) has a convergent solution. So that, for n → ∞,
we have

ψ(x, t) =
∞∑
i=0

Hi(x, t). (5)

The above formula represents an infinite convergence series.

Lemma 2. The function ψ(x, t) of the series (5) represents an unique solution of Eq. (1).
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Proof. To show that ψ(x, t) is the only solution of Eq. (1), we assume the existence of another

solution ϕ(x, t) of Eq. (1), then we obtain

µ[ψ(x, t)− ϕ(x, t)] =λ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)[ψ(y, τ)− ϕ(y, τ)]dydτ

+ λ

∫ t

0

F (t, τ)[ψ(x, τ)− ϕ(x, τ)]dτ,

which leads us to the following

‖ψ(x, t)− ϕ(x, t)‖ =|γ|
∥∥∥∥∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)(ψ(y, τ)− ϕ(y, τ))dydτ

∥∥∥∥
+ |γ|

∥∥∥∥∫ t

0

F (t, τ)(ψ(x, τ)− ϕ(x, τ))dτ

∥∥∥∥ ,
by applying the Cauchy–Schwarz inequality and using the conditions (i) and (ii), we get

‖ψ(x, t)− ϕ(x, t)‖ ≤ |γ|M1k
∗
∫ t

0

∫
Ω

‖ψ(y, τ)− ϕ(y, τ)‖dydτ

+ |γ|M2

∫ t

0

‖ψ(x, τ)− ϕ(x, τ)‖dτ,

≤ β‖ψ(x, t)− ϕ(x, t)‖, β = |γ|M1k
∗ + |γ|M2T < 1.

(6)

The formula (6) can be adapted as,

(1− β)‖ψ(x, t)− ϕ(x, t)‖ ≤ 0.

Since β < 1, so that ψ(x, t) = ϕ(x, t), that is the solution is unique.

2.2 Banach’s fixed point theorem

When the Picard’s method fails to prove the existence of a unique solution for the homogeneous

integral equations or for the integral equations of the first kind, we must use Banach’s fixed point

theorem. For this, we write the formula (1) in the integral operator form:

(Uψ)(x, t) =
1

µ
g(x, t) + (Uψ)(x, t),

(Uψ)(x, t) =
λ

µ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψ(y, τ)dydτ +
λ

µ

∫ t

0

F (t, τ)ψ(x, τ)dτ.

(7)

To prove the existence of a unique solution of Eq. (1), using Banach’s fixed point theorem,

we must prove the normality and continuity of the integral operator (7).

(a) For the normality, we use Eq. (7) to get

‖(Uψ)(x, t)‖ =

∣∣∣∣λµ
∣∣∣∣ ∥∥∥∥∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψ(y, τ)dydτ

∥∥∥∥+

∣∣∣∣λµ
∣∣∣∣ ∥∥∥∥∫ t

0

F (t, τ)ψ(x, τ)dτ

∥∥∥∥ ; µ 6= 0.
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Using the condition (ii), then applying Cauchy–Schwarz inequality, we get

‖(Uψ)(x, t)‖ ≤
∣∣∣∣λµ
∣∣∣∣M1

∥∥∥∥∥
(∫

Ω

|k(|x− y|)|2dy

) 1
2

. max
0≤t≤T

∣∣∣∣∣
∫ t

0

(∫
Ω

|H0(y, τ)|2dy

) 1
2

dτ

∣∣∣∣∣
∥∥∥∥∥

+

∣∣∣∣λµ
∣∣∣∣M2

∥∥∥∥∫ t

0

‖H0(x, τ)‖dτ
∥∥∥∥ ,

using the condition (i), we obtain

‖(Uψ)(x, t)‖ ≤
∣∣∣∣λµ
∣∣∣∣ (M1k

∗ +M2T )‖ψ(x, t)‖,

since

‖(Uψ)(x, t)‖ ≤ β‖ψ(x, t)‖; β =

∣∣∣∣λµ
∣∣∣∣ (M1k

∗ +M2T ) < 1,

where

|λ| < |µ|
M1k∗ +M2T

.

Therefore, the integral operator U has a normality, which leads immediately after using the

condition (iii) to the normality of the operator U .

(b) For the continuity, we suppose the two potential functions ψ1(x, t) and ψ2(x, t) in the

space L2(Ω)× C[0, T ] are satisfied Eq. (7), then

(Uψ1)(x, t) =
1

µ
g(x, t) +

λ

µ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψ1(y, τ)dydτ +
λ

µ

∫ t

0

F (t, τ)ψ1(x, τ)dτ,

(Uψ2)(x, t) =
1

µ
g(x, t) +

λ

µ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψ2(y, τ)dydτ +
λ

µ

∫ t

0

F (t, τ)ψ2(x, τ)dτ,

(8)

Using equations (8), we get

U [ψ1(x, t)− ψ2(x, t)] =
λ

µ

∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)[ψ1(y, τ)− ψ2(y, τ)]dydτ

+
λ

µ

∫ t

0

F (t, τ)[ψ1(x, τ)− ψ2(x, τ)]dτ.

using the condition (ii) and applying the Cauchy–Schwarz inequality we get ,

‖U [ψ1(x, t)− ψ2(x, t)]‖ ≤
∣∣∣∣λµ
∣∣∣∣M1

∥∥∥∥∥
(∫

Ω

|k(|x− y|)|2dy

) 1
2

. max
0≤t≤T

∣∣∣∣∣
∫ t

0

(∫
Ω

|ψ1(y, τ)− ψ2(y, τ)|2dy

) 1
2

dτ

∣∣∣∣∣
∥∥∥∥∥+

∣∣∣∣λµ
∣∣∣∣M2

∥∥∥∥∫ t

0

|ψ1(x, τ)− ψ2(x, τ)|dτ
∥∥∥∥ .
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By using the condition (i), the last inequality becomes,

‖U [ψ1(x, t)− ψ2(x, t)]‖ ≤
∣∣∣∣λµ
∣∣∣∣ (M1k

∗ +M2T )‖ψ1(x, t)− ψ2(x, t)‖,

hence, we have

‖U [ψ1(x, t)− ψ2(x, t)]‖ ≤ β‖ψ1(x, t)− ψ2(x, t)‖; β =

∣∣∣∣λµ
∣∣∣∣ (M1k

∗ +M2T ) < 1, (9)

with

|λ| < |µ|
(M1k∗ +M2T )

.

Inequality (9) leads us to the continuity of the integral operator U . So that, U is a contraction

operator. Therefore by Banach’s fixed point theorem, there is an unique fixed point ψ(x, t),

which is the solution of the linear mixed integral equation (1).

3 Separation of variables method

To obtain the general solution of Eq. (1), we do the following:

For t = 0, the formula (1) becomes

µψ(x, 0) = g(x, 0). (10)

Then, seek the solution of equation (1) in the form:

ψ(x, t) =
∞∑
n=1

cn(t)ψn(x),

in this aim, we write

ψ(x, t) = ψ0(x, t) + ψ1(x, t), (11)

where ψ0(x, t), ψ1(x, t) are called, respectively, the complementary and particularly solution of

(1). Using Eq. (11) in Eq. (1), we get

µψk(x, t)− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψk(y, τ)dydτ − λ
∫ t

0

F (t, τ)ψk(x, τ)dτ = δkg(x, t); k = 0, 1,

(12)

also, for Eq. (10), we have

µψk(x, 0) = δkg(x, 0), (13)

where,

δk =

{
0; k = 0

1; k = 1
.
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From the two Eqs. (12), (13), we get

µ[ψk(x, t)−ψk(x, 0)]− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)ψk(y, τ)dydτ

− λ
∫ t

0

F (t, τ)ψk(x, τ)dτ = δk[g(x, t)− g(x, 0)].

(14)

Now, we can represent the solution of (11) in the series form

ψk(x, t) =
∞∑
n=1

(
c

(k)
2n (t)ψ2n(x) + c

(k)
2n−1(t)ψ2n−1(x)

)
, (15)

where ψ2n(x), ψ2n−1(x) are the even and odd functions respectively.

Using Eq. (15) in Eq. (14), we obtain

µ
∞∑
n=1

(
c

(k)
2n (t)− c(k)

2n (0)
)
ψ2n(x) + µ

∞∑
n=1

(
c

(k)
2n−1(t)− c(k)

2n−1(0)
)
ψ2n−1(x)

− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)
∞∑
n=1

(
c

(k)
2n (τ)ψ2n(y) + c

(k)
2n−1(τ)ψ2n−1(y)

)
dydτ

− λ
∫ t

0

F (t, τ)
∞∑
n=1

(
c

(k)
2n (τ)ψ2n(x) + c

(k)
2n−1(τ)ψ2n−1(x)

)
dτ = δk[g(x, t)− g(x, 0)].

(16)

Taking k = 0, in Eq. (14), yields

µ
∞∑
n=1

(
c

(0)
2n (t)− c(0)

2n (0)
)
ψ2n(x) + µ

∞∑
n=1

(
c

(0)
2n−1(t)− c(0)

2n−1(0)
)
ψ2n−1(x)

− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)
∞∑
n=1

(
c

(0)
2n (τ)ψ2n(y) + c

(0)
2n−1(τ)ψ2n−1(y)

)
dydτ

− λ
∫ t

0

F (t, τ)
∞∑
n=1

(
c

(0)
2n (τ)ψ2n(x) + c

(0)
2n−1(τ)ψ2n−1(x)

)
dydτ = 0.

(17)

Theorem 2. (see [3,19]). For a symmetric and positive kernel of Fredholm integral term of Eq.

(1), the integral operator,

(Kψn)(x) =

∫
Ω

k(|x− y|)ψn(y)dy,

through the time interval 0 ≤ t ≤ T < 1 is compact and self–adjoint operator. So, we may

write (Kψn)(x) = αnψn(x), where αn and ψn(x) are the eigenvalues and the eigenfunctions of

the integral operator, respectively.
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In view of theorem 2, and Eq. (17), we arrive to the following

µ

∞∑
n=1

(
c

(0)
2n (t)− c(0)

2n (0)
)
ψ2n(x) + µ

∞∑
n=1

(
c

(0)
2n−1(t)− c(0)

2n−1(0)
)
ψ2n−1(x)

− λ
∫ t

0

Φ(t, τ)
∞∑
n=1

(
α2nc

(0)
2n (τ)ψ2n(x) + α2n−1c

(0)
2n−1(τ)ψ2n−1(x)

)
dτ

− λ
∫ t

0

F (t, τ)
∞∑
n=1

(
c

(0)
2n (τ)ψ2n(x) + c

(0)
2n−1(τ)ψ2n−1(x)

)
dydτ = 0.

Separating the odd and even terms, we obtain

c
(0)
2n (t)− γ

∫ t

0

(α2nΦ(t, τ) + F (t, τ))c
(0)
2n (τ)dτ = c

(0)
2n (0); γ =

λ

µ
, (18)

and,

c
(0)
2n−1(t)− γ

∫ t

0

(α2n−1Φ(t, τ) + F (t, τ))c
(0)
2n−1(τ)dτ = c

(0)
2n−1(0), (19)

the two Eqs. (18) and (19) give the same results for even and odd functions, so it is suffice to

study the following equation,

c(0)
n (t)− γ

∫ t

0

(αnΦ(t, τ) + F (t, τ))c(0)
n (τ)dτ = c(0)

n (0); γ =
λ

µ
, (20)

where c
(0)
n (0) is constant will be determined.

Also, taking k = 1 in formula (16), we obtain

µ
∞∑
n=1

(
c

(1)
2n (t)− c(1)

2n (0)
)
ψ2n(x) + µ

∞∑
n=1

(
c

(1)
2n−1(t)− c(1)

2n−1(0)
)
ψ2n−1(x)

− λ
∫ t

0

∫
Ω

Φ(t, τ)k(|x− y|)
∞∑
n=1

(
c

(1)
2n (τ)ψ2n(y) + c

(1)
2n−1(τ)ψ2n−1(y)

)
dydτ

− λ
∫ t

0

F (t, τ)
∞∑
n=1

(
c

(1)
2n (τ)ψ2n(x) + c

(1)
2n−1(τ)ψ2n−1(x)

)
dydτ = [g(x, t)− g(x, 0)].

(21)

Using theorem 2 in Eq. (21), to have

µ

∞∑
n=1

(
c

(1)
2n (t)− c(1)

2n (0)
)
ψ2n(x) + µ

∞∑
n=1

(
c

(1)
2n−1(t)− c(1)

2n−1(0)
)
ψ2n−1(x)

− λ
∫ t

0

Φ(t, τ)
∞∑
n=1

(
α2nc

(1)
2n (τ)ψ2n(x) + α2n−1c

(1)
2n−1(τ)ψ2n−1(x)

)
dτ

− λ
∫ t

0

F (t, τ)
∞∑
n=1

(
c

(1)
2n (τ)ψ2n(x) + c

(1)
2n−1(τ)ψ2n−1(x)

)
dydτ

=
∞∑
n=1

a2nψ2n(x)[g(x, t)− g(x, 0)],

(22)
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where,

1 =
∞∑
n=1

a2nψ2n(x),

the formula (22) can be separated to the following equations

c
(1)
2n (t)− γ

∫ t

0

(α2nΦ(t, τ) + F (t, τ))c
(1)
2n (τ)dτ =

1

µ
a2n[g(x, t)− g(x, 0)] + c

(1)
2n (0); γ =

λ

µ
,

c
(1)
2n−1(t)− γ

∫ t

0

(α2n−1Φ(t, τ) + F (t, τ))c
(1)
2n−1(τ)dτ = c

(1)
2n−1(0).

(23)

Eqs. (20) and (23) represent Volterra integral equations of the second kind that have the same

continuous kernel Φ(t, τ) ∈ C([0, T ]× [0, T ]), and each of them has a unique solution in the class

C[0, T ] the books edited by Linz [15] and Burton [7] contain many different methods to solve

the integral equations (20) and (23).

The values of c
(0)
n (0), c

(1)
2n (0) and c

(1)
2n−1(0) can be obtained, we return to the equation (10), and

we seek the solution of this equation in the form,

ψ(x, 0) =
∞∑
n=1

cn(0)ψn(x).

Hence, in this respect, we write

ψ(x, t) = ψ0(x, t) + ψ1(x, t), (24)

where ψ0(x, t) is a complementary solution while ψ1(x, t) is a particularly solution. So, from Eq.

(10) we write

µψk(x, 0) = δkg(x, 0), (25)

and expand the solution of equation (24) in the form

ψk(x, 0) =
∞∑
n=1

(
c

(k)
2n (0)ψ2n(x) + c

(k)
2n−1(0)ψ2n−1(x)

)
, (26)

using Eq. (26) in Eq. (25), we obtain

µ

∞∑
n=1

(
c

(k)
2n (0)ψ2n(x) + c

(k)
2n−1(0)ψ2n−1(x)

)
= δkg(x, 0). (27)

If we take k = 0 in Eq. (27), we obtain

µ
∞∑
n=1

(
c

(0)
2n (0)ψ2n(x) + c

(0)
2n−1(0)ψ2n−1(x)

)
= 0,
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equating the odd and even terms in both sides, we get

c
(0)
2n (0) = 0, c

(0)
2n−1(0) = 0,

then , we have

c(0)
n (0) = 0.

Taking k = 1 in Eq. (27), we have

µ
∞∑
n=1

(
c

(1)
2n (0)ψ2n(x) + c

(1)
2n−1(0)ψ2n−1(x)

)
= g(x, 0).

Equating both sides of the last equation, we get

c
(1)
2n (0) = 0, c

(1)
2n−1(0) = 0,

so, the last two formulas give us

c(1)
n (0) = 0.

In view of Eqs. (20) and (23), the general solution of (1) can be adapted in the form

ψN(x, t) =
N∑

n=1

(
c(0)
n (t) + c(1)

n (t)
)
ψn(x), (28)

where c
(0)
n (t) and c

(1)
n (t) must satisfy the inequality

N∑
n=1

∣∣c(0)
n (t) + c(1)

n (t)
∣∣ < ε, (N →∞, ε� 1, 0 ≤ t ≤ T < 1). (29)

Theorem 3. If, for t ∈ [0, T ], the inequality (29) holds, the series (28) is uniformly convergent

in the space `2(Ω) × C[0, T ], N → ∞. Hence the solution of the Volterra–Fredholm integral

equation (1) can be obtained in a series form of (28).

Theorem 4. For the given functions g(x, t) ∈ L2(Ω)×C[0, T ],Φ(t, τ) ∈ C([0, T ]×[0, T ]), k(x, y) ∈
C([Ω]× [Ω]), and under the condition (29), we have

‖ψ(x, t)− ψN(x, t)‖ → 0 as N →∞,

where ψ(x, t) represents the unique solution of Eq. (1) and the error takes the form:

EN = ‖ψ(x, t)− ψN(x, t)‖,

where

EN → 0 as N → 1.
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4 Conclusion and remarks

From the above results and discussion, the following may be concluded:

1. Equation (1) has a unique solution ψ(x, t) in the space L2(Ω) × C[0, T ], under some con-

ditions.

2. The Volterra–Fredholm integral equation of the second kind, in time and position, after

using separation of variables method leads to a Volterra integral equations of the second

kind with continuous kernel.

3. Solutions of the Volterra integral equations can be obtained by numerical methods.
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Abstract. Recently Wood-Jang[21] studied some applications of the Choquet integral in

the trading relationship that Korea shares with selected trading partners. In this study,
we consider the fuzzy entropy and the Shannon entropy, in addition we also define the

Choquet entropy on a fuzzy set and develop four fuzzy sets which are related to that of
the Choquet expected utility CEU(u(a)) for the trade values of utility u from an act a

on S. Using this data set, we calculate three forms of entropy on four fuzzy sets as in the

Choquet expcetes utility for the trade values that exist between Korea and four trading
partner countries. Furthermore, we provide comparisons with three forms of entropy on

four fuzzy sets which are representative of the four trading partner countries analyzed in

this study.

1. Introduction

Many researchers have studied the Choquet integrals with respect to a fuzzy measure of
fuzzy sets or interval-valued fuzzy sets and their applications in [2,4-13,19,20,26]. There are
several examples of such analysis, these include student evaluations, similarity measures, the
examination of the Choquet expected utility, and various other forms of inequalities. Re-
cently, by using Choquet integrals with respect to a fuzzy measure, Wood-Jang[20,21] studied
applications of them . These include some applications of the Choquet integral by firstly
examining the imprecise market premium functions, and then more recently the trade rela-
tionship that Korea shares with selected trading partners. By using fuzzy sets and Choquet
integrals in [17], studies utilized the concept of Choquet integral expected utility and its re-
lated areas(see[12,13,19,21,26]). Note that Biswas [2] investigated a student’s evaluation on
the space of fuzzy sets which include data information from the students’ respective classes.

Our first motivation was to build on our previous efforts by considering three forms of fuzzy
entropy in [1,3,14,15,18,24,25], the Shannon entropy in [3,21,24,25], and the Choquet entropy
which we define in this study. From this point of view, we provide a comparative study of three

1991 Mathematics Subject Classification. 28E10, 28E20, 03E72, 26E50 11B68.

Key words and phrases. Choquet integral, fuzzy entropy, Shannon entropy, Choquet entropy, fuzzy set.
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forms of entropy on the level of trade that exists between Korea and four trading partners
using data obtained from the WTO [23]. Our second motivation for conducting this study,
was to provide a unique analysis of international trade flows using the Shannon entropy, fuzzy
entropy, and Choquet entropy techniques.

In this study, we consider the fuzzy entropy and the Shannon entropy, in addition we
provide a definition of the Choquet entropy on a fuzzy set and also develop four fuzzy sets
which are related to the Choquet expected utility CEU(u(a)) for the trade values of utility
u from an act a on S for the specified 2-digit HS product codes (01− 05) for animal product
exports between Korea and selected trading partners for years 2010-2013 using date obtained
from the WTO regional trade database[23]. Using this data set, we calculate three forms
of entropy on four fuzzy sets as in the Choquet expected utility for the trade values that
exist between Korea and four trading partner countries (New Zealand, USA, India, Turkey).
Furthermore, we provide comparisons for three forms of entropy on four fuzzy sets for the
four trading partner countries.

2. Three forms of entropy on fuzzy sets

Let X be a finite set of states of nature and F (X) be the set of all fuzzy sets A =
{(x,mA(x)) | x ∈ X, mA −→ [0, 1] is a function}. Recall that mA is called a membership
function of A.

Definition 2.1. ([2,4-13,19,20,26])
(1) A real-valued function µ on X is called a fuzzy measure if it satisfies

(i) µ(∅) = 0, µ(X) = 1,
(ii) A ⊂ B ⇒ µ(A) ≤ µ(B), (1)

where A,B are subsets of X.
(2) The Choquet integrals with respect to a fuzzy measure µ of A ∈ F (X) is defined by

(C)

∫
mAdµ =

∫ 1

0

µ({x ∈ X|mA(x) ≥ α})dα. (2)

Remark 2.1. Let X = {x1, x2, · · · , xn} be a finite set. It is well known that the discrete
Choquet integral with respect to a fuzzy measure µ is followings.

(C)

∫
mAdµ =

n∑
i=1

mA(x(i))
[
µ(E(i))− µ(E(i+1))

]
, (3)

where (·) indicates a permutation on {1, 2, · · · , n} such that

mA(x(1)) ≤ mA(x(2) ≤ · · · ≤ mA(x(n), (4)

E(i) = {x ∈ X|mA(x) ≥ mA(x(i)} for i = 1, 2, · · · , n and let En+1 = ∅ (see [4-7,9,10,11,13]).

By using the Choquet integral, we consider the Choquet expected utility CEU(u(a)) of
utility u(a) from an act a as follows. Note that in economics, the utility function is an
important concept that measures preferences over a set of goods and services. Utility is
measured in units called utils, which represent the welfare or satisfaction of a consumer from
consuming a certain number of goods. Here, we assume that an act is a function from S to
X, where S is a finite set of states of nature.
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Definition 2.2. ([5]) Let u : X −→ [0, 1] be a utility and a be an act from S to X. The
full version of the Choquet expected utility is mentioned above so we can used the CEU
abbreviation here. with respect to a fuzzy measure µ of utility u from act a is defined by

CEU(u(a)) = (C)

∫
u(a(s))dµ(s). (5)

Now, we introduce three forms of entropy on a fuzzy set as follows. Firstly, the Shannon
entropy which was first developed by Shannon [24]. The mathematical communication theory
has been utilized to measure the fuzziness in a fuzzy set or system [25]. According to Shannon,
the information source is a person or a device that produces messages, using the average
minimum amount of information.

Definition 2.3. ([3,22,24,25]) Let A ∈ F (X) and X = {x1, x2, · · · , xn} be finite set. The
Shannon entropy on A is defined by

ES(A) = −
n∑

i=1

mA(xi) logmA(xi). (6)

Secondly, the fuzzy entropy on a fuzzy set is used to express the mathematical values of
the fuzziness of fuzzy sets. The concept of entropy, the basic subject of information theory
and telecommunication, is a measure of fuzziness in fuzzy sets. Luca-Termini [18] note that
Fuzzy entropy D(A) can be represented by the Shannon function as follows

D(A) = k
n∑

i=1

s(mA(xi)),

where s(x) = −x log x − (1 − x) log(1 − x) is the Shannon function. When we put X =
{x1, x2, · · · , xn}, we consider the followin fuzzy entropy EF (A) which is the fuzzy entropy
D(A) with k = − 1

n .

Definition 2.4. ([1,3,14,15,18,24,25]) Let A ∈ F (X) and X = {x1, x2, · · · , xn} be finite set.
The fuzzy entropy on A is defined by

EF (A) = − 1

n

n∑
i=1

[mA(xi) logmA(xi) + (1−mA(xi)) log(1−mA(xi))]. (7)

Thirdly, we define the Choquet entropy on a fuzzy set and compare the Choquet entropy
to another two forms of entropy, this helps to demonstrate the role of the Choquet entropy
through the trading relationship that exists between Korea and four of its trading partners
in the next section.

Definition 2.5. Let A ∈ F (X) and X be a set. The fuzzy entropy on A is defined by

EC(A) = 1− (C)

∫
mA(x)dµ(x). (8)

Note that if X = {x1, x2, · · · , xn} is finite set, then we get

EC(A) = 1−
n∑

i=1

mA(x(i))[µ(A(i))− µ(A(i+1))], (9)

where (·) indicates a permutation on {1, 2, · · · , n} such that

mA(x(1)) ≤ mA(x(2)) ≤ · · · ≤ mA(x(n)) (10)

and A(i) = i, 2, · · · , n and A(n+1) = ∅.
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3. Constructions of four fuzzy sets

In this section, we create four fuzzy sets, the USA-fuzzy set U , the NZ-fuzzy set N , IN-
fuzzy set I, TR-fuzzy set T for the CEU of the trade values that exist between Korea and
four countries. Now, we consider the CEU of a utility on a set of trade values (in USD)
that represent the trading relationship that Korea shares with selected trading partners(i.e.
Korea-USA, Korea-New Zealand, Korea-India, and Korea-Turkey). In [21], we examined
these respective trading relationships by incorporating a clearly defined set of Harmonized
System (HS) product code categories (i.e. HS Codes i = 1, 2, 3, 4, 5) for each individual year
that is under review (i.e. 2010, 2011, 2012, 2013). We note that the product code definitions
have been provided by the UN Comtrade’s online database and the relevant categories are
defined as follows(see [21]):

1. Live animals; animal products.
2. Meat and edible meat offal.
3. Fish and crustaceans, mollusks and other aquatic invertebrates.
4. Dairy produce; birds’ eggs; natural honey; edible products of animal origin, not elsewhere

specified or included.
5. Products of animal origin, not elsewhere specified or included.
Denote that HSPC=HS Product Code, s=Year, a(s)=Trade Value, u(a(s))=the utility

of a(s), CEU(u(a(s))=the Choquet Expected Utility of u(a) from a. By using the trade
values in tables A1 through to A4 in the Appendix, we calculate the Choquet expected utility
CEU(u(a)) for the set of trade values (in USD) that represent Korea’s trading relationship
with a particular country for years 2010, 2011, 2012, and 2013. Let s1 = 2010, s2 = 2011, s3 =
2012, s4 = 2013. Let X = {1, 2, 3, 4, 5}. Note that (·) indicates a permutation on {1, 2, 3, 4, 5},
such that

CEU(u(a(1))) ≤ CEU(u(a(2)) ≤ · · · ≤ CEU(u(a(5)). (11)

Then we denote that a(i) = a(s(i)) for i = 1, 2, 3, 4, 5 satisfy the equation (11). We define a
fuzzy measure µ on X as follows.

µ(E(4)) = µ1({a(4)}) = 0.1, µ(E(3)) = µ1({a(3), a(4)}) = 0.3,

µ(E(2)) = µ1({a(2), a(3), a(4)}) = 0.6, µ(E(1)) = µ1({a(4), a(3), a(2), a(1)}) = 1, (12)

and if a(s) is the trade value of s and u(a) =
√

a
100141401 , then by using Definition 2.3, we

obtain the following CEU(u(a)) as follows:

CEU(u(a)) =
4∑

i=1

u(a(s(i)))
(
µ(E(i))− (µ(E(i+1))

)
= 0.4u(a(s(1))) + 0.3u(a(s(2))) + 0.2u(a(s(3))) + 0.1u(a(s(4))). (13)

By using (5), we obtained the four tablesA1 ∼ A4 (see [17]). If we takemY (i) = CEU(u(a(si))),
then we develop four fuzzy sets Y : {1, 2, 3, 4, 5} → [0, 1] by Y = {(i,mX(i))|i = 1, 2, 3, 4, 5}.
Here, Y is one of USA-fuzzy set U , NZ-fuzzy set N , IN-fuzzy set I, and TR-fuzzy set T
defined by

U = {(1, 0.05664), (2, 0.04483), (3, 0.93879), (4, 0.20821), (5, 0.04858)} (14)

N = {(1, 0.00533), (2, 0.00000), (3, 0.78873), (4, 0.15976), (5, 0.01557)} (15)

I = {(1, 0.00154), (2, 0.00000), (3, 0.04570), (4, 0.00000), (5, 0.00000)} (16)

T = {(1, 0.00264), (2, 0.00887), (3, 0.00368), (4, 0.00470), (5, 0.00000)} (17)
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4. Calculate three forms of entropy on four fuzzy sets

In this section, we calculate three forms of entropy on four fuzzy sets U,N, I, T . Note that
0log0 = 1. Firstly, from (6) and (14)-(17), we get Shannon entroys ES(U), ES(N), ES(T ) on
four fuzzy sets as follows.

ES(U) = −(0.05664 log 0.05664 + 0.04483 log 0.04483 + 0.93879 log 0.93879

+ 0.20821 log 0.20821 + 0.04858 log 0.04858) = 0.83476,
(18)

ES(N) = −(0.00533 log 0.00533 + 0.00000 log 0.00000 + 0.78873 log 0.78878

+ 0.15978 log 0.15978 + 0.01557 log 0.01557) = 0.57291,
(19)

ES(I) = −(0.00154 log 0.00154 + 0.00000 log 0.00000 + 0.04570 log 0.04570

+ 0.00000 log 0.00000 + 0.00000 log 0.00000) = 0.15099,
(20)

ES(T ) = −(0.00264 log 0.00264 + 0.00887 log 0.00887 + 0.00368 log 0.00368

+ 0.00470 log 0.00470 + 0.00000 log 0.00000) = 0.10340.
(21)

Secondly, from (7) and (14)-(17), we get fuzzy entropys EF (U), EF (N), EF (I), EF (T ) on
four fuzzy sets as follows.

EF (U) = −1

5
(0.05664 log 0.05664 + (1− 0.05664) log(1− 0.05664)

+ 0.04483 log 0.04483 + (1− 0.04483) log(1− 0.04483)

+ 0.93879 log 0.93879 + (1− 0.93879) log(1− 0.93879)

+ 0.20821 log 0.20821 + (1− 0.20821) log(1− 0.20821)

+ 0.04858 log 0.04858 + (1− 0.04858) log(1− 0.04858)) = 0.26736,

(22)

EF (N) = −1

5
(0.00533 log 0.00533 + (1− 0.00533) log(1− 0.00533)

+ 0.00000 log 0.00000 + (1− 0.00000) log(1− 0.00000)

+ 0.78873 log 0.78878 + (1− 0.78873) log(1− 0.78878)

+ 0.15978 log 0.15978 + (1− 0.15978) log(1− 0.15978)

+ 0.01557 log 0.01557 + (1− 0.01557) log(1− 0.01557)) = 0.21368,

(23)

EF (I) = −1

5
(0.00154 log 0.00154 + (1− 0.00154) log(1− 0.00154)

+ 0.00000 log 0.00000 + (1− 0.00000) log(1− 0.00000)

+ 0.04570 log 0.04570 + (1− 0.04570) log(1− 0.04570)

+ 0.00000 log 0.00000 + (1− 0.00000) log(1− 0.00000)

+ 0.00000 log 0.00000 + (1− 0.00000) log(1− 0.00000)) = 0.03834,

(24)

EF (T ) = −1

5
(0.00264 log 0.00264 + (1− 0.00264) log(1− 0.00264)

+ 0.00887 log 0.00887 + (1− 0.00887) log(1− 0.00887)

+ 0.00368 log 0.00368 + (1− 0.00368) log(1− 0.00368)

+ 0.00470 log 0.00470 + (1− 0.00470) log(1− 0.00470)

+ 0.00000 log 0.00000 + (1− 0.00000) log(1− 0.00000)) = 0.01447.

(25)
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Thirdly, from (9) and (14)-(17), we get Choquet entropys EC(U), EC(N), EC(I), EC(T ) on
four fuzzy sets as follows.

EC(U) = 1− (0.04483× 0.1 + 0.04858× 0.1 + 0.05664× 0.6

+ 0.20821× 0.1 + 0.93879× 0.1) = 0.536119,
(26)

EC(N) = 1− (0.00000× 0.1 + 0.00533× 0.1 + 0.01557× 0.6

+ 0.15976× 0.1 + 0.78873× 0.1) = 0.895276,
(27)

EC(I) = 1− (0.00154 log 0.00154 + 0.00000 log 0.00000 + 0.04570 log 0.04570

+ 0.00000 log 0.00000 + 0.00000 log 0.00000) = 0.15099,
(28)

EC(T ) = 1− (0.00264 log 0.00264 + 0.00887 log 0.00887 + 0.00368 log 0.00368

+ 0.00470 log 0.00470 + 0.00000 log 0.00000) = 0.10340.
(29)

Through investigations (18)-(29), we can compare the three forms of entropy on the four fuzzy
sets U,N, I, T as follows.

(1) In this study, we found that the Shannon entropy had a range [0, 1] and the fuzzy
entropy had a range [0, 0.5] and the Choquet entropy had a range [0.5, 1].

(2) The Shannon entropy ES and the fuzzy entropy EF have the same order of four countries
in the trading relationship that Korea shares with selected trading partner as follows.

ES(U) ≥ ES(N) ≥ ES(I) ≥ ES(T ), (30)

and

EF (U) ≥ EF (N) ≥ EF (I) ≥ EF (T ). (31)

(3) The Choquet entropy has the following order of the trading relationship that Korea
shares with selected trading partner.

EC(U) ≤ EF (N) ≤ EF (I) ≤ EF (T ). (32)

From (2) and (3), we observe the order in which Choquet entropy was investigated is the
opposite of the order in the other two forms.

5. Conclusions

According to the data analyzed in experiments (27) - (29), we can see that the Shannon
entropy and the Fuzzy entropy contain the same order of results. However, the results for
the Choquet entropy were very different to that of the Fuzzy and Shannon entropies, as the
opposite order of results being obtained. This finding also suggests that the results for the
Choquet entropy exhibit a much higher level of ambiguity across the four countries (New
Zealand, India, the US, and Turkey) analyzed, particular those countries that have a smaller
trading relationship with Korea.

From an economic perspective, the Shannon and Fuzzy entropies have provided scholars
with a means of better understanding the scope and magnitude of the potential relationship
that exists between particular entities, in this case the trading relationship between Korea
and four trading partners. In an era where the development of stronger bilateral economic
ties through trade, such an analysis provides a unique but timely portrayal.

Furthermore, the ambiguities present in the Choquet entropy findings highlight the im-
portant need to carry out additional research. Such efforts would help to establish a clearer
understanding on the types of trading relationships present between Korea and the four coun-
tries selected for this study.
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Table A1: The CEU for animal product exports between Korea and the USA for years
2010-2013

HSPC s a(s)(USD) u(a(s)) CEU(i,USA)(u(a))

1

s1 286892 = a(s(1)) 0.05352

0.05664
s2 330299 = a(s(2)) 0.05743
s3 358496 = a(s(3)) 0.05983
s4 364918 = a(s(4)) 0.06037

2

s1 997539 = a(s(4)) 0.09981

0.04483
s2 376805 = a(s(3)) 0.06034
s3 30005 = a(s(1)) 0.01731
s4 272884 = a(s(2)) 0.05220

3

s1 74866073 = a(s(1)) 0.86464

0.93879
s2 95654573 = a(s(2)) 0.97734
s3 100141401 = a(s(4)) 1.00000
s4 99871717 = a(s(3)) 0.99865

4

s1 3722326 = a(s(1)) 0.19280

0.20821
s2 4323214 = a(s(2)) 0.20778
s3 5016833 = a(s(4)) 0.22382
s4 4910771 = a(s(3)) 0.22145

5

s1 235669 = a(s(2)) 0.04851

0.04858
s2 359747 = a(s(3)) 0.05994
s3 101795 = a(s(1)) 0.05994
s4 863858 = a(s(4)) 0.09088

Table A2: The CEU for animal product exports between Korea and New Zealand for years
2010-2013

HSPC s a(s)(USD) u(a(s)) CEU(i,NZ)(u(a))

1

s1 6650 = a(s(4)) 0.00815

0.00533
s2 4497 = a(s(3)) 0.00670
s3 1589 = a(s(1)) 0.00398
s4 2779 = a(s(2)) 0.00527

2

s1 0 = a(s(1)) 0.00000

0.00000
s2 0 = a(s(2)) 0.00000
s3 0 = a(s(3)) 0.00000
s4 0 = a(s(4)) 0.00000

3

s1 70759196 = a(s(2)) 0.84059

0.78873
s2 91263506 = a(s(4)) 0.95464
s3 70763937 = a(s(3)) 0.84062
s4 46632301 = a(s(1)) 0.68240

4

s1 165773 = a(s(3)) 0.04069

0.15976
s2 113751 = a(s(1)) 0.03370
s3 148756 = a(s(2)) 0.03854
s4 277350 = a(s(4)) 0.05263

5

s1 0 = a(s(1)) 0.00000

0.01557
s2 0 = a(s(2)) 0.00000
s3 218022 = a(s(3)) 0.04666
s4 393025 = a(s(4)) 0.00265
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Table A3: the CEU for Animal product expert between Korea and India for years 2010-2013

HSPC s a(s)(USD) u(a(s)) CEU(u(a))

1

s1 1050 = a(s(3)) 0.00324

0.00264
s2 1300 = a(s(4)) 0.00360
s3 450 = a(s(1)) 0.00212
s4 700 = a(s(2)) 0.00264

2

s1 35432 = a(s(3)) 0.01881

0.00887
s2 50639 = a(s(4)) 0.02249
s3 2656 = a(s(1)) 0.00515
s4 8230 = a(s(2)) 0.00907

3

s1 8695 = a(s(4)) 0.009318

0.00368
s2 5247 = a(s(3)) 0.00724
s3 0 = a(s(1)) 0.00000
s4 1865 = a(s(2)) 0.00432

4

s1 0 = a(s(1)) 0.00000

0.00470
s2 21614 = a(s(3)) 0.01469
s3 30938 = a(s(4)) 0.01758
s4 0 = a(s(2)) 0.00000

5

s1 0 = a(s(1)) 0.00000

0.00000
s2 0 = a(s(2)) 0.00000
s3 0 = a(s(3)) 0.00000
s4 0 = a(s(4)) 0.00000

Table A4: The CEU for animal product exports between Korea and Turkey for years
2010-2013

HSPC s a(s)(USD) u(a(s)) CEU(u(a))

1

s1 0 = a(s(1)) 0.00000

0.00154
s2 6900 = a(s(4)) 0.00830
s3 150 = a(s(2)) 0.00122
S4 300 = a(s(3)) 0.00173

2

s1 0 = a(s(1)) 0.00000

0.00000
s2 0 = a(s(2)) 0.00000
s3 0 = a(s(3)) 0.00000
s4 0 = a(s(4)) 0.00000

3

s1 0 = a(s(1)) 0.00000

0.04570
s2 672952 = a(s(3)) 0.08198
s3 2532837 = a(s(4)) 0.15904
s4 199874 = a(s(2)) 0.04468

4

s1 0 = a(s(1)) 0.00000

0.00000
s2 0 = a(s(2)) 0.00000
s3 0 = a(s(3)) 0.00000
s4 0 = a(s(4)) 0.00000

5

s1 0 = a(s(1)) 0.00000

0.00000
s2 0 = a(s(2)) 0.00000
s3 0 = a(s(3)) 0.00000
s4 0 = a(s(4)) 0.00000

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

33 WOOD 25-33



QUADRATIC FUNCTIONAL INEQUALITY IN MODULAR

SPACES AND ITS STABILITY

CHANG IL KIM AND GILJUN HAN∗

Abstract. In this paper, we prove the generalized Hyers-Ulam stability for

the following functional inequality

ρ(f(x+y)+f(x−y)−2f(x)−2f(y)) ≥ ρ(k[f(ax+by)+f(ax−by)−2a2f(x)−2b2f(y)])

in modular spaces without 42-conditions.

1. Introduction and preliminaries

In 1940, Ulam proposed the following stability problem (cf. [16]):
“Let G1 be a group and G2 a metric group with the metric d. Given a constant

δ > 0, does there exist a constant c > 0 such that if a mapping f : G1 −→
G2 satisfies d(f(xy), f(x)f(y)) < c for all x, y ∈ G1, then there exists a unique
homomorphism h : G1 −→ G2 with d(f(x), h(x)) < δ for all x ∈ G1?”
In the next year, Hyers [4] gave the first affirmative partial answer to the ques-
tion of Ulam for Banach spaces. Hyers’ theorem was generalized by Aoki [2] for
additive mappings and by Rassias [13] for linear mappings by considering an un-
bounded Cauchy difference, the latter of which has influenced many developments
in the stability theory. This area is then referred to as the generalized Hyers-Ulam
stability. A generalization of the Rassias’ theorem was obtained by Gǎvruta [3]
by replasing the unbounded Cauchy difference by a general control function in the
spirit of Rassias’ approach.

A problem that mathematicians has dealt with is ”how to generalize the classical
function space Lp”. A first attempt was made by Birnhaum and Orlicz in 1931. The
more abstract generalization was given by Nakano [11] in 1950 based on replacing
the particular integral form of the functional by an abstract one that satisfies some
good properties. This functional was called modular( [1], [6], [7], [8], [9], [12], [15],
[18]). This idea was refined and generalized by Musielak and Orlicz [10] in 1959.

Recently, Sadeghi [14] presented a fixed point method to prove the general-
ized Hyers-Ulam stability of functional equations in modular spaces with the 42-
condition and Wongkum, Chaipunya, and Kumam [17] proved the fixed point theo-
rem and the generalized Hyers-Ulam stability for quadratic mappings in a modular
space whose modular is convex, lower semi-continuous but do not satisfy the 42-
condition.

2010 Mathematics Subject Classification. 39B52, 39B72, 47H09.

Key words and phrases. Fixed point theorem, Hyers-Ulam stability, modular spaces.
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2 CHANGIL KIM AND GILJUN HAN

In this paper, we prove the generalized Hyers-Ulam stability for the following
quadratic functional equation

ρ(f(x+ y) + f(x− y)− 2f(x)− 2f(y))

≥ ρ(k[f(ax+ by) + f(ax− by)− 2a2f(x)− 2b2f(y)])
(1.1)

in modular spaces without 42-conditions by using a fixed point theorem.

Definition 1.1. Let X be a vector space over a field K(R, C, or N).
(1) A generalized functional ρ : X −→ [0,∞] is called a modular if

(M1) ρ(x) = 0 if and only if x = 0 ,
(M2) ρ(αx) = ρ(x) for every scalar α with |α| = 1, and
(M3) ρ(z) ≤ ρ(x) + ρ(y) whenever z is a convex combination of x and y.

(2) If (M3) is replaced by
(M4) ρ(αx+ βy) ≤ αρ(x) + βρ(y)

for all x, y ∈ V and for all nonnegative real numbers α, β with α+ β = 1, then we
say that ρ is convex.

For any modular ρ on X, the modular space Xρ is defined by

Xρ = {x ∈ X | ρ(λx)→ 0 as λ→ 0}

and the modular space Xρ can be equipped with a norm called the Luxemburg
norm, defined by

‖x‖ρ = inf
{
λ > 0 | ρ

(x
λ

)
≤ 1
}
.

Let Xρ be a modular space and {xn} a sequence in Xρ. Then (i) {xn} is called
ρ-Cauchy if for any ε > 0, one has ρ(xn − xm) < ε for sufficiently large m,n ∈ N,
(ii) {xn} is called ρ-convergent to a point x ∈ Xρ if ρ(xn − x)→ 0 as n→∞, and
(iii) a subset K of Xρ is called ρ-complete if each ρ-Cauchy sequence is ρ-convergent
to a point in K.

A modular space Xρ is said to satisfy the 42-condition if there exists k ≥ 2 such
that Xρ(2x) ≤ kXρ(x) for all x ∈ X.

Example 1.2. ([9], [11], [12]) A convex function ζ defined on the interval [0,∞),
nondecreasing and continuous, such that ζ(0) = 0, ζ(α) > 0 for α > 0, ζ(α) → ∞
as α→∞, is called an Orlicz function. Let (Ω,Σ, µ) be a measure space and L0(µ)
the set of all measurable real valued (or complex valued) functions on Ω. Deine the
Orlicz modular ρζ on L0(µ) by the formula ρζ(f) =

∫
Ω
ζ(|f |)dµ. The associated

modular space with respect to this modular is called an Orlicz space, and will be
denoted by (Lζ ,Ω, µ) or briefly Lζ . In other words,

Lζ = {f ∈ L0(µ) | ρζ(λf) <∞ for some λ > 0}.

It is known that the Orlicz space Lζ is ρζ-complete. Moreover, (Lζ , ‖ · ‖ρζ ) is a
Banach space, where the Luxemburg norm ‖ · ‖ρζ is defined as follows

‖f‖ρζ = inf
{
λ > 0

∣∣∣ ∫
Ω

ζ
( |f |
λ

)
dµ ≤ 1

}
.

Further, if µ is the Lebesgue measure on R and ζ(t) = et − 1, then ρζ does not
satisfy the 42-condition.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

35 CHANG IL KIM 34-41



QUADRATIC FUNCTIONAL INEQUALITY IN MODULAR SPACES AND ITS STABILITY 3

For a modular space Xρ, a nonempty subset C of Xρ, and a mapping T : C −→
C, the orbit of T at x ∈ C is the set

O(x) = {x, Tx, T 2x, · · ·}.

If δρ(x) = sup{ρ(u − v) | u, v ∈ O(x)} < ∞, then one says that T has a bounded
orbit at x.

Lemma 1.3. [5] Let Xρ be a modular space whose induced modular is lower semi-
continuous and let C ⊆ Xρ be a ρ-complete subset. If T : C −→ C is a ρ-
contraction, that is, there is a constant L ∈ [0, 1) such that

ρ(Tx− Ty) ≤ Lρ(x− y), ∀x, y ∈ C

and T has a bounded orbit at a point x0 ∈ C, then the sequence {Tnx0} is ρ-
convergent to a point w ∈ C.

For any modular ρ on X and any linear space V , we define a set M

M := {g : V −→ Xρ | g(0) = 0}

and the generalized function ρ̃ on M by for each g ∈M,

ρ̃(g) := inf{c > 0 | ρ(g(x)) ≤ cψ(x, 0), ∀x ∈ V },

where ψ : V 2 −→ [0,∞) is a mapping. The proof of the following lemma is similar
to the proof of Lemma 10 in [17].

Lemma 1.4. Let V be a linear space, Xρ a ρ-complete modular space where ρ is
convex lower semi-continuous and f : V −→ Xρ a mapping with f(0) = 0. Let
ψ : V 2 −→ [0,∞) be a mapping such that

ψ(ax, ax) ≤ a2Lψ(x, x)(1.2)

for all x, y ∈ V and some a and L with a ≥ 2 and 0 ≤ L < 1. Then we have the
following :
(1) M is a linear space,
(2) ρ̃ is a convex modular, and
(3) Mρ̃ = M and Mρ̃ is ρ̃-complete, and
(4) ρ̃ is lower semi-continuous.

2. Solutions of (1.1)

In this section, we consider solutions of (1.1).
For any f : V −→ Xρ, let

Af (x, y) = k[f(ax+ by) + f(ax− by)− 2a2f(x)− 2b2f(y)]

and

Bf (x, y) = f(x+ y) + f(x− y)− 2f(x)− 2f(y).

Lemma 2.1. Let ρ be a convex modular on X and f : V −→ Xρ an even mapping
with f(0) = 0. Suppose that ka2 ≥ 1 and b2 > a2. Then f is a quadratic mapping
if and only if f is a solution of (1.1).
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Proof. Since k 6= 0 and f is even, we have

(2.1) f(ax) = a2f(x), f(bx) = b2f(x)

for all x ∈ V . Putting y = ay in (1.1), by (2.1), we have

ρ(f(x+ ay) + f(x− ay)− 2f(x)− 2a2f(y))

≥ ρ(ka2[f(x+ by) + f(x− by)− 2f(x)− 2b2f(y)])
(2.2)

for all x, y ∈ V and letting y = y
a in (2.2), by (2.1), we have

(2.3) ρ(Bf (x, y)) ≥ ρ(ka2[f(x+ py) + f(x− py)− 2f(x)− 2p2f(y)])

for all x, y ∈ V ,where p = b
a . Since ρ is convex and ka2 ≥ 1, by (2.3),

(2.4) ρ(Bf (x, y)) ≥ ka2ρ(f(x+ py) + f(x− py)− 2f(x)− 2p2f(y))

for all x, y ∈ V . Letting x = py in (2.3), by (2.1), we have

ρ(f(px+ y) + f(px− y)− 2p2f(x)− 2f(y))

≥ kb2ρ(f(x+ y) + f(x− y)− 2f(x)− 2f(y))
(2.5)

for all x, y ∈ V , because ρ is convex and b2 > a2. Interchanging x and y in (2.5),
we have

(2.6) ρ(f(x+ py) + f(x− py)− 2f(x)− 2p2f(y)) ≥ kb2ρ(Bf (x, y))

for all x, y ∈ V . By (M4), (2.4), and (2.6), we have

ρ(f(x+ py) + f(x− py)− 2f(x)− 2p2f(y))

≥ k2a2b2ρ(f(x+ py) + f(x− py)− 2f(x)− 2p2f(y))
(2.7)

for all x, y ∈ V . Since k2a2b2 > 1, by (2.7) and (M1), we get

f(x+ py) + f(x− py)− 2f(x)− 2p2f(y) = 0

for all x, y ∈ V and hence f is a quadratic mapping. The converse is trivial. �

Theorem 2.2. Let ρ be a convex modular on X and f : V −→ Xρ a mapping with
f(0) = 0. Suppose that ka2 ≥ 2 and b2 > a2. Then f is a quadratic mapping if and
only if f is a solution of (1.1).

Proof. By (1.1), we have

ρ(Afo(x, y)) ≤ 1

2
ρ(Af (x, y)) +

1

2
ρ(Af (−x,−y))

≤ 1

2
ρ(Bf (x, y)) +

1

2
ρ(Bf (−x,−y))

≤ 1

2
ρ(2Bfo(x, y)) +

1

2
ρ(2Bfe(x, y))

(2.8)

for all x, y ∈ V and similarly, we have

(2.9) ρ(Afe(x, y)) ≤ 1

2
ρ(2Bfo(x, y)) +

1

2
ρ(2Bfe(x, y))

for all x, y ∈ V . Letting x = 0 in (2.8), by (M4), we have

(2.10)
1

2
ρ(4fo(y)) ≥ ρ(2kb2fo(y)) ≥ kb2

2
ρ(4fo(y))
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for all y ∈ V , because ρ is convex and kb2 > 2. Since kb2 > 1, by (2.10) and (M1),
we have fo(y) = 0 for all y ∈ V and hence by (2.9), we have

(2.11) ρ(Afe(x, y)) ≤ ρ(2Bfe(x, y))

for all x, y ∈ V . Since ka2 ≥ 2 and b2 > a2, by Lemma 2.1 and (2.11), 2fe is a
quadratic mapping and since fo(x) = 0 for all x ∈ X, f is a quadratic mapping. �

For k = 1 in Theorem 2.2, we have the following corollary:

Corollary 2.3. Let ρ be a convex modular on X and f : V −→ Xρ a mapping with
f(0) = 0. Suppose that b2 > a2 ≥ 2. The f is quadratic if and only if

ρ(Bf (x, y)) ≥ ρ(f(ax+ by) + f(ax− by)− 2a2f(x)− 2b2f(y))

for all x, y ∈ V .

Corollary 2.4. Let ρ be a convex modular on X and f : V −→ Xρ a mapping with
f(0) = 0. Suppose that ka2 ≥ 2 and b2 > a2. Then the following are equivalent

(1) f is quadratic,
(2) f satisfies (1.1), and
(3) f satisfies the following

ρ(rBf (x, y)) ≥ ρ(rAf (x, y))

for all x, y ∈ V and all real number r.

3. The generalized Hyers-Ulam stability for (1.1) in modular spaces

Throughout this section, we assume that every modular is convex and lower semi-
continuous. In this section, we will prove the generalized Hyers-Ulam stability for
(1.1).

Lemma 3.1. Let ρ be a convex modular on X and t a real number with 2 ≤ t.
Then

ρ
(1

t
x+

1

t
y
)
≤ 1

t
ρ(x) +

1

t
ρ(y)

for all x, y ∈ X.

Proof. Since ρ is a convex modular on X, we have

ρ
(1

t
x+

1

t
y
)
≤ 1

t
ρ(x) +

(
1− 1

t

)
ρ
( 1

t− 1
y
)
≤ 1

t
ρ(x) +

1

t
ρ(y)

for all x, y ∈ X, because 2 ≤ t. �

Theorem 3.2. Let ρ be a modular on X, V a linear space, Xρ a ρ-complete modular
space and f : V −→ Xρ a mapping with f(0) = 0. Suppose that a ≥ 2, k ≥ a2, and
b2 > a2. Let φ : V 2 −→ [0,∞) be a mapping such that

(3.1) φ(ax, ay) ≤ a2Lφ(x, y)

for all x, y ∈ V and some L with 0 < L < 1 and

(3.2) ρ(rAf (x, y)) ≤ ρ(rBf (x, y)) + |r|φ(x, y)

for all x, y ∈ V and all real number r. Then there exists a unique quadratic mapping
Q : V −→ Xρ such that

(3.3) ρ
(
Q(x)− 1

a2
f(x)

)
≤ 1

ka4(1− L)
φ(x, 0)

for all x ∈ V .
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Proof. By Lemma 1.4, ρ̃ is a lower semi-continuous convex modular on Mρ̃, Mρ̃ =

M, and Mρ̃ is ρ̃-complete. Define T : Mρ̃ −→ Mρ̃ by Tg(x) =
1

a2
g(ax) for all

g ∈ Mρ̃ and all x ∈ V . Let g, h ∈ Mρ̃. Suppose that ρ̃(g − h) ≤ c for some
nonnegative real number c. Then by (3.1), we have

ρ(Tg(x)− Th(x)) ≤ 1

a2
ρ(g(ax)− h(ax)) ≤ Lcφ(x, 0)

for all x ∈ V and so ρ̃(Tg − Th) ≤ Lρ̃(g − h). Hence T is a ρ̃-contraction. Since
2k > 1, by (3.2), for r = 1, we get

(3.4) ρ
(
f(ax)− a2f(x)

)
≤ 1

2k
ρ(2kf(ax)− 2ka2f(x)) ≤ 1

2k
φ(x, 0)

for all x ∈ X. Since a ≥ 2, by (3.4),

(3.5) ρ(Tf(x)−f(x)) = ρ
( 1

a2
f(ax)−f(x)

)
≤ 1

a2
ρ(f(ax)−a2f(x)) ≤ 1

2ka2
φ(x, 0)

for all x ∈ X.
Now, we claim that T has a bounded orbit at 1

a2 f . By Lemma 3.1 and (3.5), for
any nonnegative integer n, we obtain

ρ
(1

a
Tnf(x)− 1

a
f(x)

)
≤ 1

a
ρ
(
Tnf(x)− 1

a2
f(ax)

)
+

1

a
ρ
( 1

a2
f(ax)− f(x)

)
≤ 1

a2
ρ
(1

a
Tn−1f(ax)− 1

a
f(ax)

)
+

1

2ka3
φ(x, 0)

for all x ∈ V and by (3.1), we have

(3.6) ρ
(1

a
Tnf(x)− 1

a
f(x)

)
≤ 1

2ka3

n−1∑
i=0

Liφ(x, 0) ≤ 1

2ka3(1− L)
φ(x, 0)

for all x ∈ V and all n ∈ N. By Lemma 3.1 and (3.6), we get

ρ
( 1

a2
Tnf(x)− 1

a2
Tmf(x)

)
= ρ
( 1

a2
Tnf(x)− 1

a2
Tmf(x)

)
≤ 1

ka4(1− L)
φ(x, 0)

(3.7)

for all x ∈ V and all nonnegative integers n,m. Hence T has a bounded orbit at
1
a2 f .

By Lemma 1.3, there is a Q ∈Mρ̃ such that {Tn 1
a2 f} is ρ̃-convergent to Q. Since

ρ̃ is lower semi-continuous, we get

0 ≤ ρ̃(TQ−Q) ≤ lim inf
n→∞

ρ̃
(
TQ− Tn+1 1

a2
f
)
≤ lim inf

n→∞
Lρ̃
(
Q− Tn 1

a2
f
)

= 0

and hence Q is a fixed point of T in Mρ̃. Since a ≥ 2, there is a a natural number
t with k < at−6 and 2kb2 < at−3 and hence we have

ρ
( 1

at

[
AQ(x, y)− 1

a2n+2
Af (anx, any)

])
≤ k

at
ρ
(
Q(ax+ by)− 1

a2n+2
f(an+1x+ anby)

)
+

2k

at−2
ρ
(
Q(x)− 1

a2n+2
f(anx)

)
+
k

at
ρ
(
Q(ax− by)− 1

a2n+2
f(an+1x− anby)

)
+

2kb2

at
ρ
(
Q(y)− 1

a2n+2
f(any)

)
for all x, y ∈ V and all n ∈ N. Letting n→∞ in the above inequality, we get

(3.8) lim
n→∞

ρ
( 1

at

[
AQ(x, y)− 1

a2n+2
Af (anx, any)

])
= 0
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for all x, y ∈ V , because { 1
a2n+2 f} is ρ̃-convergent to Q. Similarly, we have

(3.9) lim
n→∞

ρ
( 1

at

[
BQ(x, y)− 1

a2n+2
Bf (anx, any)

])
= 0

for all x, y ∈ V . Since a2 ≤ k, by (3.2), we have

ρ
( 1

kat+1
AQ(x, y)

)
≤ 1

a
ρ
( 1

kat

[
AQ(x, y)− 1

a2n+2
Af (anx, any)

])
+

1

a
ρ
( 1

a2n+t+4
Af (anx, any)

)
≤ 1

a3
ρ
( 1

at

[
AQ(x, y)− 1

a2n+2
Af (anx, any)

])
+

1

a
ρ
( 1

a2n+t+4
Bf (anx, bny)

)
+

1

a2n+t+5
φ(anx, any)

≤ 1

a3
ρ
( 1

at

[
AQ(x, y)− 1

a2n+2
Af (anx, any)

])
+

1

a2
ρ
( 1

at+1
BQ(x, y)

)
+

1

a3
ρ
( 1

at

[ 1

a2n+2
Bf (anx, any)−BQ(x, y)

])
+

Ln

at+5
φ(x, y)

for all x, y ∈ V and all n ∈ N. Letting n → ∞ in the last inequality, by (3.8) and
(3.9), we get

ρ
( 1

kat+1
AQ(x, y)

)
≤ ρ
( 1

at+1
BQ(x, y)

)
for all x, y ∈ V . By Corollary 2.3, Q is a quadratic mapping. Moreover, since ρ is
lower semi-continuous, by (3.7), we have (3.3). �

Corollary 3.3. Let X and Y be normed spaces and ε, θ, and p real numbers with
ε ≥ 0, θ ≥ 0, and 0 < p < 1. Suppose that a ≥ 2, k ≥ a2, and b2 > a2. Let
f : X −→ Y be a mapping such that f(0) = 0 and

‖Af (x, y)‖ ≤ ‖Bf (x, y)‖+ ε+ θ(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
for all x, y ∈ X. Then there is a quadratic mapping Q : X −→ Y such that

‖Q(x)− f(x)‖ ≤ 1

k(a2 − a2p)
(ε+ θ‖x‖2p)

for all x ∈ X.

Proof. Let ρ(z) = ‖z‖ for all y ∈ Y and φ(x, y) = ε+ θ(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)
for all x, y ∈ V . Then ρ is a convex modular on a normed space Y , Y = Yρ, and
φ(ax, ay) ≤ a2pφ(x, y) for all x, y ∈ V . By Theorem 3.2, we have the results. �

Using Example 1.1, we get the following example.

Example 3.4. Let θ, and p be real numbers with θ ≥ 0 and 0 < p < 1. Suppose
that a ≥ 2, k ≥ a2, and b2 > a2. Let ζ be an Orlicz function and Lζ the Orlicz
space. Let f : V −→ Lζ be a mapping such that f(0) = 0 and∫

Ω

ζ(rAf (x, y))dµ ≤
∫

Ω

ζ(rBf (x, y))dµ+ |r|θ(‖x‖2p + ‖y‖2p + ‖x‖p‖y‖p)

for all x, y ∈ X and all real number r. Then there is a quadratic mapping Q :
X −→ Y such that∫

Ω

ζ
(∣∣∣Q(x)− 1

a2
f(x)

∣∣∣)dµ ≤ θ

ka2(a2 − a2p)
‖x‖2p

for all x ∈ X.
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Complex Multivariate Taylor�s formula
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Abstract

We derive here a Taylor�s formula with integral remainder in the sev-
eral complex variables and we estimate its remainder.

2010 Mathematics Subject Classi�cation : 32A05, 32A10, 32A99.
Key Words and phrases: Taylor�s formula in several complex variables, re-
mainder estimation.

1 Main Results

We need the following vector Taylor�s formula:

Theorem 1 (Shilov, [3], pp. 93-94) Let n 2 N and f 2 Cn ([a; b] ; X), where
[a; b] � R and (X; k�k) is a Banach space. Then

f (b) = f (a) +
n�1X
i=1

(b� a)i

i!
f (i) (a) +

1

(n� 1)!

Z b

a

(b� x)n�1 f (n) (x) dx: (1)

The remainder here is the Riemann X-valued integral (de�ned similar to nu-
merical one) given by

Qn�1 =
1

(n� 1)!

Z b

a

(b� x)n�1 f (n) (x) dx; (2)

with the property:

kQn�1k � max
a�x�b




f (n) (x)


 (b� a)n
n!

: (3)

The derivatives above are de�ned similar to the numerical ones. We make

Remark 2 Here Q is an open convex subset of Ck, k � 2; z := (z1; :::; zk),
x0 := (x01; :::; x0k) 2 Q. Let f : Q ! C be a coordinate-wise holomorphic

1
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function. Then, by the famous Hartog�s fundamental theorem ([1], [2]) f is
jointly holomorphic and jointly continuous on Q. Let n 2 N. Each nth order
complex partial derivative is denoted by f� :=

@�f
@x� , where � := (�1; :::; �k),

�i 2 Z+, i = 1; :::; k and j�j :=
kP
i=1

�i = n:

Consider
gz (t) := f (x0 + t (z � x0)) , 0 � t � 1: (4)

Clearly it holds that x0 + t (z � x0) 2 Q and gz (t) 2 C, 8 t 2 [0; 1].
Then we derive

g(j)z (t) =

24 kX
i=1

(zi � x0i)
@

@xi

!j
f

35 (x01 + t (z1 � x01) ; :::; x0k + t (zk � x0k)) ;
(5)

for all j = 0; 1; :::; n:

Notice here that any mixed partials commute. We remind that (C; j�j) is a
Banach space. By Shilov�s Theorem 1, about the Taylor�s formula for Banach
space valued functions, we obtain

Theorem 3 It holds

f (z1; :::; zk) = gz (1) =
n�1X
j=0

g
(j)
z (0)

j!
+Rn (z; 0) ; (6)

where

Rn (z; 0) =
1

(n� 1)!

Z 1

0

(1� �)n�1 g(n)z (�) d�; (7)

and notice that gz (0) = f (x0) :

We make

Remark 4 Notice that (by (7)) we get

jRn (z; 0)j �
�
max
0���1

���g(n)z (�)
���� 1

n!
: (8)

We also have for j = 0; 1; :::; n:

g(j)z (0) =
X

�:=(�1;:::;�k); �j2Z+

i=1;:::;k; j�j:=
kP
i=1

�i=j

0BBB@ j!
kQ
i=1

�i!

1CCCA
 

kY
i=1

(zi � x0i)�i
!
f� (x0) : (9)

2
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Furthermore it holds

g(n)z (�) =
X

�:=(�1;:::;�k); �j2Z+

i=1;:::;k; j�j:=
kP
i=1

�i=n

0BBB@ n!
kQ
i=1

�i!

1CCCA
 

kY
i=1

(zi � x0i)�i
!
f� (x0 + � (z � x0)) ;

(10)
0 � � � 1:
Another version of (6) is

f (z1; :::; zk) = gz (1) =
nX
j=0

g
(j)
z (0)

j!
+Rn (z; 0) ; (11)

where

Rn (z; 0) =
1

(n� 1)!

Z 1

0

(1� �)n�1
�
g(n)z (�)� g(n)z (0)

�
d�: (12)

Identities (6) and (11) are the multivariate complex Taylor�s formula with inte-
gral remainders.

We give

Example 5 Let n = k = 2. Then

gz (t) = f (x01 + t (z1 � x01) ; x02 + t (z2 � x02)) ; t 2 [0; 1] ;

and

g0z (t) = (z1 � x01)
@f

@x1
(x0 + t (z � x0)) + (x2 � x02)

@f

@x2
(x0 + t (z � x0)) :

(13)
In addition,

g00z (t) = (z1 � x01)
�
@f

@x1
(x0 + t (z � x0))

�0
+(x2 � x02)

�
@f

@x2
(x0 + t (z � x0))

�0
= (z1 � x01)

�
(z1 � x01)

@f2

@x21
(�) + (z2 � x02)

@f2

@x2@x1
(�)
�
+ (14)

(z2 � x02)
�
(z1 � x01)

@f2

@x1@x2
(�) + (z2 � x02)

@f2

@x22
(�)
�
:

Hence,

g00z (t) = (z1 � x01)
2 @f

2

@x21
(�) + (z1 � x01) (z2 � x02)

@f2

@x2@x1
(�)+

(z1 � x01) (z2 � x02)
@f2

@x1@x2
(�) + (z2 � x02)2

@f2

@x22
(�) ; (15)

where � := x0 + t (z � x0).
Notice that gz (t) ; g0z (t) ; g

00
z (t) 2 C:

3

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

44 Anastassiou 42-46



We make

Remark 6 We de�ne

kfkp;zx0 :=
�Z 1

0

jf (x0 + � (z � x0))jp d�
� 1

p

, p � 1; (16)

where zx0 denotes the segment zx0 � Q.
We also de�ne

kfk1;zx0
:= max

�2[0;1]
jf (x0 + � (z � x0))j : (17)

By (10) we obtain

���g(n)z (�)
��� � X

�:=(�1;:::;�k); �j2Z+

i=1;:::;k; j�j:=
kP
i=1

�i=n

0BBB@ n!
kQ
i=1

�i!

1CCCA
 

kY
i=1

jzi � x0ij�i
!
jf� (x0 + � (z � x0))j ;

(18)
8 � 2 [0; 1] :
Therefore, by norm properties for 1 � p � 1, it holds




g(n)z





p;zx0

�
X

�:=(�1;:::;�k); �j2Z+

i=1;:::;k; j�j:=
kP
i=1

�i=n

0BBB@ n!
kQ
i=1

�i!

1CCCA
 

kY
i=1

jzi � x0ij�i
!
kf�kp;zx0 (19)

�
 

kX
i=1

jzi � x0ij
!n

kf��kp;zx0 ;

where
kf��kp;zx0 := max

j�j=n
kf�kp;zx0 ; (20)

for all 1 � p � 1:
That is 


g(n)z





p;zx0

�
�
kz � x0kl1

�n kf��kp;zx0 ; (21)

for all 1 � p � 1:
Therefore by (8) we obtain

jRn (z; 0)j �
�
kz � x0kl1

�n kf��k1;zx0

n!
: (22)

Next, we put things together and we further estimate Rn (z; 0) :

4
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Theorem 7 Here p; q > 1 : 1p +
1
q = 1. It holds

jRn (z; 0)j � min

8>>>>>>>><>>>>>>>>:

kg(n)z k1;zx0

n! ;

kg(n)z k
1;zx0

(n�1)! ;

kg(n)z k
p;zx0

(n�1)!(q(n�1)+1)
1
q

9>>>>>>>>=>>>>>>>>;
� (23)

�
kz � x0kl1

�n
min

8>>>>>>><>>>>>>>:

kf��k1;zx0

n! ;

kf��k1;zx0
(n�1)! ;

kf��kp;zx0
(n�1)!(q(n�1)+1)

1
q
:

(24)

Proof. Based on (7), Hölder�s inequality and (21).
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Abstract :

In this paper we introduce the Barnes-type multiple twisted q-Euler numbers and polynomials

of the second kind, by using fermionic p-adic invariant integral on Zp. Using these numbers and

polynomials, we construct the Barnes-type multiple twisted q-Euler zeta function of the second kind.

Finally, we obtain the relations between these numbers and polynomials and Barnes-type multiple

twisted q -Euler zeta function.

Key words : p-adic invariant integral on Zp, Euler numbers and polynomials of the second kind,

q-Euler numbers and polynomials of the second kind, Barnes-type multiple twisted q-Euler numbers

and polynomials of the second kind, Barnes-type multiple twisted q -Euler zeta function.
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1. Introduction

Recently, Bernoulli numbers, Bernoulli polynomials, q-Bernoulli numbers, q-Bernoulli polyno-

mials, the second kind Bernoulli number, the second kind Bernoulli polynomials, Euler numbers of

the second kind , Euler polynomials of the second kind, Genocchi numbers, Genocchi polynomials,

tangent numbers, tangent polynomials, and Bell polynomials were studied by many authors(see [1,

2, 3, 4, 9]). Euler numbers and polynomials possess many interesting properties and arising in many

areas of mathematics and physics. In [5], by using Euler numbers Ej and polynomials Ej(x) of

the second kind, we investigated the alternating sums of powers of consecutive odd integers. Also

we carried out computer experiments for doing demonstrate a remarkably regular structure of the

complex roots of the second kind Euler polynomials En(x)(see [6]). The outline of this paper is

as follows. We introduce the Barnes-type multiple twisted q-Euler numbers and polynomials of

the second kind, by using fermionic p-adic invariant integral on Zp. In Section 2, we construct

the Barnes-type multiple twisted q-Euler zeta function of the second kind. Finally, we obtain the

relations between these numbers and polynomials and Barnes-type multiple twisted q -Euler zeta

function.

Throughout this paper we use the following notations. By Zp we denote the ring of p-adic

rational integers, Qp denotes the field of rational numbers, N denotes the set of natural numbers, C
denotes the complex number field, and Cp denotes the completion of algebraic closure of Qp. Let νp

be the normalized exponential valuation of Cp with |p|p = p−νp(p) = p−1. For

g ∈ UD(Zp) = {g|g : Zp → Cp is uniformly differentiable function},

the fermionic p-adic invariant integral on Zp of the function g ∈ UD(Zp) is defined by

I−1(g) =

∫
Zp

g(x)dµ−1(x) = lim
N→∞

pN−1∑
x=0

g(x)(−1)x, see [1, 2, 4]. (1.1)
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From (1.1), we note that ∫
Zp

g(x+ 1)dµ−1(x) +

∫
Zp

g(x)dµ−1(x) = 2g(0). (1.2)

First, we introduced the second kind Euler numbers En. The second kind Euler numbers En are

defined by the generating function:

2et

e2t + 1
=

∞∑
n=0

En
tn

n!
. (1.3)

We introduce the second kind Euler polynomials En(x) as follows:

2et

e2t + 1
ext =

∞∑
n=0

En(x)
tn

n!
. (1.4)

In [5, 6], we studied the second kind Euler numbers En and polynomials En(x) and investigate their

properties.

2. Barnes-type multiple twisted q-Euler numbers and polynomials of the second kind

In this section, we assume that w1, . . . , wk ∈ Zp and a1, . . . , ak ∈ Z. Let Tp = ∪N≥1CpN =

limN→∞ CpN , where CpN = {ω|ωpN

= 1} is the cyclic group of order pN . For ω ∈ Tp, we denote by

ϕω : Zp → Cp the locally constant function x 7−→ ωx.

We construct the Barnes-type multiple twisted q-Euler polynomials of the second kind,

En,ω,q(w1, . . . , wk; a1, . . . , ak | x).

For k ∈ N, we define Barnes-type multiple twisted q-Euler polynomials of the second kind as follows:∫
Zp

· · ·
∫
Zp︸ ︷︷ ︸

k−times

ωx1+···+xkqa1x1+···+akxke(x+2w1x1+···+2wkxk+k)tdµ−1(x1) · · · dµ−1(xk)

=
2kekt

(ωqa1e2w1t + 1)(ωqa2e2w2t + 1) · · · (ωqake2wkt + 1)
ext

=
∞∑

n=0

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) t
n

n!
.

(2.1)

In the special case, x = 0, En,ω,q(w1, . . . , wk; a1, . . . , ak | 0) = En,ω,q(w1, . . . , wk; a1, . . . , ak) are

called the n-th Barnes-type multiple twisted q-Euler numbers of the second kind. By (2.1) and

Taylor expansion of e(x+2w1x1+···+2wkxk+k)t, we have the following theorem.

Theorem 1. For positive integers n and k, we have

En,ω,q(w1, . . . , wk; a1, . . . , ak | x)

=

∫
Zp

· · ·
∫
Zp︸ ︷︷ ︸

k−times

ωx1+···+xkqa1x1+···+akxk(x+ 2w1x1 + · · ·+ 2wkxk + k)ndµ−1(x1) · · · dµ−1(xk).

In the case when x = 0 in (2.1), we have the following corollary.

Corollary 2. For positive integers n, we have

En,ω,q(w1, . . . , wk; a1, . . . , ak)

=

∫
Zp

· · ·
∫
Zp︸ ︷︷ ︸

k−times

ω
∑k

i=1 xiq
∑k

i=1 aixi(2w1x1 + · · ·+ 2wkxk + k)ndµ−1(x1) · · · dµ−1(xk). (2.2)
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By Theorem 1 and (2.2), we obtain

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) =
n∑

l=0

(
n

l

)
El,ω,q(w1, . . . , wk; a1, . . . , ak)x

n−l, (2.3)

where
(
n
k

)
is a binomial coefficient.

We define distribution relation of Barnes-type multiple twisted q-Euler polynomials of the

second kind as follows: For m ∈ N with m ≡ 1( mod 2), we obtain

∞∑
n=0

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) t
n

n!

=
2kekmt

(ωmqa1me2w1mt + 1)(ωmqa2me2w2mt + 1) · · · (ωmqakme2wkmt + 1)

×
m−1∑

l1,...,lk=0

(−1)l1+···+lkω
∑k

i=1 liq
∑k

i=1 ailie

x+ 2w1l1 + · · ·+ 2wklk + k −mk

m

(mt)

.

From the above equation, we obtain

∞∑
n=0

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) t
n

n!

=
∞∑

n=0

mn
m−1∑

l1,...,lk=0

(−1)l1+···+lkω
∑k

i=1 liq
∑k

i=1 aili

× En,ωm,qm

(
w1, . . . , wk; a1, . . . , ak | x+ 2w1l1 + · · ·+ 2wklk + k −mk

m

)
tn

n!
.

By comparing coefficients of
tn

n!
in the above equation, we arrive at the following theorem.

Theorem 3 (Distribution relation). For m ∈ N with m ≡ 1( mod 2), we have

En,ω,q(w1, . . . , wk; a1, . . . , ak | x)

= mn
m−1∑

l1,...,lk=0

(−1)l1+···+lkω
∑k

i=1 liq
∑k

i=1 aili

× En,ωm,qm

(
w1, . . . , wk; a1, . . . , ak | x+ 2w1l1 + · · ·+ 2wklk + k −mk

m

)
.

From (2.1), we derive∫
Zp

· · ·
∫
Zp︸ ︷︷ ︸

k−times

ωx1+···+xkqa1x1+···+akxke(x+2w1x1+···+2wkxk+k)tdµ−1(x1) · · · dµ−1(xk)

= 2k
∞∑

m1,...mk=0

(−1)m1+···+mkω
∑k

i=1 miq
∑k

i=1 aimie(x+2w1m1+···+2wkmk+k)t.

(2.4)

From (2.2) and (2.4), we note that

En,ω,q(w1, . . . , wk; a1, . . . , ak | x)

= 2k
∞∑

m1,...mr=0

(−1)m1+···+mrq
∑k

i=1 aimi(x+ 2w1m1 + · · ·+ 2wkmk + k)n.
(2.5)

By using binomial expansion and (2.1), we have the following addition theorem.
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Theorem 4(Addition theorem). Barnes-type multiple twisted q-Euler polynomials of the sec-

ond kind En,ω,q(w1, . . . , wk; a1, . . . , ak | x) satisfies the following relation:

En,ω,q(w1, . . . , wk; a1, . . . , ak | x+ y) =
n∑

l=0

(
n

l

)
El,ω,q(w1, . . . , wk; a1, . . . , ak | x)yn−l.

3. Barnes-type multiple twisted q-Euler zeta function of the second kind

In this section, we assume that q ∈ C with |q| < 1 and the parameters w1, . . . , wk are positive.

Let ω be the pN -th root of unity. By applying derivative operator,
dl

dtl
|t=0 to the generating function

of Barnes-type multiple twisted q-Euler polynomials of the second kind, En,ω,q(w1, . . . , wk; a1, . . . , ak |
x), we define Barnes-type multiple twisted q-Euler zeta function of the second kind. This function

interpolates the Barnes-type multiple twisted q-Euler polynomials of the second kind at negative

integers.

By (2.1), we obtain

Fω,q(w1, . . . , wk; a1, . . . , ak | x, t) = 2kekt

(ωqa1e2w1t + 1) · · · (ωqake2wkt + 1)
ext

=

∞∑
n=0

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) t
n

n!
.

(3.1)

Hence, by (3.1), we obtain

∞∑
n=0

En,ω,q(w1, . . . , wk; a1, . . . , ak | x) t
n

n!

= 2k
∞∑

m1,...mr=0

(−1)m1+···+mkω
∑k

i=1 miq
∑k

i=1 aimie(x+2w1m1+···+2wkmk+k)t.

By applying derivative operator,
dl

dtl
|t=0 to the above equation, we have

En,ω,q(w1, . . . , wk; a1, . . . , ak | x)

= 2k
∞∑

m1,...mk=0

(−1)m1+···+mkω
∑k

i=1 miq
∑k

i=1 aimi(x+ 2w1m1 + · · ·+ 2wkmk + k)n.
(3.2)

By (3.2), we define the Barnes-type multiple twisted q-Euler zeta function of the second kind

ζω,q(w1, . . . , wk; a1, . . . , ak | s, x) as follows:

Definition 5. For s, x ∈ C with Re(x) > 0, a1, . . . , ak ∈ C, we define

ζω,q(w1, . . . , wk; a1, . . . , ak | s, x) = 2k
∞∑

m1,...,mk=0

(−1)m1+···+mkω
∑k

i=1 miq
∑k

i=1 aimi

(x+ 2w1m1 + · · ·+ 2wkmk + k)s
, (3.3)

For s = −l in (3.3) and using (3.2), we arrive at the following theorem.

Theorem 6. For positive integer l, we have

ζω,q(w1, . . . , wk; a1, . . . , ak | −l, x) = El(w1, . . . , wk; a1, . . . , ak | x).

By (2.6), we define multiple twisted q-Euler zeta function of the second kind

ζω,q(w1, . . . , wk; a1, . . . , ak | s) as follows:
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Definition 7. For s ∈ C, we define

ζω,q(w1, . . . , wk; a1, . . . , ak | s) = 2k
∞∑

m1,...,mk=0

(−1)m1+···+mkω
∑k

i=1 miq
∑k

i=1 aimi

(2w1m1 + · · ·+ 2wkmk + k)s
, (3.4)

For s = −l in (3.4) and using (2.5), we arrive at the following theorem.

Theorem 8. For positive integer l, we have

ζω,q(w1, . . . , wk; a1, . . . , ak | −l) = El(w1, . . . , wk; a1, . . . , ak).
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In this manuscript, we investigate a variant of the operators define by Lupaş.
We compute the rate of convergence for different class of functions. In section
3, the weighted approximation results are established. At the end, stated the
problems for further research.
Keyword: Positive linear operators; Rate Convergence; Weighted approxi-
mation
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1 Introduction

In [1], Lupaş proposed to study the following sequence of linear and positive
operators

P [0]
n (f, x) = 2−nx

∞∑
k=0

(nx)k
2kk!

f

(
k

n

)
, x ≥ 0, f : [0,∞)→ R, (1.1)

where (nx)0 = 1 and (nx)k = nx(nx+ 1)(nx+ 2) . . . (nx+ k − 1), k ≥ 1.

We can consider that P
[0]
n , n ≥ 1, are defined on E where E =

⋃
a>0

Ea and

Ea is the subspace of all real valued continuous functions f on [0,∞) such as
sup
x≥0

(exp(−ax)|f(x)|) < ∞. The space Ea is endowed with the norm ‖f‖a =

sup
x≥0

(exp(−ax)|f(x)|) with respect to which it becomes a Banach space.

In recent year, Patel and Mishra [2] generalized Jain operators type variant of
the Lupaş operators defined as

P [β]
n (f, x) =

∞∑
k=0

(nx+ kβ)k
2kk!

2−(nx+kβ)f

(
k

n

)
, x ≥ 0, f : [0,∞)→ R, (1.2)

where (nx+ kβ)0 = 1, (nx+kβ)1 = nx and (nx+kβ)k = nx(nx+kβ+1)(nx+
kβ + 2) . . . (nx+ kβ + k − 1), k ≥ 2.

We mention that β = 0, the operators P
[0]
n reduce to Lupaş operators (1.1). In

1
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[2], the authors have used following Lagrange’s formula to define the operators
(1.2):

φ(z) = φ(0) +
∞∑
k=1

1

k!

[
dk−1

dzk−1
((f(z)k)φ′(z)

]
z=0

(
z

f(z)

)k
. (1.3)

But, if we use following Lagrange’s formula then the generalization of the oper-
ators (1.1) is written better way:

φ(z)

[
1− z

f(z)

df(z)

dz

]−1
=
∞∑
k=0

1

k!

[
dk

dzk
((f(z)k)φ(z)

]
z=0

(
z

f(z)

)k
.

By choosing φ(z) = (1− z)−α and f(z) = (1− z)β , we have

(1− z)−α
[
1− zβ(1− z)−1

]−1
=

∞∑
k=0

1

k!
(α+ kβ)(α+ kβ + 1) . . . (α+ kβ + k − 1)

(
z

(1− z)−β

)k
.

Taking z = 1
2 , we get

1 = (1− β)
∞∑
k=0

1

2kk!
(α+ βk)k2−(α+βk).

Now, we may define the operators as

P [β]
n (f, x) =

∞∑
k=0

pβ(k, nx)f

(
k

n

)
(1.4)

where pβ(k, nx) = (1− β)
∞∑
k=0

1

2kk!
(nx+ βk)k2−(nx+βk). where (nx+ βk)0 = 1

and (nx + βk)k = (nx + βk)(nx + βk + 2) . . . (nx + βk + k − 1), k ≥ 1 and

0 ≤ β + 1

2
< 1

The parameter β may depend on the natural number n. It is easy to see that

for β = 0, the operators P
[β]
n (f, x) reduces to Lupaş operator (1.1). We mention

that, the operators (1.2) and (1.4) has no much difference as their moments are
same. To calculate the moments of (1.4), we follows techniques developed in [2]

2
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and along the lines of [2], we have

P [β]
n (1, x) = 1

P [β]
n (t, x) =

x

1− β
+

2β

n(1− β)2

P [β]
n (t2, x) =

x2

(1− β)2
+

2x(1 + 2β)

n(1− β)3
+

6
(
β + β2

)
n2(1− β)4

P [β]
n (t3, x) =

x3

(1− β)3
+

6x2(1 + β)

n(1− β)4
+

6x
(
1 + 6β + 3β2

)
n2(1− β)5

+
2
(
13β + 34β2 + 13β3

)
n3(1− β)6

P [β]
n (t4, x) =

x4

(1− β)4
+

4x3(3 + 2β)

n(1− β)5
+

36x2
(
1 + 3β + β2

)
n2(1− β)6

+
2x
(
13 + 146β + 209β2 + 52β3

)
n3(1− β)7

+
30
(
5β + 23β2 + 23β3 + 5β4

)
n4(1− β)8

.

In the present paper, we modify the operators defined by (1.4) into integral
form in Kantorovich sense, see also G.G. Lorentz [3, Ch.II, p.30]. Actually, we

replace f

(
k

n

)
by an integral mean of f(x) over a small interval around the

point
k

n
as follows

K [β]
n (f, x) = n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

f(t)dt, (1.5)

where pβ(k, nx) was as defined in (1.4) and f belongs to the class of local
integrable functions defined on [0,∞).
The focus of the paper is to investigate these linear and positive operators.

Section 2, provided results in connection with the rate of convergence for K
[β]
n

under different assumptions of the function f .

2 Approximation properties

For any integer s ≥ 0, we denote by es the test function, es(x) = xs , x ≥ 0 ,

and we also introduce the s-th order central moment of the operator K
[β]
n , that

is
Ωn,s(x) = K [β]

n (ψx,s, x), where ψx,s(t) = (t− x)s, x ≥ 0, t ≥ 0.

Lemma 1 The operators K
[β]
n , n ∈ N defined by (1.5), verify

1. K [β]
n (1, x) = 1;

2. K [β]
n (t, x) =

x

1− β
+

(1 + β)2

2n(1− β)2
;

3
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3. K [β]
n (t2, x) =

x2

(1− β)2
+
x
(
3 + 2β + β2

)
n(1− β)3

+
1 + 20β + 12β2 + 2β3 + β4

3n2(1− β)4
;

4. K [β]
n (t3, x) =

x3

(1− β)3
+

3x2
(
5 + 2β + β2

)
2n(1− β)4

+
x
(
10 + 32β + 15β2 + 2β3 + β4

)
n2(1− β)5

+
1 + 142β + 219β2 + 96β3 + 19β4 + 2β5 + β6

4n3(1− β)6

5. K [β]
n (t4, x) =

x4

(1− β)4
+

2x3
(
7 + 2β + β2

)
n(1− β)5

+
2x2

(
25 + 44β + 18β2 + 2β3 + β4

)
n2(1− β)6

+
x
(
43 + 326β + 329β2 + 116β3 + 23β4 + 2β5 + β6

)
n3(1− β)7

+
1 + 1072β + 3398β2 + 2824β3 + 900β4 + 174β5 + 28β6 + 2β7 + β8

5n4(1− β)8
.

Proof: Observe that K
[β]
n (1, x) = P

[β]
n (1, x) = 1.

Now,

K [β]
n (t, x) = n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

t dt

=

∞∑
k=0

pβ(k, nx)
1 + 2k

2n
=

1

2n
P [β]
n (1, x) + P [β]

n (t, x)

=
x

1− β
+

(1 + β)2

2n(1− β)2
.

Similarly, we have

K [β]
n (t2, x) = n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

t2 dt

=
∞∑
k=0

pβ(k, nx)
1 + 3k + 3k2

3n2

=
1

3n2
P [β]
n (1, x) +

1

n
P [β]
n (t, x) + P [β]

n (t2, x)

=
x2

(1− β)2
+
x
(
3 + 2β + β2

)
n(1− β)3

+
1 + 20β + 12β2 + 2β3 + β4

3n2(1− β)4
.

4
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K [β]
n (t3, x) = n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

t3 dt

=
∞∑
k=0

pβ(k, nx)

(
1 + 4k + 6k2 + 4k3

4n3

)
=

1

4n3
P [β]
n (1, x) +

1

n2
P [β]
n (t, x) +

6

4n
P [β]
n (t2, x) + P [β]

n (t3, x)

=
x3

(1− β)3
+

3x2
(
5 + 2β + β2

)
2n(1− β)4

+
x
(
10 + 32β + 15β2 + 2β3 + β4

)
n2(1− β)5

+
1 + 142β + 219β2 + 96β3 + 19β4 + 2β5 + β6

4n3(1− β)6

and

K [β]
n (t4, x) = n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

t4 dt

=
∞∑
k=0

pβ(k, nx)

(
1

5n4
+

k

n4
+

2k2

n4
+

2k3

n4
+
k4

n4

)
=

1

5n4
P [β]
n (1, x) +

1

n3
P [β]
n (t, x) +

2

n2
P [β]
n (t2, x)

+
2

n
P [β]
n (t3, x) + P [β]

n (t4, x)

=
x4

(1− β)4
+

2x3
(
7 + 2β + β2

)
n(1− β)5

+
2x2

(
25 + 44β + 18β2 + 2β3 + β4

)
n2(1− β)6

+
x
(
43 + 326β + 329β2 + 116β3 + 23β4 + 2β5 + β6

)
n3(1− β)7

+
1 + 1072β + 3398β2 + 2824β3 + 900β4 + 174β5 + 28β6 + 2β7 + β8

5n4(1− β)8
.

5
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Lemma 1 implies the following identities

Ωn,0(x) = 1, Ωn,1(x) =
xβ

1− β
+

(1 + β)2

2n(1− β)2
, (2.1)

Ωn,2(x) =
x2β2

(1− β)2
+
x
(
2 + β + 2β2 + β3

)
n(1− β)3

+
1 + 20β + 12β2 + 2β3 + β4

3n2(1− β)4
, (2.2)

Ωn,3(x) =
x3β3

(1− β)3
+

3x2β
(
4 + β + 2β2 + β3

)
2n(1− β)4

+
x
(
9 + 13β + 23β2 + 12β3 + 2β4 + β5

)
n2(1− β)5

+
1 + 142β + 219β2 + 96β3 + 19β4 + 2β5 + β6

4n3(1− β)6
, (2.3)

Ωn,4(x) =
x4β4

(1− β)4
+

2x3β2
(
6 + β + 2β2 + β3

)
n(1− β)5

(2.4)

+
2x2

(
6 + 18β + 25β2 + 26β3 + 12β4 + 2β5 + β6

)
n2(1− β)6

+
x
(
42 + 185β + 252β2 + 239β3 + 100β4 + 19β5 + 2β6 + β7

)
n3(1− β)7

+
1 + 1072β + 3398β2 + 2824β3 + 900β4 + 174β5 + 28β6 + 2β7 + β8

5n4(1− β)8
.

Remark 1 Since β ∈ [0, 1), (1−β)2 ≤ 1 and (1−β)−2 ≤ (1−β)−3 ≤ (1−β)−4,
we have

Ωn,1(x) ≤ 2xnβ + (1 + β)2

2n(1− β)2
(2.5)

and

Ωn,2(x) ≤
3n2x2β2 + 3nx

(
2 + β + 2β2 + β3

)
+ 1 + 20β + 12β2 + 2β3 + β4

3n2(1− β)4

≤ 3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4
. (2.6)

Also, using max{1, x, x2, x3, x4} ≤ (1 + x+ x2 + x3 + x4), we have

Ωn,4(x) ≤
(

β4

(1− β)8
+

20

n(1− β)8
+

180

n2(1− β)8

+
840

n3(1− β)8
+

8400

5n4(1− β)8

)
(1 + x+ x2 + x3 + x4)

≤ Bβ(n)(1 + x+ x2 + x3 + x4), (2.7)

where

Bβ(n) =
β4

(1− β)8
+

20

n(1− β)8
+

180

n2(1− β)8
+

840

n3(1− β)8
+

8400

5n4(1− β)8
. (2.8)
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Theorem 1 Let K
[βn]
n be defined by (1.5) and βn ∈ [0, 1) with βn → 0. Then for

f ∈ C[0,∞) one has lim
n→∞

K [βn]
n (f, ·) = f uniformly on any compact K ⊂ [0,∞).

Proof: By making use of Lemma 1, we have

lim
n→∞

K [βn]
n (tj , x) = xj , with βn → 0

j = 0, 1, 2, uniformly on any compact K ⊂ [0,∞). Consequently, our assertion
follows directly from the well-known theorem of Bohman-Korovkin.
Let CB [0,∞) denote the space of real valued continuous and bounded functions
f on the interval [0,∞), endowed with the norm

‖f‖ = sup
0≤x≤∞

|f(x)|

For any δ > 0, Peetre’s K-functional is define by

K2(f, δ) = inf
g∈C2

B [0,∞)
{‖f − g‖+ δ‖g′′‖},

where C2
B [0,∞) = {g ∈ CB [0,∞) : g′, g′′ ∈ CB [0,∞)}. By DeVore and Lorentz

[4, P.177, Theorem 2.4], there exists an absolute constant C > 0 such that

K2(f, δ) ≤ Cω2

(
f,
√
δ
)
, (2.9)

where the second order modulus of smoothness of g ∈ CB [0,∞) is defined as

ω2(g; δ) = sup
0<h≤δ

sup
x≥
|g(x)− 2g(x+ h) + g(x+ 2h)|, δ > 0,

also usual modulus of continuity of f ∈ CB [0,∞) is defined by

ω1(g; δ) = sup
0<h≤δ

sup
x≥0
|g(x+ h)− g(x)|, δ > 0.

Theorem 2 Let K
[β]
n be defined by (1.5) and β ∈ [0, 1) then for each x ≥ 0 the

following inequality

|K [β]
n (f, x)− f(x)| ≤ 4

3
ω1

(
f ;

√
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n(1− β)2

)
holds.

Proof: Since K
[β]
n (1, x) = 1 and pβ(k, nx) ≥ 0, we can write

|K [β]
n (f, x)− f(x)| ≤ n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|f(t)− f(x)|dt. (2.10)

On the other hand

|f(t)− f(x)| ≤ ω1(f ; |t− x|) ≤ (1 + δ−2(t− x)2)ω1(f ; δ).
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For |t − x| < δ the last increase is clear. For |t − x| ≥ δ, we use the following
properties

ω1(f ;λδ) ≤ (1 + λ)ω1(f ; δ) ≤ (1 + λ2)ω1(f ; δ),

where one can choose λ = δ−1|t− x|. This way the relation (2.6) implies

|K [β]
n (f, x)− f(x)| ≤ n

∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

(1 + δ−2(x− t)2)ω1(f ; δ)dt

=
(
Ωn,0(x) + δ−2Ωn,2(x)

)
ω1(f ; δ)

=

(
1 + δ−2

{
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4

})
ω1(f ; δ).

Choosing δ =

(
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

n2(1− β)4

)1/2

, we obtain the desired

result.
Further, we estimate the rate of convergence for smooth functions.

Theorem 3 Let K
[β]
n be defined by (1.5) and β ∈ [0, 1). Then for f ∈ C1[0,∞)

and a > 0 one has

|K [β]
n (f, x)− f(x)| ≤ 1

2n(1− β)2

(
bn‖f ′||C[0,a] + cnω1

(
f ′;

1√
n

))
,

where bn = 2anβ + (1 + β)2 and
cn = 2

√
n2a2β2 + 2na (1 + 2β) + 1 + 35β(
1 + (1− β)−2

√
na2β2 + 2a (1 + 2β) + (1 + 35β)n−1

)
.

Proof: We can write

f(x)− f(t) = (x− t)f ′(x) + (x− t)(f ′(ξ)− f ′(x)),

where ξ = ξ(t, x) is a point of the interval determinate by x and t. If we

multiply both members of this inequality by npβ(k, nx)

∫ (k+1)/n

k/n

dt and sum

over k , there follows

|K [β]
n (f, x)− f(x)| ≤ |f ′(x)|Ωn,1(x)

+n
∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|x− t| · |f ′(ξ)− f ′(t)|dt

≤
(

2xnβ + (1 + β)2

2n(1− β)2

)
max
x∈[0,a]

|f ′(x)| (2.11)

+n
∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|x− t|(1 + δ−1|t− x|)ω1(f ′; δ)dt.
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According to Cauchy’s inequality, we have

n
∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|x− t|dt

≤
√
n
∞∑
k=0

pβ(k, nx)

{∫ (k+1)/n

k/n

(x− t)2dt

}1/2

≤
√
n

{[ ∞∑
k=0

pβ(k, nx)

][ ∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

(x− t)2dt

]}1/2

.

Hence,

n
∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|x− t|dt ≤
√

Ωn,2(x). (2.12)

Using inequalities (2.12) in (2.11), we write

|K [β]
n (f, x)− f(x)| ≤

(
2anβ+(1+β)2

2n(1−β)2

)
‖f ′‖C[0,a]

+
√

Ωn,2(x)
(

1 + δ−1
√

Ωn,2(x)
)
ω1(f ′; δ)dt. (2.13)

Inserting δ =
1√
n

and using
√

Ωn,2(x) ≤
√
n2a2β2 + 2na (1 + 2β) + 1 + 35β

n(1− β)2
,

x ∈ [0, a] , the proof of our theorem is complete.

Theorem 4 Let f ∈ CB [0,∞). Then for all x ∈ [0,∞) there exists a constant
A > 0 such that

|K [β]
n (f, x)− f(x)| ≤ Aω2 (f, ξn(x)) + ω1

(
f,

x

1− β
+

(1 + β)2

2n(1− β)2

)
,

where ξn(x) = 3n2x2β2+6nx(1+2β)+1+35β
3n2(1−β)4 +

(
2xnβ+(1+β)2

2n(1−β)2

)2
.

Proof: Consider the following operator

K̂ [β]
n (f, x) = K [β]

n (f, x)− f
(

x

1− β
+

(1 + β)2

2n(1− β)2

)
+ f(x). (2.14)

By the definition of the operators K̂
[β]
n and Lemma 1, we have

K̂ [β]
n (t− x, x) = 0.

Let g ∈ C2
B [0,∞) and x ∈ [0,∞). By Taylor’s formula of g, we get

g(t)− g(x) = (t− x)g′(x) +

∫ t

x

(t− u)g′′(u)du, t ∈ [0,∞).
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One may write

K̂ [β]
n (g, x)− g(x) = g′(x)K̂ [β]

n (t− x, x) + K̂ [β]
n

(∫ t

x

(t− u)g′′(u)du, x

)
= K̂ [β]

n

(∫ t

x

(t− u)g′′(u)du, x

)
= K [β]

n

(∫ t

x

(t− u)g′′(u)du, x

)

−
∫ x

1−β+
(1+β)2

2n(1−β)2

x

(
x

1− β
+

(1 + β)2

2n(1− β)2
− u
)
du.

Now, using the following inequalities∣∣∣∣ ∫ t

x

(t− u)g′′(u)du

∣∣∣∣ ≤ (t− x)2‖g′′‖ (2.15)

and∣∣∣∣ ∫ x
1−β+

(1+β)2

2n(1−β)2

x

(
x

1− β
+

(1 + β)2

2n(1− β)2
− u
)
du

∣∣∣∣ ≤ [ x

1− β
+

(1 + β)2

2n(1− β)2

]2
‖g′′‖,

we reach to

|K̂ [β]
n (g, x)− g(x)| ≤

{
K [β]
n ((t− x)2, x) +

[
x

1− β
+

(1 + β)2

2n(1− β)2

]2}
‖g′′‖

≤
{

3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4

+

(
2xnβ + (1 + β)2

2n(1− β)2

)2
}
‖g′′‖. (2.16)

By means of the definitions of the operators K̂
[β]
n and K

[β]
n , we have

|K [β]
n (f, x)− f(x)| ≤ |K̂ [β]

n (f − g, x)|+ |(f − g)(x)|+
∣∣K̂ [β]

n (g, x)− g(x)
∣∣

+

∣∣∣∣f ( x

1− β
+

(1 + β)2

2n(1− β)2

)
− f(x)

∣∣∣∣
and

K̂ [β]
n (f, x) ≤ |K [β]

n (f, x)|+ 2‖f‖ ≤ ‖f‖K [β]
n (1, x) + 2‖f‖ = 3‖f‖.

Thus, we may conclude that

|K [β]
n (f, x)− f(x)| ≤ 4‖f − g‖+ |K̂ [β]

n (g, x)− g(x)|

+

∣∣∣∣f ( x

1− β
+

(1 + β)2

2n(1− β)2

)
− f(x)

∣∣∣∣.
10

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

61 Patel 52-67



In the light of inequality (2.16), one gets

|K [β]
n (f, x)− f(x)| ≤ 4‖f − g‖

+

{
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4

+

(
2xnβ + (1 + β)2

2n(1− β)2

)2
}
‖g′′‖

+ω1

(
f,

x

1− β
+

(1 + β)2

2n(1− β)2

)
.

Therefore taking the infimum over all g ∈ CB [0,∞) on the right-hand side of
the last inequality and considering (2.9), we find that

|K [β]
n (f, x)− f(x)| ≤ 4K2 (f, ξn(x)) + ω1

(
f,

x

1− β
+

(1 + β)2

2n(1− β)2

)
≤ 4Cω2 (f, ξn(x)) + ω1

(
f,

x

1− β
+

(1 + β)2

2n(1− β)2

)
≤ Aω2 (f, ξn(x)) + ω1

(
f,

x

1− β
+

(1 + β)2

2n(1− β)2

)
,

which completes the proof.

Theorem 5 Let 0 < γ ≤ 1, β ∈ [0, 1) and f ∈ CB [0,∞). Then if f ∈ LipM (γ),
that is, the inequality |f(t)−f(x)| ≤M |t−x|γ , x, t ∈ [0,∞) holds, then for each
x ∈ [0,∞), we have

|K [β]
n (f, x)− f(x)| ≤ d

γ
2
n (x),

where dn(x) =
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4
and M > 0 is a constant.

Proof: Let f ∈ CB [0,∞) ∩ LipM (γ). By the linearity and monotonicity of

the operators K
[β]
n , we get

|K [β]
n (f, x)− f(x)| ≤ K [β]

n (|f(t)− f(x)|, x)

≤ MK [β]
n (|t− x|γ , x)

= Mn
∞∑
k=0

pβ(k, nx)

∫ (k+1)/n

k/n

|t− x|γdt.
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Now, applying the Hölder inequality two times successively with p =
2

γ
, q =

2

2− γ
, we obtain

|K [β]
n (f, x)− f(x)| ≤ M

∞∑
k=0

pβ(k, nx)

(
n

∫ (k+1)/n

k/n

|t− x|γdt

) γ
2

≤ M(Ωn,2(x))
γ
2

≤ M

(
3n2x2β2 + 6nx (1 + 2β) + 1 + 35β

3n2(1− β)4

) γ
2

.

This completes the proof.

3 Weighted approximation properties

Now, we introduce convergence properties of the operators K
[β]
n via the weighted

Korovkin type theorem given by Gadzhiev in [5, 6]. For this purpose, we recall
some definitions and notations.
Let ρ(x) = 1+x2 and Bρ[0,∞) be the space of all functions having the property

|f(x)| ≤Mfρ(x),

where x ∈ [0,∞) and Mf is a positive constant depending only on f . The set
Bρ[0,∞) is equipped with the norm

‖f‖ρ = sup
x∈[0,∞)

|f(x)|
1 + x2

.

Cρ[0,∞) denotes the space of all continuous functions belonging to Bρ[0,∞).
By C0

ρ [0,∞), we denote the subspace of all functions f ∈ Cρ[0,∞) for which

lim
x→∞

|f(x)|
ρ(x)

<∞.

Theorem 6 ([5, 6]) Let {An} be a sequence of positive linear operators acting
from Cρ[0,∞) to Bρ[0,∞) and satisfying the conditions

limn→∞‖An(tv;x)− xv‖ρ = 0, v = 0, 1, 2.

Then for any function f ∈ C0
ρ [0,∞),

lim
n→∞

‖An(f ; ·)− f(·)‖ρ = 0.

Note that, a sequence of linear positive operators An acts from Cρ[0,∞) to
Bρ[0,∞) if and only if

‖An(ρ;x)‖ ≤Mρ,

where Mρ is positive constant. This fact also given in [5, 6].
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Theorem 7 Let {K [βn]
n } be the sequence of linear positive operators defined by

(1.5) and βn ∈ [0, 1) with βn → 0 as n → ∞. Then for each f ∈ C0
ρ [0,∞), we

have
lim
n→∞

‖K [β]
n (f ;x)− f(x)‖ρ = 0.

Proof: Using Lemma 1, we may write

sup
x∈[0,∞)

|K [βn]
n (ρ, x)|
1 + x2

≤ 1

(1− βn)2
+

(
3 + 2βn + β2

n

)
n(1− βn)3

+
1 + 20βn + 12β2

n + 2β3
n + β4

n

3n2(1− βn)4
+ 1.

Since lim
n→∞

βn = 0, , there exists a positive constant M∗ such that

1

(1− βn)2
+

(
3 + 2βn + β2

n

)
n(1− βn)3

+
1 + 20βn + 12β2

n + 2β3
n + β4

n

3n2(1− βn)4
≤M∗

for each n. Hence, we get

‖K [βn]
n (ρ, x)‖ρ ≤ 1 +M∗,

which shows that {K [βn]
n } is a sequence of positive linear operators acting from

Cρ[0,∞) to Bρ[0,∞).
In order to complete the proof, it is enough to prove that the conditions of
Theorem 6

lim
n→∞

‖K [βn]
n (tv;x)− xv‖ρ = 0, v = 0, 1, 2

are satisfied. It is clear that

lim
n→∞

‖K [βn]
n (1;x)− 1‖ρ = 0

By Lemma 1, we have

‖K [βn]
n (t;x)− x‖ρ = sup

x∈∞

∣∣∣∣ ( 1

1− βn
− 1

)
x

1 + x2
+

(1 + βn)2

2n(1− βn)2
1

1 + x2

∣∣∣∣
≤

∣∣∣∣ βn
1− βn

+
(1 + βn)2

2n(1− βn)2

∣∣∣∣.
Thus taking into consideration the conditions βn → 0 as n → ∞, we can
conclude that

lim
n→∞

‖K [βn]
n (t;x)− x‖ρ = 0
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Similarly, one gets

‖K [βn]
n (t2;x)− x2‖ρ

= sup
x∈∞

∣∣∣∣ ( 1

(1− βn)2
− 1

)
x2

1 + x2
+

(
3 + 2βn + β2

n

)
n(1− βn)3

x

1 + x2

+
1 + 20βn + 12β2

n + 2β3
n + β4

n

3n2(1− βn)4
1

1 + x2

∣∣∣∣
≤ sup

x∈∞

∣∣∣∣ ( 1

(1− βn)2
− 1

)
+

(
3 + 2βn + β2

n

)
n(1− βn)3

+
1 + 20βn + 12β2

n + 2β3
n + β4

n

3n2(1− βn)4

∣∣∣∣
≤ sup

x∈∞

∣∣∣∣ 2βn − β2
n

(1− βn)2
+

(
3 + 2βn + β2

n

)
n(1− βn)3

+
1 + 20βn + 12β2

n + 2β3
n + β4

n

3n2(1− βn)4

∣∣∣∣
which leads to

lim
n→∞

‖K [βn]
n (t2;x)− x2‖ρ = 0 with βn → 0.

Thus the proof is completed.

Now, we compute the order of approximation of the operators K
[β]
n in terms of

the weighted modulus of continuity Ω2(f, δ) (see[7]) defined by

Ω2(f, δ) = sup
x≥0,0<h≤δ

|f(x+ h)− f(x)|
1 + (x+ h)2

, f ∈ C0
ρ [0,∞)

and has the following properties:

(a) Ω2(f, δ) is monotone increasing function of δ,

(b) lim
δ→0+

Ω2(f, δ) = 0,

(c) for each λ ∈ [0,∞), Ω2(f, λδ) ≤ (1 + λ)Ω2(f, δ).

Theorem 8 Let {K [β]
n } be the sequence of linear positive operators defined by

(1.5). Then for each f ∈ C0
ρ [0,∞), we have

sup
0≤x<∞

|K [β]
n (f ;x)− f(x)|

(1 + x2)3
≤ CΩ2

(
f, (Bβ(n))

1/4
)
,

where C is positive constant and Bβ(n) is defined in (2.8).

Proof: For x ≥ 0 and t ≥ 0, by the definition of Ω2(f, δ) and the property
(c), we may write

|f(t)− f(x)| ≤
(
1 +

(
x+ |t− x|2

))(
1 +
|t− x|
δn

)
Ω2(f, δn)

≤ 2(1 + x2)(1 + (t− x)2)

(
1 +
|t− x|
δn

)
Ω2(f, δ2).
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By using the monotonicity of K
[β]
n and the following inequality (see [8])(

1 + (t− x)2
)(

1 +
|t− x|
δn

)
≤ 2

(
1 + δ2n

)(
1 +

(t− x)4

δ4n

)
,

one gets

|K [β]
n (f, x)− f(x)| ≤ 2(1 + x2)K [β]

n

((
1 + (t− x)2

)(
1 +
|t− x|
δn

)
, x

)
Ω2(f, δn)

≤ 4(1 + x2)(1 + δ2n)K [β]
n

((
1 +

(t− x)4

δ4n

)
, x

)
Ω2(f, δn)

≤ 4(1 + x2)(1 + δ2n)

(
1 +

1

δ4n
K [β]
n ((t− x)4, x)

)
Ω2(f, δn)

≤ C1(1 + x2)

(
1 +

1

δ4n
K [β]
n ((t− x)4, x)

)
Ω2(f, δn),

with the help of the inequality (2.7) this inequality leads to

|K [β]
n (f, x)− f(x)| ≤ C1(1 + x2)

(
1 +

Bβ(n)

δ4n
(1 + x+ x2 + x3 + x4)

)
Ω2(f, δn),

which gives the required result.

Remark 2 In [9], the authors has consider the generalization of the operators
(1.1) as

P [0]
n (f, an, bn, x) = 2−anx

∞∑
k=0

(anx)k
2kk!

f

(
k

bn

)
, x ≥ 0, f : [0,∞),→ R, (3.1)

where {an}, {bn} are increasing and unbounded sequences of positive numbers
such that

lim
n→∞

1

bn
= 0,

an
bn

= 1 +O

(
1

bn

)
.

They studied the convergence properties of these operators in weighted spaces of
continuous functions on positive semi-axis. Also, A. Erençin and F Taşdelen

[10] consider the generalization of the Kantorovich type operators P
[0]
n (f, an, bn, x)

given by (3.1) as follows:

K [0]
n (f, an, bn, x) = bn2−anx

∞∑
k=0

(anx)k
2kk!

∫ (k+1)/bn

k/bn

f(t)dt, (3.2)

where f is an integrable function on [0,∞) and bounded on every compact subin-
terval of [0,∞).

Motivated by the operators (3.1) and (3.2), we generalize the operators P
[β]
n and

K
[β]
n in following way

P [β]
n (f, an, bn, x) =

∞∑
k=0

2−(anx+kβ)(anx+ kβ)k
2kk!

f

(
k

bn

)
, x ≥ 0, f : [0,∞)→ R,

(3.3)

15
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and

K [β]
n (f, an, bn, x) = bn

∞∑
k=0

2−(anx+kβ)(anx)k
2kk!

∫ (k+1)/bn

k/bn

f(t)dt (3.4)

and extend the studies of the present article in a similar direction for the opera-
tors (3.3) and (3.4). The analysis is different so we may discuss that elsewhere.
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Mittag-Leffler-Hyers-Ulam Stability of Linear Differential
Equations using Fourier Transforms
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Abstract. In this paper, we are going to study the Mittag-Leffler-Hyers-Ulam stability
and Mittag-Leffler-Hyers-Ulam-Rassias stability of the general Linear Differential Equations
of Higher order with constant coefficients using Fourier Transforms method. Moreover, the
Mittag-Leffler-Hyers-Ulam stability constants of these differential equations are obtained.
Some examples are given to illustrate the main results.
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Key Words and Phrases: Mittag-Leffler-Hyers-Ulam stability, Mittag-Leffler-
Hyers-Ulam-Rassias stability, Linear Differential equation, Fourier Transforms.

1. Introduction

A classical question in the theory of functional equation is the following : “when is it
true that a function which approximately satisfies a functional equation (g) must be close to
an exact solution of (g)?” If the problem accepts a solution, we say that the equation (g) is
stable.

A simulating and famous talk presented by Ulam [40] in 1940, motivated the study of
stability problems for various functional equations. He gave a wide range of talks before
a Mathematical Colloquium at the University of Wisconsin in which he presented a list of
unsolved problems. One of his question was that when is it true that a mapping that approx-
imately satisfies a functional equation must be close to an exact solution of the equation? If
the answer is affirmative, we say that the functional equation for homomorphisms is stable.
In 1941, Hyers [9] was the first Mathematician to present the result concerning the stability of
functional equations. He brilliantly answered the question of Ulam, the problem for the case of
approximately additive mappings on Banach spaces. In the course of time, the Theorem for-
mulated by Hyers was generalized by Rassias Th. [36], Aoki [4], Bourgin [6] and J.M.Rassias
[29] for additive mappings. Then a number of authors has studied the Ulam problem for
various functional equations by different methods in [2, 21, 30, 31, 32, 33, 34, 35].

A generalization of Ulam’s problem was recently proposed by replacing functional equa-
tions with differential equations: The differential equation

φ
(
f, x, x′, x′′, ...x(n)

)
= 0

1
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has the Hyers-Ulam stability if for a given ε > 0 and a function x such that∣∣∣φ(f, x, x′, x′′, ...x(n))∣∣∣ ≤ ε,
there exists a solution xa of the differential equation

φ
(
f, x, x′, x′′, ...x(n)

)
= 0

such that |x(t)− xa(t)| ≤ K(ε) and lim
ε→0

K(ε) = 0. If the preceding statement is also true when

we replace ε and K(ε) by φ(t) and ϕ(t), where φ, ϕ are appropriate functions not depending
on x and xa explicitly, then we say that the corresponding differential equation has the
generalized Hyers-Ulam stability. Obloza seems to be the first author who has investigated
the Hyers-Ulam stability of linear differential equations [25, 26]. Thereafter, In 1998, C.
Alsina and R. Ger [3] were the first authors who investigated the Hyers-Ulam stability of
differential equations. They proved in [3] the following Theorem.

Theorem 1.1. Assume that a differentiable function f : I → R is a solution of the
differential inequality ‖x′(t)− x(t)‖ ≤ ε, where I is an open sub interval of R. Then there
exists a solution g : I → R of the differential equation x′(t) = x(t) such that for any t ∈ I,
we have ‖f(t)− g(t)‖ ≤ 3ε.

This result of C. Alsina and R. Ger [3] has been generalized by Takahasi [39]. They proved
in [39] that the Hyers-Ulam stability holds true for the Banach Space valued differential
equation y′(t) = λy(t). Indeed, the Hyers-Ulam stability has been proved for the first order
linear differential equations in more general settings [11, 12, 13, 17, 18, 19, 20]. Using
the approach as in [40], Miura, Takahasi and Choda [19], Miura [20], Takahasi, Miura and
Miyajima [39] and Miura, Jung and Takahasi are [17] proved that the Hyers-Ulam stability
holds true for the differential equation x′ = λx, while Jung [11] proved a similar result for
the differential equation φ(t)x′(t) = x.

In 2006, S.M. Jung [14] investigated the Hyers-Ulam stability of a system of first or-
der linear differential equations with constant coefficients by using matrix method. In
2007, G. Wang, M. Zhou, L. Sun [42] studied the Hyers-Ulam stability of a class of
first-order linear differential equations. I. A. Rus [37] discussed four types of Ulam sta-
bility: Ulam-Hyers stability, Generalized Ulam-Hyers stability, Ulam-Hyers-Rassias stabil-
ity and Generalized Ulam-Hyers-Rassias stability of the Ordinary Differential Equation
u′(t) = A(u(t)) + f(t, u(t)), t ∈ [a, b]. In 2014, Q. H. Alqifiary and S. M. Jung [5] proved
the Generalized Hyers-Ulam stability of linear differential equation by using the Laplace
Transforms. These days the Hyers-Ulam stability of differential equations are investigated
[1, 7, 8, 15, 16, 22, 24, 27, 28, 43] and the investigation is ongoing.

Recently, Vida Kalvandi, N. Eghbali and J.M. Rassias [41] studied the Mittag-Leffler-
Hyers-Ulam stability of a fractional differential equation of second order. In this paper, with
the help of Fourier Transforms, we investigate the Mittag-Leffler-Hyers-Ulam stability and
Mittag-Leffler-Hyers-Ulam-Rassias stability of the linear differential equation

x′(t) + l x(t) = 0 (1.1)

and the non-homogeneous linear differential equation

x′(t) + l x(t) = r(t) (1.2)
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MITTAG-LEFFLER STABILITY OF LINEAR DIFFERENTIAL EQUATIONS 3

where l is a scalar, x(t) and r(t) are the continuously differentiable functions. Also, by using
Fourier Transforms, we establish the Mittag-Leffler-Hyers-Ulam stability and Mittag-Leffler-
Hyers-Ulam-Rassias stability of the second order homogeneous linear differential equation

x′′(t) + l x′(t) +m x(t) = 0 (1.3)

and the non-homogeneous second order differential equation

x′′(t) + l x′(t) +m x(t) = r(t) (1.4)

where l and m are scalars, x(t) is a twice continuously differentiable function and r(t) is a
continuously differentiable function.

2. Preliminaries

In this section, we introduce some standard notations, Definitions and Theorems, it will
be very useful to prove our main results.

Throughout this paper, F denotes the real field R or the complex field C. A function
f : (0,∞) → F of exponential order if there exists a constants A,B ∈ R such that
|f(t)| ≤ AetB for all t > 0.

For each function f : (0,∞) → F of exponential order. Let g denote the Fourier
Transform of f so that

g(u) =

∞∫
−∞

f(t) e−itu dt.

Then, at points of continuity of f , we have

f(x) =
1

2π

∞∫
−∞

g(u) e−ixu du,

this is called the inverse Fourier transforms. The Fourier transform of f is denoted by F(ξ).
We also introduce a notion, the convolution of two functions.

Definition 2.1. (Convolution). Given two functions f and g, both Lebesgue integrable
on (−∞,+∞). Let S denote the set of x for which the Lebesgue integral

h(x) =

∞∫
−∞

f(t) g(x− t) dt

exists. This integral defines a function h on S called the convolution of f and g. We also
write h = f ∗ g to denote this function.

Theorem 2.2. The Fourier transform of the convolution of f(x) and g(x) is the product
of the Fourier transform of f(x) and g(x). That is,

F{f(x) ∗ g(x)} = F{f(x)} F{g(x)} = F (s) G(s)
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or

F


∞∫
−∞

f(t) g(x− t) dt

 = F (s) G(s),

where F (s) and G(s) are the Fourier transforms of f(x) and g(x), respectively.

Definition 2.3. [41] The Mittag-Leffler function of one parameter is denoted by Eα(z)
and defined as

Eα(z) =
∞∑
k=0

1

Γ(αk + 1)
zk

where z, α ∈ C and Re(α) > 0. If we put α = 1, then the above equation becomes

E1(z) =
∞∑
k=0

1

Γ(k + 1)
zk =

∞∑
k=0

zk

k
= ez.

Definition 2.4. [41] The generalization of Eα(z) is defined as a function

Eα,β(z) =
∞∑
k=0

1

Γ(αk + β)
zk

where z, α, β ∈ C, Re(α) > 0 and Re(β) > 0.

Now, we give the definition of Mittag-Leffler-Hyers-Ulam stability and Mittag-Leffler-
Hyers-Ulam-Rassias stability of the differential equations (1.1), (1.2), (1.3) and (1.4).

Definition 2.5. The linear differential equation (1.1) is said to have the Mittag-Leffler-
Hyers-Ulam stability, if there exists a constant K > 0 with the following property: For every
ε > 0, let x(t) be a continuously differentiable function satisfies the inequality

|x′(t) + l x(t)| ≤ εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.1) such that |x(t)− y(t)| ≤ KεEα(tα), for any t > 0. We call such K
as the Mittag-Leffler-Hyers-Ulam stability constant for the differential equation (1.1).

Definition 2.6. The linear differential equation (1.2) is said to have the Mittag-Leffler-
Hyers-Ulam stability, if there exists a constant K > 0 with the following property: For every
ε > 0, let x(t) be a continuously differentiable function satisfies the inequality

|x′(t) + l x(t)− r(t)| ≤ εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.2) such that |x(t)− y(t)| ≤ KεEα(tα), for any t > 0. We call such K
as the Mittag-Leffler-Hyers-Ulam stability constant for the differential equation (1.2).

Definition 2.7. The linear differential equation (1.3) is said to have the Mittag-Leffler-
Hyers-Ulam stability, if there exists a constant K > 0 with the following property: For every
ε > 0, let x(t) be a twice continuously differentiable function satisfying

|x′′(t) + l x′(t) +m x(t)| ≤ εEα(tα),
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where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.3) such that |x(t)− y(t)| ≤ KεEα(tα), for any t > 0. We call such K
as the Mittag-Leffler-Hyers-Ulam stability constant for the differential equation (1.3).

Definition 2.8. The linear differential equation (1.4) is said to have the Mittag-Leffler-
Hyers-Ulam stability, if there exists a constant K > 0 with the following property: For every
ε > 0, let x(t) be a twice continuously differentiable function satisfying

|x′′(t) + l x′(t) +m x(t)− r(t)| ≤ εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.4) such that |x(t)− y(t)| ≤ KεEα(tα), for any t > 0. We call such K
as the Mittag-Leffler-Hyers-Ulam stability constant for the differential equation (1.4).

Definition 2.9. We say that the homogeneous linear differential equation (1.1) has the
Mittag-Leffler-Hyers-Ulam-Rassias stability, if there exists a constant K > 0 with the fol-
lowing property: For every ε > 0, let x(t) be a continuously differentiable function, if there
exists φ : (0,∞)→ (0,∞) satisfies the inequality

|x′(t) + l x(t)| ≤ φ(t)εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.1) such that |x(t)−y(t)| ≤ Kφ(t)εEα(tα), for any t > 0. We call such
K as the Mittag-Leffler-Hyers-Ulam-Rassias stability constant for the equation (1.1).

Definition 2.10. We say that the non-homogeneous linear differential equation (1.2) has
the Mittag-Leffler-Hyers-Ulam-Rassias stability, if there exists a constant K > 0 with the
following property: For every ε > 0, let x(t) be a continuously differentiable function, if there
exists φ : (0,∞)→ (0,∞) satisfies the inequality

|x′(t) + l x(t)− r(t)| ≤ φ(t)εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.2) such that |x(t)−y(t)| ≤ Kφ(t)εEα(tα), for any t > 0. We call such
K as the Mittag-Leffler-Hyers-Ulam-Rassias stability constant for the equation (1.2).

Definition 2.11. We say that the homogeneous linear differential equation (1.3) has
the Mittag-Leffler-Hyers-Ulam-Rassias stability, if there exists a constant K > 0 with the
following property: For every ε > 0, let x(t) be a twice continuously differentiable function,
if there exists φ : (0,∞)→ (0,∞) satisfies the inequality

|x′′(t) + l x′(t) +m x(t)| ≤ φ(t)εEα(tα),

where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.3) such that |x(t)−y(t)| ≤ Kφ(t)εEα(tα), for any t > 0. We call such
K as the Mittag-Leffler-Hyers-Ulam-Rassias stability constant for the equation (1.3).

Definition 2.12. We say that the non-homogeneous linear differential equation (1.4) has
the Mittag-Leffler-Hyers-Ulam-Rassias stability, if there exists a constant K > 0 with the
following property: For every ε > 0, let x(t) be a twice continuously differentiable function,
if there exists φ : (0,∞)→ (0,∞) satisfies the inequality

|x′′(t) + l x′(t) +m x(t)− r(t)| ≤ φ(t)εEα(tα),
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where Eα is a Mittag-Leffler function, then there exists some y : (0,∞) → F satisfies the
differential equation (1.4) such that |x(t)−y(t)| ≤ Kφ(t)εEα(tα), for any t > 0. We call such
K as the Mittag-Leffler-Hyers-Ulam-Rassias stability constant for the equation (1.4).

3. Mittag-Leffler-Hyers-Ulam Stability

In the following theorems, we prove the Mittag-Leffler-Hyers-Ulam stability of the ho-
mogeneous and non-homogeneous linear differential equations (1.1), (1.2), (1.3) and (1.4).
Firstly, we prove the Mittag-Leffler-Hyers-Ulam stability of first order homogeneous differen-
tial equation (1.1).

Theorem 3.1. The differential equation (1.1) has Mittag-Leffler-Hyers-Ulam stability.

Proof. Let l be a constant in F. For every ε > 0, there exists a positive constant K
such that x : (0,∞)→ F be a continuously differentiable function satisfies the inequality

|x′(t) + l x(t)| ≤ εEα(tα) (3.1)

for all t > 0. We will prove that, there exists a solution y : (0,∞) → F satisfying the
differential equation y′(t) + l y(t) = 0 such that

|x(t)− y(t)| ≤ KεEα(tα)

for any t > 0. Let us define a function p : (0,∞)→ F such that p(t) =: x′(t) + l x(t) for each
t > 0. In view of (3.1), we have |p(t)| ≤ εEα(tα). Now, taking Fourier transform to p(t), we
have

F{p(t)} = F{x′(t) + l x(t)}
P (ξ) = F{x′(t)}+ l F{x(t)} = −iξX(ξ) + l X(ξ) = (l − iξ)X(ξ)

X(ξ) =
P (ξ)

(l − iξ)
.

Thus

F{x(t)} = X(ξ) =
P (ξ) (l + iξ)

l2 − ξ2
. (3.2)

Taking Q(ξ) =
1

(l − iξ)
, then we have

F{q(t)} =
1

(l − iξ)
⇒ q(t) = F−1

{
1

(l − iξ)

}
.

Now, we set y(t) = e−lt and taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

e−lt eist dt =

0∫
−∞

e−lt eist dt+

∞∫
0

e−lt eist dt = 0. (3.3)

Now,

F{y′(t) + l y(t)} = F{y′(t)}+ l F{y(t)} = −iξY (ξ) + l Y (ξ) = (l − iξ)Y (ξ).
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Then by using (3.3), we have F{y′(t) + l y(t)} = 0, since F is one-to-one operator, thus
y′(t) + l y(t) = 0, Hence y(t) is a solution of the differential equation (1.1). Then by using
(3.2) and (3.3) we can obtain

F{x(t)} − F{y(t)} = X(ξ)− Y (ξ) =
P (ξ) (l + iξ)

l2 − ξ2
= P (ξ) Q(ξ) = F{p(t)} F{q(t)}

⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}.

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ KεEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣ exists for each value of t. Then by virtue of Definition 2.5 the

homogeneous linear differential equation (1.1) has the Mittag-Leffler-Hyers-Ulam stability.
�

Now, we are going prove the Mittag-Leffler-Hyers-Ulam stability of the non-homogeneous
linear differential equation (1.2) using Fourier transform method.

Theorem 3.2. The differential equation (1.2) has Mittag-Leffler-Hyers-Ulam stability.

Proof. Let l be a constant in F. For every ε > 0, there exists a positive constant K
such that x : (0,∞)→ F be a continuously differentiable function satisfies the inequality

|x′(t) + l x(t)− r(t)| ≤ εEα(tα) (3.4)

for all t > 0. We have to show that there exists a solution y : (0,∞)→ F satisfying the non-
homogeneous differential equation y′(t) + l y(t) = r(t) such that |x(t) − y(t)| ≤ KεEα(tα),
for any t > 0.

Let us define a function p : (0,∞) → F such that p(t) =: x′(t) + l x(t) − r(t) for each
t > 0. In view of (3.4), we have |p(t)| ≤ εEα(tα). Now, taking Fourier transform to p(t), we
have

F{p(t)} = F{x′(t) + l x(t)− r(t)}
P (ξ) = F{x′(t)}+ l F{x(t)} − F{r(t)}

= −iξX(ξ) + l X(ξ)−R(ξ) = (l − iξ)X(ξ)−R(ξ)

X(ξ) =
P (ξ) +R(ξ)

(l − iξ)
.

Thus

F{x(t)} = X(ξ) =
{P (ξ) +R(ξ)} (l + iξ)

l2 − ξ2
. (3.5)
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Let us choose Q(ξ) as
1

(l − iξ)
, then we have

F{q(t)} =
1

(l − iξ)
⇒ q(t) = F−1

{
1

(l − iξ)

}
.

Now, we set y(t) = e−lt + (r(t) ∗ q(t)) and taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

e−lt eist dt+
R(ξ)

(l − iξ)
=

R(ξ)

(l − iξ)
(3.6)

Now, F{y′(t) + l y(t)} = −iξY (ξ) + l Y (ξ) = R(ξ). Then by using (3.6), we have

F{y′(t) + l y(t)} = F{r(t)},

since F is one-to-one operator, thus y′(t) + l y(t) = r(t), Hence y(t) is a solution of the
differential equation (1.2). Then by using (3.5) and (3.6) we have

F{x(t)} − F{y(t)} = X(ξ)− Y (ξ) =
{P (ξ) +R(ξ)} (l + iξ)

l2 − ξ2
− R(ξ)

(l − iξ)
= P (ξ) Q(ξ) = F{p(t)} F{q(t)}

⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ KεEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣, the integral exists for each value of t. Hence, by the virtue of

Definition 2.6 the non-homogeneous differential equation (1.2) has the Mittag-Leffler-Hyers-
Ulam stability. �

Now, we prove the Mittag-Leffler-Hyers-Ulam stability of the homogeneous and non-
homogeneous second order linear differential equations (1.3) and (1.4).

Theorem 3.3. The differential equation (1.3) has Mittag-Leffler-Hyers-Ulam stability.

Proof. Let l,m be constants in F such that there exist µ, ν ∈ F with µν = m, µ+ν = −l
and µ 6= ν. For every ε > 0, there exists a positive constant K such that x : (0,∞)→ F be a
twice continuously differentiable function satisfying the inequality

|x′′(t) + l x′(t) +m x(t)| ≤ εEα(tα) (3.7)

for all t > 0. We will show that there exists a solution y : (0,∞) → F satisfying the
homogeneous differential equation y′′(t) + l y′(t) +m y(t) = 0 such that

|x(t)− y(t)| ≤ KεEα(tα),
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for any t > 0. Let us define a function p : (0,∞)→ F such that p(t) =: x′′(t)+ l x′(t)+m x(t)
for each t > 0. In view of (3.7), we have |p(t)| ≤ εEα(tα). Now, taking Fourier transform to
p(t), we have

F{p(t)} = F{x′′(t) + l x′(t) +m x(t)}
P (ξ) = F{x′′(t)}+ l F{x′(t)}+m F{x(t)} = (ξ2 − iξl +m) X(ξ)

X(ξ) =
P (ξ)

ξ2 − iξl +m
.

Since l,m are constants in F such that there exist µ, ν ∈ F with µ + ν = −l, µν = m and
µ 6= ν, we have (ξ2 − iξl +m) = (iξ − µ) (iξ − ν). Thus

F{x(t)} = X(ξ) =
P (ξ)

(iξ − µ) (iξ − ν)
. (3.8)

Let Q(ξ) =
1

(iξ − µ) (iξ − ν)
, then we have

F{q(t)} =
1

(iξ − µ) (iξ − ν)
⇒ q(t) = F−1

{
1

(iξ − µ) (iξ − ν)

}
.

Now, setting y(t) as
µe−µt − νe−νt

µ− ν
and taking Fourier transform, we obtain

F{y(t)} = Y (ξ) =

∞∫
−∞

µe−µt − νe−νt

µ− ν
eist dt = 0. (3.9)

Now,

F{y′′(t) + l y′(t) +m y(t)} = (ξ2 − iξl +m) Y (ξ).

Then by using (3.9), we have F{y′′(t) + l y′(t) +m y(t)} = 0. Since F is one-to-one operator,
then y′′(t) + l y′(t) + m y(t) = 0, Hence y(t) is a solution of the differential equation (1.3).
Then by using (3.8) and (3.9) we can obtain

F{x(t)} − F{y(t)} = X(ξ)− Y (ξ) =
P (ξ)

ξ2 − iξl +m
= P (ξ) Q(ξ) = F{p(t)} F{q(t)}

⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ KεEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣, the integral exists for each value of t. Then by virtue of

Definition 2.7 the homogeneous linear differential equation (1.3) has the Mittag-Leffler-Hyers-
Ulam stability. �
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Theorem 3.4. The differential equation (1.4) has Mittag-Leffler-Hyers-Ulam stability.

Proof. Let l,m be constants in F such that there exist µ, ν ∈ F with µν = m, µ+ν = −l
and µ 6= ν. For every ε > 0, there exists a positive constant K such that x : (0,∞)→ F is a
twice continuously differentiable function satisfying the inequality

|x′′(t) + l x′(t) +m x(t)− r(t)| ≤ εEα(tα) (3.10)

for all t > 0. We have to prove that there exists a solution y : (0,∞) → F satisfying the
non-homogeneous differential equation y′′(t) + l y′(t) +m y(t) = r(t) such that

|x(t)− y(t)| ≤ KεEα(tα),

for any t > 0. Assume that x(t) is a continuously differentiable function satisfying the
inequality (3.10). Let us define a function p : (0,∞) → F such that p(t) =: x′′(t) + l x′(t) +
m x(t)− r(t) for each t > 0. In view of (3.10), we have |p(t)| ≤ εEα(tα). Now, taking Fourier
transform to p(t), we have

F{p(t)} = F{x′′(t) + l x′(t) +m x(t)− r(t)}
P (ξ) = F{x′′(t)}+ l F{x′(t)}+m F{x(t)} − F{r(t)} = (ξ2 − iξl +m) X(ξ)−R(ξ)

X(ξ) =
P (ξ) +R(ξ)

ξ2 − iξl +m
.

Since l,m are constants in F such that there exist µ, ν ∈ F with µ + ν = −l, µν = m and
µ 6= ν, we have (ξ2 − iξl +m) = (iξ − µ) (iξ − ν). Thus

F{x(t)} = X(ξ) =
P (ξ) +R(ξ)

(iξ − µ) (iξ − ν)
. (3.11)

Taking

Q(ξ) = F{q(t)} =
1

(iξ − µ) (iξ − ν)
,

setting

y(t) =
µe−µt − νe−νt

µ− ν
+ (r(t) ∗ q(t))

and taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

µe−µt − νe−νt

µ− ν
eist dt+

R(ξ)

(iξ − µ) (iξ − ν)
=

R(ξ)

(iξ − µ) (iξ − ν)
. (3.12)

Now,

F{y′′(t) + l y′(t) +m y(t)} = F{y′′(t)}+ l F{y′(t)}+m F{y(t)}
= (ξ2 − iξl +m) Y (ξ) = R(ξ).

Then by using (3.12), we have F{y′′(t) + l y′(t) + m y(t)} = F{r(t)}, since F is one-to-one
operator, thus y′′(t) + l y′(t) + m y(t) = r(t), Hence y(t) is a solution of the differential
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equation (1.4). Then by using (3.11) and (3.12) we can obtain

F{x(t)} − F{y(t)} = X(ξ)− Y (ξ) =
P (ξ) +R(ξ)

(iξ − µ) (iξ − ν)
− R(ξ)

(iξ − µ) (iξ − ν)

= P (ξ) Q(ξ) = F{p(t)} F{q(t)}
⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ KεEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣, the integral exists for each value of t. Then by virtue of

Definition 2.8 the non-homogeneous linear differential equation (1.4) has the Mittag-Leffler-
Hyers-Ulam stability. �

4. Mittag-Leffler-Hyers-Ulam-Rassias Stability

In the following theorems, we are going to investigate the Mittag-Leffler-Hyers-Ulam-
Rassias stability of the differential equations (1.1), (1.2), (1.3) and (1.4).

Theorem 4.1. The differential equation (1.1) has Mittag-Leffler-Hyers-Ulam-Rassias sta-
bility.

Proof. Let l be a constant in F. For every ε > 0, there exists a positive constant K
such that x : (0,∞) → F be a continuously differentiable function and φ : (0,∞) → (0,∞)
be an integrable function satisfies

|x′(t) + l x(t)| ≤ φ(t)εEα(tα) (4.1)

for all t > 0. We will prove that, there exists a solution y : (0,∞) → F which satisfies the
differential equation y′(t) + l y(t) = 0 such that

|x(t)− y(t)| ≤ Kφ(t)εEα(tα)

for any t > 0. Let us define a function p : (0,∞)→ F such that p(t) =: x′(t) + l x(t) for each
t > 0. In view of (4.1), we have |p(t)| ≤ φ(t)εEα(tα). Now, taking Fourier transform to p(t),
we have

F{x(t)} = X(ξ) =
P (ξ) (l + iξ)

l2 − ξ2
. (4.2)

Choosing Q(ξ) =
1

(l − iξ)
, then we have q(t) = F−1

{
1

(l − iξ)

}
. Now, we set y(t) = e−lt and

taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

e−lt eist dt = 0. (4.3)
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Hence

F{y′(t) + l y(t)} = −iξY (ξ) + l Y (ξ) = (l − iξ)Y (ξ)

Then by using (4.3), we have F{y′(t) + l y(t)} = 0, since F is one-to-one operator, thus
y′(t) + l y(t) = 0, Hence y(t) is a solution of the differential equation (1.1). Then by using
(4.2) and (4.3) we can obtain

F{x(t)− y(t)} = F{p(t) ∗ q(t)}

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ Kφ(t)εEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣, the integral exists for each value of t and φ(t) is an integrable

function. Then by virtue of Definition 2.9 the differential equation (1.1) has the Mittag-
Leffler-Hyers-Ulam-Rassias stability. �

Now, we prove the Mittag-Leffler-Hyers-Ulam-Rassias stability of the non-homogeneous
linear differential equation (1.2) with the help of Fourier Transforms.

Theorem 4.2. The differential equation (1.2) has Mittag-Leffler-Hyers-Ulam-Rassias sta-
bility.

Proof. Let l be a constant in F. For every ε > 0, there exists a positive constant K
such that x : (0,∞)→ F is a continuously differentiable function and φ : (0,∞)→ (0,∞) an
integrable function satisfying

|x′(t) + l x(t)− r(t)| ≤ φ(t)εEα(tα) (4.4)

for all t > 0. We will now prove that, there exist a solution y : (0,∞) → F, which satisfies
the differential equation y′(t) + l y(t) = r(t) such that

|x(t)− y(t)| ≤ Kφ(t)εEα(tα),

for any t > 0. Let us define a function p : (0,∞) → F such that p(t) =: x′(t) + l x(t) − r(t)
for each t > 0. In view of (4.4), we have |p(t)| ≤ φ(t)εEα(tα). Now, taking Fourier transform
to p(t), we have

F{x(t)} = X(ξ) =
{P (ξ) +R(ξ)} (l + iξ)

l2 − ξ2
. (4.5)

Now, let us take Q(ξ) as
1

(l − iξ)
; then we have

F{q(t)} =
1

(l − iξ)
⇒ q(t) = F−1

{
1

(l − iξ)

}
.
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We set y(t) = e−lt + (r(t) ∗ q(t)) and taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

e−lt eist dt+
R(ξ)

(l − iξ)
=

R(ξ)

(l − iξ)
(4.6)

Now,

F{y′(t) + l y(t)} = F{y′(t)}+ l F{y(t)} = −iξY (ξ) + l Y (ξ) = R(ξ)

Then by using (4.6), we have F{y′(t) + l y(t)} = F{r(t)}, since F is one-to-one operator,
thus y′(t) + l y(t) = r(t). Hence y(t) is a solution of the differential equation (1.2). Then by
using (4.5) and (4.6) we can obtain

F{x(t)− y(t)} = F{p(t) ∗ q(t)}.

Since the operator F is one-to-one and linear, it gives x(t)−y(t) = p(t)∗q(t). Taking modulus
on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣ ≤ |p(t)|
∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ K φ(t)εEα(tα).

If K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣ the integral exists for each value of t and φ(t) is an integrable function.

Hence by the virtue of Definition 2.10 the differential equation (1.2) has the Mittag-Leffler-
Hyers-Ulam-Rassias stability. �

Now, we are going to establish the Mittag-Leffler-Hyers-Ulam-Rassias stability of the
second order homogeneous differential equation (1.3).

Theorem 4.3. The second order linear differential equation (1.3) has Mittag-Leffler-
Hyers-Ulam-Rassias stability.

Proof. Let l,m are constants in F such that there exist µ, ν ∈ F with µν = m, µ+ν = −l
and µ 6= ν. For every ε > 0, there exists a positive constant K such that x : (0,∞) → F is
a twice continuously differentiable function and φ : (0,∞) → (0,∞) an integrable function
satisfying the inequality

|x′′(t) + l x′(t) +m x(t)| ≤ φ(t)εEα(tα) (4.7)

for all t > 0. We will now prove that there exists a solution y : (0,∞) → F satisfying the
homogeneous differential equation (1.3) such that

|x(t)− y(t)| ≤ Kφ(t)εEα(tα),

for any t > 0. Let us define a function p : (0,∞)→ F such that p(t) =: x′′(t)+ l x′(t)+m x(t)
for each t > 0. In view of (4.7), we have |p(t)| ≤ φ(t)εEα(tα). Now, taking Fourier transform
to p(t), we have

P (ξ) = F{x′′(t)}+ l F{x′(t)}+m F{x(t)} = (ξ2 − iξl +m) X(ξ)

X(ξ) =
P (ξ)

ξ2 − iξl +m
.
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Since l,m be constants in F such that there exist µ, ν ∈ F with µ + ν = −l, µν = m and
µ 6= ν, we have (ξ2 − iξl +m) = (iξ − µ) (iξ − ν). Thus

F{x(t)} = X(ξ) =
P (ξ)

(iξ − µ) (iξ − ν)
. (4.8)

Choosing Q(ξ) as
1

(iξ − µ) (iξ − ν)
, then we have F{q(t)} =

1

(iξ − µ) (iξ − ν)
and we define

a function y(t) =
µe−µt − νe−νt

µ− ν
and taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

µe−µt − νe−νt

µ− ν
eist dt = 0. (4.9)

Now, F{y′′(t) + l y′(t) + m y(t)} = (ξ2 − iξl + m) Y (ξ). Then by using (4.9), we have
F{y′′(t)+l y′(t)+m y(t)} = 0, since F is one-to-one operator, thus y′′(t)+l y′(t)+m y(t) = 0,
Hence y(t) is a solution of the differential equation (1.3). Then by using (4.8) and (4.9) we
can obtain

F{x(t)} − F{y(t)} = X(ξ)− Y (ξ) =
P (ξ)

ξ2 − iξl +m

= P (ξ) Q(ξ) = F{p(t)} F{q(t)}
⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}

Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)| =

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣
≤ |p(t)|

∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ Kφ(t)εEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣ exists for each value of t and φ(t) is an integrable function.

Then by the virtue of Definition 2.11 the homogeneous linear differential equation (1.3) has
the Mittag-Leffler-Hyers-Ulam-Rassias stability. �

Finally, we are going to investigate the Mittag-Leffler-Hyers-Ulam-Rassias stability of the
second order non-homogeneous differential equation (1.4).

Theorem 4.4. The second order linear differential equation (1.4) has the Mittag-Leffler-
Hyers-Ulam-Rassias stability.

Proof. Let l,m be constants in F such that there exist µ, ν ∈ F with µν = m, µ+ν = −l
and µ 6= ν. For every ε > 0, there exists a positive constant K such that x : (0,∞) → F is
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a twice continuously differentiable function and φ : (0,∞) → (0,∞) an integrable function
satisfying the inequality

|x′′(t) + l x′(t) +m x(t)− r(t)| ≤ φ(t)εEα(tα) (4.10)

for all t > 0. We have to prove that there exists a solution y : (0,∞) → F satisfying the
non-homogeneous differential equation (1.4) such that |x(t)− y(t)| ≤ Kφ(t)εEα(tα), for any
t > 0.

Let us define a function p : (0,∞) → F such that p(t) =: x′′(t) + l x′(t) + m x(t) − r(t)
for each t > 0. In view of (4.10), we have |p(t)| ≤ φ(t)εEα(tα). Now, taking the Fourier
transform to p(t), we have

P (ξ) = F{x′′(t)}+ l F{x′(t)}+m F{x(t)} − F{r(t)}
= (ξ2 − iξl +m) X(ξ)−R(ξ)

X(ξ) =
P (ξ) +R(ξ)

ξ2 − iξl +m
.

Since l,m be constants in F such that there exist µ, ν ∈ F with µ + ν = −l, µν = m and
µ 6= ν, we have (ξ2 − iξl +m) = (iξ − µ) (iξ − ν). Thus

F{x(t)} = X(ξ) =
P (ξ) +R(ξ)

(iξ − µ) (iξ − ν)
. (4.11)

Assuming Q(ξ) = F{q(t)} =
1

(iξ − µ) (iξ − ν)
and defining a function

y(t) =
µe−µt − νe−νt

µ− ν
+ (r(t) ∗ q(t))

and also taking Fourier transform on both sides, we get

F{y(t)} = Y (ξ) =

∞∫
−∞

µe−µt − νe−νt

µ− ν
eist dt+

R(ξ)

(iξ − µ) (iξ − ν)
=

R(ξ)

(iξ − µ) (iξ − ν)
. (4.12)

Now, F{y′′(t) + l y′(t) + m y(t)} = (ξ2 − iξl + m) Y (ξ) = R(ξ). Then by using (4.12), we
have F{y′′(t) + l y′(t) +m y(t)} = F{r(t)}, since F is one-to-one operator; thus

y′′(t) + l y′(t) +m y(t) = r(t).

Hence y(t) is a solution of the differential equation (1.4). Then by using (4.11) and (4.12) we
can obtain

F{x(t)} − F{y(t)} =
P (ξ) +R(ξ)

(iξ − µ) (iξ − ν)
− R(ξ)

(iξ − µ) (iξ − ν)

= P (ξ) Q(ξ) = F{p(t)} F{q(t)}
⇒ F{x(t)− y(t)} = F{p(t) ∗ q(t)}
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Since the operator F is one-to-one and linear, which gives x(t) − y(t) = p(t) ∗ q(t). Taking
modulus on both sides, we have

|x(t)− y(t)| = |p(t) ∗ q(t)|

=

∣∣∣∣∣∣
∞∫
−∞

p(t) q(t− s) ds

∣∣∣∣∣∣
≤ |p(t)|

∣∣∣∣∣∣
∞∫
−∞

q(t− s) ds

∣∣∣∣∣∣ ≤ Kφ(t)εEα(tα).

Where K =

∣∣∣∣∣ ∞∫−∞ q(t− s) ds

∣∣∣∣∣, the integral exists for each value of t. Then by the virtue of

Definition 2.12 the non-homogeneous linear differential equation (1.4) has the Mittag-Leffler-
Hyers-Ulam-Rassias stability. �

Conclusion: We have proved the Mittag-Leffler-Hyers-Ulam stability and Mittag-Leffler-
Hyers-Ulam-Rassias stability of the linear differential equations of first order and second or-
der with constant co-efficients using the Fourier Transforms method. That is, we established
the sufficient criteria for Mittag-Leffler-Hyers-Ulam stability and Mittag-Leffler-Hyers-Ulam-
Rassias stability of the linear differential equation of first order and second order with con-
stant co-efficients using Fourier Transforms method. Additionally, this paper also provides
another method to study the Mittag-Leffler-Hyers-Ulam stability of differential equations.
Also, this paper shows that the Fourier Transform method is more convenient to study the
Mittag-Leffler-Hyers-Ulam stability and Mittag-Leffler-Hyers-Ulam-Rassias stability of the
linear differential equation with constant co-efficients.
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Abstract

We consider in this paper, the solution of the following systems of difference
equation:

xn+1 =
xn−2

±1 + xn−2yn−1zn
, yn+1 =

yn−2
±1 + yn−2zn−1xn

, zn+1 =
zn−2

±1 + zn−2xn−1yn

where the initial conditions x−2, x−1, x0, y−2, y−1, y0, z−2, z−1, z0 are arbi-
trary non zero real numbers.

Keywords: difference equations, recursive sequences, periodic solutions, system of
difference equations, stability.
Mathematics Subject Classification: 39A10.
––––––––––––––––––––––

1 Introduction

Difference equations related to differential equations as discrete mathematics related
to continuous mathematics. Most of these models are described by nonlinear delay
difference equations; see, for example, [9], [10]. The subject of the qualitative study
of the nonlinear delay population models is very extensive, and the current research
work tends to center around the relevant global dynamics of the considered systems of
difference equations such as oscillation, boundedness of solutions, persistence, global

1
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stability of positive steady sates, permanence, and global existence of periodic solu-
tions. See [13], [17], [19]-[22], [26], [28], [29] and the references therein. In particular,
Agarwal and Elsayed [1] deal with the global stability, periodicity character and gave
the solution form of some special cases of the recursive sequence

xn+1 = axn +
bxnxn−3

cxn−2 + dxn−3
.

Camouzis et al. [5] studied the global character of solutions of the difference equation

xn+1 =
δxn−2 + xn−3
A+ xn−3

.

Clark and Kulenovic [7] investigated the global asymptotic stability of the system

xn+1 =
xn

a+ cyn
, yn+1 =

yn
b+ dxn

.

In [9], Din studied the boundedness character, steady-states, local asymptotic sta-
bility of equilibrium points, and global behavior of the unique positive equilibrium
point of a discrete predator-prey model given by

xn+1 =
αxn − βxnyn
1 + γxn

, yn+1 =
δxnyn

xn + ηyn
.

Elsayed et al. [23] discussed the global convergence and periodicity of solutions of
the recursive sequence

xn+1 = axn +
b+ cxn−1
d+ exn−1

.

Elsayed and El-Metwally [24] discussed the periodic nature and the form of the solu-
tions of the nonlinear difference equations systems

xn+1 =
xnyn−2

yn−1 (±1± xnyn−2)
, yn+1 =

ynxn−2
xn−1 (±1± ynxn−2)

.

Gelisken and Kara [25] studied some behavior of solutions of some systems of rational
difference equations of higher order and they showed that every solution is periodic
with a period depends on the order.
In [27] Kurbanli discussed a three-dimensional system of rational difference equa-

tions
xn+1 =

xn−1
xn−1yn − 1

, yn+1 =
yn−1

yn−1xn − 1
, zn+1 =

xn
zn−1yn

.

Touafek et al. [33] studied the sufficient conditions for the global asymptotic stability
of the following systems of rational difference equations:

xn+1 =
xn−3

±1± xn−3yn−1
, yn+1 =

yn−3
±1± yn−3xn−1

.

2
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with a real number’s initial conditions.
Our goal in this paper is to investigate the form of the solutions of the system of

three difference equations

xn+1 =
xn−2

±1 + xn−2yn−1zn
, yn+1 =

yn−2
±1 + yn−2zn−1xn

, zn+1 =
zn−2

±1 + zn−2xn−1yn
, (1)

where the initial conditions x−2, x−1, x0, y−2, y−1, y0, z−2, z−1, z0 are arbitrary
real numbers. Moreover, we obtain some numerical simulation to the equation are
given to illustrate our results.

2 The System

xn+1 =
xn−2

1+xn−2yn−1zn
, yn+1 =

yn−2
1+yn−2zn−1xn

, zn+1 =
zn−2

1+zn−2xn−1yn

In this section, we study the solution of the following system of difference equations.

xn+1 =
xn−2

1 + xn−2yn−1zn
, yn+1 =

yn−2
1 + yn−2zn−1xn

, zn+1 =
zn−2

1 + zn−2xn−1yn
, (2)

where n ∈ N0 and the initial conditions are arbitrary real numbers.
The following theorem is devoted to the form of the solutions of system (1).

Theorem 1. Suppose that {xn, yn, zn} are solutions of the system (1). Then for
n = 0, 1, 2, ..., we have the following formulas

x3n−2 = x−2
n−1Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)
, x3n−1 = x−1

n−1Q
i=0

(1 + (3i+ 1)x−1y0z−2)

(1 + (3i+ 2)x−1y0z−2)
,

x3n = x0
n−1Q
i=0

(1 + (3i+ 2)x0y−2z−1)

(1 + (3i+ 3)x0y−2z−1)
,

y3n−2 = y−2
n−1Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)
, y3n−1 = y−1

n−1Q
i=0

(1 + (3i+ 1)x−2y−1z0)

(1 + (3i+ 2)x−2y−1z0)
,

y3n = y0
n−1Q
i=0

(1 + (3i+ 2)x−1y0z−2)

(1 + (3i+ 3)x−1y0z−2)
,

z3n−2 = z−2
n−1Q
i=0

(1 + (3i)x−1y0z−2)

(1 + (3i+ 1)x−1y0z−2)
, z3n−1 = z−1

n−1Q
i=0

(1 + (3i+ 1)x0y−2z−1)

(1 + (3i+ 2)x0y−2z−1)
,

z3n = z0
n−1Q
i=0

(1 + (3i+ 2)x−2y−1z0)

(1 + (3i+ 3)x−2y−1z0)
,

3
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Proof. For n = 0 the result holds. Suppose that the result holds for n− 1.

x3n−5 = x−2
n−2Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)
, x3n−4 = x−1

n−2Q
i=0

(1 + (3i+ 1)x−1y0z−2)

(1 + (3i+ 2)x−1y0z−2)
,

x3n−3 = x0
n−2Q
i=0

(1 + (3i+ 2)x0y−2z−1)

(1 + (3i+ 3)x0y−2z−1)
,

y3n−5 = y−2
n−2Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)
, y3n−4 = y−1

n−2Q
i=0

(1 + (3i+ 1)x−2y−1z0)

(1 + (3i+ 2)x−2y−1z0)
,

y3n−3 = y0
n−2Q
i=0

(1 + (3i+ 2)x−1y0z−2)

(1 + (3i+ 3)x−1y0z−2)
,

z3n−5 = z−2
n−2Q
i=0

(1 + (3i)x−1y0z−2)

(1 + (3i+ 1)x−1y0z−2)
, z3n−4 = z−1

n−2Q
i=0

(1 + (3i+ 1)x0y−2z−1)

(1 + (3i+ 2)x0y−2z−1)
,

z3n−3 = z0
n−2Q
i=0

(1 + (3i+ 2)x−2y−1z0)

(1 + (3i+ 3)x−2y−1z0)
.

It follows from Eq.(1) that

x3n−2 =
x3n−5

1 + x3n−5y3n−4z3n−3

=

x−2
n−2Q
i=0

(1+(3i)x−2y−1z0)
(1+(3i+1)x−2y−1z0)

1 + (x−2
n−2Q
i=0

(1+(3i)x−2y−1z0)
(1+(3i+1)x−2y−1z0)

)(y−1
n−2Q
i=0

(1+(3i+1)x−2y−1z0)
(1+(3i+2)x−2y−1z0)

)(z0
n−2Q
i=0

(1+(3i+2)x−2y−1z0)
(1+(3i+3)x−2y−1z0)

)

=

x−2
n−2Q
i=0

(1+(3i)x−2y−1z0)
(1+(3i+1)x−2y−1z0)

1 + x−2y−1z0
n−2Q
i=0

(( (1+(3i)x−2y−1z0)
(1+(3i+1)x−2y−1z0)

)( (1+(3i+1)x−2y−1z0)
(1+(3i+2)x−2y−1z0)

)( (1+(3i+2)x−2y−1z0)
(1+(3i+3)x−2y−1z0)

))

=

x−2
n−2Q
i=0

(1+(3i)x−2y−1z0)
(1+(3i+1)x−2y−1z0)

1 + x−2y−1z0
n−2Q
i=0

( (1+(3i)x−2y−1z0)
(1+(3i+3)x−2y−1z0)

)

= x−2
n−2Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)

1

1 + ( x−2y−1z0
(1+(3n−3)x−2y−1z0))

= x−2
n−2Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)
(

(1 + (3n− 3)x−2y−1z0)
(1 + (3n− 3)x−2y−1z0) + x−2y−1z0

)

= x−2
n−2Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)
(
(1 + (3n− 3)x−2y−1z0)
(1 + (3n− 2)x−2y−1z0)

).
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Then, we see that

x3n−2 = x−2
n−1Q
i=0

(1 + (3i)x−2y−1z0)

(1 + (3i+ 1)x−2y−1z0)
.

Also, we see from Eq.(1) that

y3n−2 =
y3n−5

1 + y3n−5z3n−4x3n−3

=

y−2
n−2Q
i=0

(1+(3i)x0y−2z−1)
(1+(3i+1)x0y−2z−1)

1 + (y−2
n−2Q
i=0

(1+(3i)x0y−2z−1)
(1+(3i+1)x0y−2z−1)

)(z−1
n−2Q
i=0

(1+(3i+1)x0y−2z−1)
(1+(3i+2)x0y−2z−1)

)(x0
n−2Q
i=0

(1+(3i+2)x0y−2z−1)
(1+(3i+3)x0y−2z−1)

)

=

y−2
n−2Q
i=0

(1+(3i)x0y−2z−1)
(1+(3i+1)x0y−2z−1)

1 + x0y−2z−1
n−2Q
i=0

(1+(3i)x0y−2z−1)
(1+(3i+3)x0y−2z−1)

= y−2
n−2Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)
(

1

1 + x0y−2z−1
1+(3n−3)x0y−2z−1−

)

= y−2
n−2Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)
(

1 + (3n− 3)x0y−2z−1
1 + (3n− 3)x0y−2z−1 + x0y−2z−1

)

= y−2
n−2Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)
(
1 + (3n− 3)x0y−2z−1
1 + (3n− 2)x0y−2z−1

).

Then, we see that

y3n−2 = y−2
n−1Q
i=0

(1 + (3i)x0y−2z−1)

(1 + (3i+ 1)x0y−2z−1)

Finally, we see that

5
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z3n−2 =
z3n−5

1 + z3n−5x3n−4y3n−3

=

z−2
n−2Q
i=0

(1+(3i)x−1y0z−2)
(1+(3i+1)x−1y0z−2)

1 + (z−2
n−2Q
i=0

(1+(3i)x−1y0z−2)
(1+(3i+1)x−1y0z−2)

)(x−1
n−2Q
i=0

(1+(3i+1)x−1y0z−2)
(1+(3i+2)x−1y0z−2)

)(y0
n−2Q
i=0

(1+(3i+2)x−1y0z−2)
(1+(3i+3)x−1y0z−2)

)

=

z−2
n−2Q
i=0

(1+(3i)x−1y0z−2)
(1+(3i+1)x−1y0z−2)

1 + x−1y0z−2
n−2Q
i=0

(1+(3i)x−1y0z−2)
(1+(3i+3)x−1y0z−2

= z−2
n−2Q
i=0

(1 + (3i)x−1y0z−2)

(1 + (3i+ 1)x−1y0z−2)
(

1

1 + x−1y0z−2
1+(3n−3)x−1y0z−2

)

= z−2
n−2Q
i=0

(1 + (3i)x−1y0z−2)

(1 + (3i+ 1)x−1y0z−2)
(
1 + (3n− 3)x−1y0z−2
1 + (3n− 2)x−1y0z−2

).

Then

z3n−2 = z−2
n−1Q
i=0

(1 + (3i)x−1y0z−2)

(1 + (3i+ 1)x−1y0z−2)
.

This completes the proof.

3 The System

xn+1 =
xn−2

1+xn−2yn−1zn
, yn+1 =

yn−2
−1+yn−2zn−1xn , zn+1 =

zn−2
−1+zn−2xn−1yn

In this section, we obtain the form of the solutions of the system of three difference
equations

xn+1 =
xn−2

1 + xn−2yn−1zn
, yn+1 =

yn−2
−1 + yn−2zn−1xn

, zn+1 =
zn−2

−1 + zn−2xn−1yn
, (3)

where n ∈ N0 and the initial conditions are arbitrary nonzero real numbers.
Theorem 2. Suppose that {xn, yn, zn} are solutions of the system (2). Then for
n = 0, 1, 2, ..., we have the following formulas

x3n−2 =
x−2

1 + nx−2y−1z0
, x3n−1 =

x−1(x−1y0z−2 − 1)
(n+ 1)x−1y0z−2 − 1

, x3n =
x0

1 + nx0y−2z−1
,

y3n−2 =
(−1)n+1y−2(1 + (n− 1)x0y−2z−1)

x0y−2z−1 − 1
, y3n−1 = (−1)ny−1(1 + nx−2y−1z0),

y3n =
(−1)ny0((n+ 1)x−1y0z−2 − 1)

x−1y0z−2 − 1
,
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z3n−2 =
(−1)n+1z−2

nx−1y0z−2 − 1
, z3n−1 =

(−1)n+1z−1(x0y−2z−1 − 1)
(n− 1)x0y−2z−1 + 1

, z3n =
(−1)nz0

1 + nx−2y−1z0
.

Proof. For n = 0 the result holds. Suppose that the result holds for n− 1.

x3n−5 =
x−2

1 + (n− 1)x−2y−1z0
, x3n−4 =

x−1(x−1y0z−2 − 1)
nx−1y0z−2 − 1

, x3n−3 =
x0

1 + (n− 1)x0y−2z−1
,

y3n−5 =
(−1)ny−2(1 + (n− 2)x0y−2z−1)

x0y−2z−1 − 1
, y3n−4 = (−1)n−1y−1(1 + (n− 1)x−2y−1z0),

y3n−3 =
(−1)n−1y0(nx−1y0z−2 − 1)

x−1y0z−2 − 1
,

z3n−5 =
(−1)nz−2

(n− 1)x−1y0z−2 − 1
, z3n−4 =

(−1)nz−1(x0y−2z−1 − 1)
(n− 2)x0y−2z−1 + 1

, z3n−3 =
(−1)n−1z0

1 + (n− 1)x−2y−1z0
,

from system (2) we can prove as follow

x3n−2 =
x3n−5

1 + x3n−5y3n−4z3n−3

=

x−2
1+(n−1)x−2y−1z0

1 + ( x−2
1+(n−1)x−2y−1z0 )((−1)

n−1y−1(1 + (n− 1)x−2y−1z0))( (−1)n−1z0
1+(n−1)x−2y−1z0 )

=
x−2

1 + (n− 1)x−2y−1z0 + x−2y−1z0
=

x−2
1 + nx−2y−1z0

Also, we get

y3n−1 =
y3n−4

−1 + y3n−4z3n−3x3n−2

=
(−1)n−1y−1(1 + (n− 1)x−2y−1z0)

−1 + ((−1)n−1y−1(1 + (n− 1)x−2y−1z0))( (−1)n−1z0
1+(n−1)x−2y−1z0 )(

x−2
1+nx−2y−1z0

)

=
(−1)ny−1(1 + (n− 1)x−2y−1z0)(1 + nx−2y−1z0)

1 + (n− 1)x−2y−1z0
= (−1)ny−1(1 + nx−2y−1z0)

z3n =
z3n−3

−1 + z3n−3x3n−2y3n−1

=

(−1)n−1z0
1+(n−1)x−2y−1z0

−1 + ( (−1)n−1z0
1+(n−1)x−2y−1z0 )(

x−2
1+nx−2y−1z0

)((−1)ny−1(1 + nx−2y−1z0))

=
(−1)nz0

1 + (n− 1)x−2y−1z0 + x−2y−1z0
=

(−1)nz0
1 + nx−2y−1z0

.
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4 The System

xn+1 =
xn−2

−1+xn−2yn−1zn , yn+1 =
yn−2

1+yn−2zn−1xn
, zn+1 =

zn−2
−1+zn−2xn−1yn

In this section, we study the solution of the following system of difference equations

xn+1 =
xn−2

−1 + xn−2yn−1zn
, yn+1 =

yn−2
1 + yn−2zn−1xn

, zn+1 =
zn−2

−1 + zn−2xn−1yn
, (4)

where n ∈ N0 and the initial conditions are arbitrary nonzero real numbers.
Theorem 3. Suppose that {xn, yn, zn} are solutions of the system (3). Then for
n = 0, 1, 2, ..., we have the following formulas

x3n−2 =
x−2

nx−2y−1z0 − 1
, x3n−1 =

(−1)n+1x−1(x−1y0z−2 − 1)
(n− 1)x−1y0z−2 + 1

, x3n =
(−1)nx0

1 + nx0y−2z−1
,

y3n−2 =
y−2

nx0y−2z−1 + 1
, y3n−1 =

y−1(x−2y−1z0 − 1)
(n+ 1)x−2y−1z0 − 1

, y3n =
y0

nx−1y0z−2 + 1
,

z3n−2 =
(−1)n+1z−2((n− 1)x−1y0z−2 + 1)

x−1y0z−2 − 1
, z3n−1 = (−1)nz−1(nx0y−2z−1 + 1),

z3n =
(−1)nz0((n+ 1)x−2y−1z0 − 1)

x−2y−1z0 − 1
.

Proof. For n = 0 the result holds. Suppose that the result holds for n− 1

x3n−5 =
x−2

(n− 1)x−2y−1z0 − 1
, x3n−4 =

(−1)nx−1(x−1y0z−2 − 1)
(n− 2)x−1y0z−2 + 1

, x3n−3 =
(−1)n−1x0

1 + (n− 1)x0y−2z−1
,

y3n−5 =
y−2

(n− 1)x0y−2z−1 + 1
, y3n−4 =

y−1(x−2y−1z0 − 1)
nx−2y−1z0 − 1

, y3n−3 =
y0

(n− 1)x−1y0z−2 + 1
,

z3n−5 =
(−1)nz−2((n− 2)x−1y0z−2 + 1)

x−1y0z−2 − 1
, z3n−4 = (−1)n−1z−1((n− 1)x0y−2z−1 + 1),

z3n−3 =
(−1)n−1z0(nx−2y−1z0 − 1)

x−2y−1z0 − 1
,

from system (3) we can prove as follow

x3n−1 =
x3n−4

−1 + x3n−4y3n−3z3n−2

=

(−1)nx−1(x−1y0z−2−1)
(n−2)x−1y0z−2+1

−1 + ( (−1)nx−1(x−1y0z−2−1)
(n−2)x−1y0z−2+1 )( y0

(n−1)x−1y0z−2+1)(
(−1)n+1z−2((n−1)x−1y0z−2+1)

x−1y0z−2−1 )

=
(−1)nx−1(x−1y0z−2 − 1)

−((n− 2)x−1y0z−2 + 1) + ((−1)nx−1)((−1)n+1y0z−2)

=
(−1)n+1x−1(x−1y0z−2 − 1)
(n− 1)x−1y0z−2 + 1

.
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Also, we get

y3n =
y3n−3

1 + y3n−3z3n−2x3n−1

=

y0
(n−1)x−1y0z−2+1

1 + ( y0
(n−1)x−1y0z−2+1)(

(−1)n+1z−2((n−1)x−1y0z−2+1)
x−1y0z−2−1 )( (−1)

n+1x−1(x−1y0z−2−1)
(n−1)x−1y0z−2+1 )

=
y0

(n− 1)x−1y0z−2 + 1 + y0((−1)n+1z−2)((−1)n+1x−1)
=

y0
nx−1y0z−2 + 1

z3n−2 =
z3n−5

−1 + z3n−5x3n−4y3n−3

=

(−1)nz−2((n−2)x−1y0z−2+1)
x−1y0z−2−1

−1 + ( (−1)nz−2((n−2)x−1y0z−2+1)
x−1y0z−2−1 )( (−1)

nx−1(x−1y0z−2−1)
(n−2)x−1y0z−2+1 )( y0

(n−1)x−1y0z−2+1)

=

(−1)nz−2((n−2)x−1y0z−2+1)
x−1y0z−2−1

−((n−2)x−1y0z−2+1)
(n−1)x−1y0z−2+1

=
(−1)n+1z−2((n− 1)x−1y0z−2 + 1)

x−1y0z−2 − 1
.

This completes the proof.

5 The System

xn+1 =
xn−2

−1+xn−2yn−1zn , yn+1 =
yn−2

−1+yn−2zn−1xn , zn+1 =
zn−2

1+zn−2xn−1yn

In this section, we investigate the solution of the following system of difference equa-
tions

xn+1 =
xn−2

−1 + xn−2yn−1zn
, yn+1 =

yn−2
−1 + yn−2zn−1xn

, zn+1 =
zn−2

1 + zn−2xn−1yn
, (5)

where the initial conditions n ∈ N0 are arbitrary non zero real numbers. The
following theorem is devoted to the form of the solutions of system (4).
Theorem 4. Suppose that {xn, yn, zn} are solutions of the system (4). Then for
n = 0, 1, 2, ..., we have the following formulas

x3n−2 =
(−1)n+1x−2((n− 1)x−2y−1z0 + 1)

x−2y−1z0 − 1
, x3n−1 = (−1)nx−1(nx−1y0z−2 + 1),

x3n =
(−1)nx0((n+ 1)x0y−2z−1 − 1)

x0y−2z−1 − 1
,
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y3n−2 =
(−1)n+1y−2

nx0y−2z−1 − 1
, y3n−1 =

(−1)n+1y−1(x−2y−1z0 − 1)
(n− 1)x−2y−1z0 + 1

, y3n =
(−1)ny0

nx−1y0z−2 + 1
,

z3n−2 =
z−2

nx−1y0z−2 + 1
, z3n−1 =

z−1(x0y−2z−1 − 1)
(n+ 1)x0y−2z−1 − 1

, z3n =
z0

nx−2y−1z0 + 1
.

Proof. For n = 0 the result holds. Suppose that the result holds for n− 1

x3n−5 =
(−1)nx−2((n− 2)x−2y−1z0 + 1)

x−2y−1z0 − 1
, x3n−4 = (−1)n−1x−1((n− 1)x−1y0z−2 + 1),

x3n−3 =
(−1)n−1x0(x0y−2z−1 − 1)

x0y−2z−1 − 1
,

y3n−5 =
(−1)ny−2

(n− 1)x0y−2z−1 − 1
, y3n−4 =

(−1)ny−1(x−2y−1z0 − 1)
(n− 2)x−2y−1z0 + 1

, y3n−3 =
(−1)n−1y0

(n− 1)x−1y0z−2 + 1
,

z3n−5 =
z−2

(n− 1)x−1y0z−2 + 1
, z3n−4 =

z−1(x0y−2z−1 − 1)
nx0y−2z−1 − 1

, z3n−3 =
z0

(n− 1)x−2y−1z0 + 1
,

from system (4) we can prove as follow

x3n =
x3n−3

−1 + x3n−3y3n−2z3n−1

=

(−1)n−1x0(nx0y−2z−1−1)
x0y−2z−1−1

−1 + ( (−1)n−1x0(nx0y−2z−1−1)
x0y−2z−1−1 )( (−1)

n+1y−2
nx0y−2z−1−1)(

z−1(x0y−2z−1−1)
(n+1)x0y−2z−1−1)

=

(−1)n−1x0(nx0y−2z−1−1)
x0y−2z−1−1

x0y−2z−1−((n+1)x0y−2z−1−1)
((n+1)x0y−2z−1−1)

=
(−1)nx0((n+ 1)x0y−2z−1 − 1)

x0y−2z−1 − 1

Also, we get

y3n−1 =
y3n−4

−1 + y3n−4z3n−3x3n−2

=

(−1)ny−1(x−2y−1z0−1)
(n−2)x−2y−1z0+1

−1 + ( (−1)ny−1(x−2y−1z0−1)
(n−2)x−2y−1z0+1 )( z0

(n−1)x−2y−1z0+1)(
(−1)n+1x−2((n−1)x−2y−1z0+1)

x−2y−1z0−1 )

=

(−1)n+1y−1(x−2y−1z0−1)
(n−2)x−2y−1z0+1

(n−2)x−2y−1z0+1+x−2y−1z0
(n−2)x−2y−1z0+1

=
(−1)n+1y−1(x−2y−1z0 − 1)
(n− 1)x−2y−1z0 + 1

z3n−2 =
z3n−5

1 + z3n−5x3n−4y3n−3

=

z−2
(n−1)x−1y0z−2+1

1 + ( z−2
(n−1)x−1y0z−2+1)((−1)

n−1x−1((n− 1)x−1y0z−2 + 1))( (−1)n−1y0
(n−1)x−1y0z−2+1)

=

z−2
(n−1)x−1y0z−2+1

(n−1)x−1y0z−2+1+x−1y0z−2
(n−1)x−1y0z−2+1

=
z−2

nx−1y0z−2 + 1
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This completes the proof.
The following cases can be proved similarly.

6 On The System

xn+1 =
xn−2

−1+xn−2yn−1zn , yn+1 =
yn−2

−1+yn−2zn−1xn , zn+1 =
zn−2

−1+zn−2xn−1yn

In this section we study the solution of the following system of difference equations

xn+1 =
xn−2

−1 + xn−2yn−1zn
, yn+1 =

yn−2
−1 + yn−2zn−1xn

, zn+1 =
zn−2

−1 + zn−2xn−1yn
, (6)

where the initial conditions n ∈ N0 are arbitrary non zero real numbers.
Theorem 5. Let {xn, yn, zn}+∞n=−2 be solutions of system (5). Then
1- {xn}+∞n=−2, {yn}+∞n=−2 and {zn}

+∞
n=−2 and are periodic with period six i.e.,

xn+6 = xn, yn+6 = yn, zn+6 = zn.

2- We have the following form

x6n−2 = x−2, x6n−1 = x−1, x6n = x0,

x6n+1 =
x−2

x−2y−1z0 − 1
, x6n+2 = x−1(x−1y0z−2 − 1), x6n+3 =

x0
x0y−2z−1 − 1

,

y6n−2 = y−2, y6n−1 = y−1, y6n = y0,

y6n+1 =
y−2

x0y−2z−1 − 1
, y6n+2 = y−1(x−2y−1z0 − 1), y6n+3 =

y0
x−1y0z−2 − 1

,

z6n−2 = z−2, z6n−1 = z−1, z6n = z0,

z6n+1 =
z−2

x−1y0z−2 − 1
, z6n+2 = z−1(x0y−2z−1 − 1), z6n+3 =

z0
x−2y−1z0 − 1

,

Or equivalently

{xn}+∞n=−2 =
½
x−2, x−1, x0,

x−2
x−2y−1z0 − 1

, x−1(x−1y0z−2 − 1),
x0

x0y−2z−1 − 1

¾
,

{yn}+∞n=−2 =
½
y−2, y−1, y0,

y−2
x0y−2z−1 − 1

, y−1(x−2y−1z0 − 1),
y0

x−1y0z−2 − 1

¾
.

{zn}+∞n=−2 =
½
z−2, z−1, z0,

z−2
x−1y0z−2 − 1

, z−1(x0y−2z−1 − 1),
z0

x−2y−1z0 − 1

¾
.
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7 On The System

xn+1 =
xn−2

−1−xn−2yn−1zn , yn+1 =
yn−2

−1−yn−2zn−1xn , zn+1 =
zn−2

−1−zn−2xn−1yn

In this section we study the solution of the following system of difference equations

xn+1 =
xn−2

−1− xn−2yn−1zn
, yn+1 =

yn−2
−1− yn−2zn−1xn

, zn+1 =
zn−2

−1− zn−2xn−1yn
,

(7)
where the initial conditions n ∈ N0 are arbitrary non zero real numbers.

Theorem 6. Let {xn, yn, zn}+∞n=−2 be solutions of system (6). Then
1- {xn}+∞n=−2, {yn}+∞n=−2 and {zn}

+∞
n=−2 and are periodic with period six i.e.,

xn+6 = xn, yn+6 = yn, zn+6 = zn.

2- We have the following form

x6n−2 = x−2, x6n−1 = x−1, x6n = x0,

x6n+1 = −
x−2

x−2y−1z0 + 1
, x6n+2 = −x−1(x−1y0z−2 + 1), x6n+3 = −

x0
x0y−2z−1 + 1

,

y6n−2 = y−2, y6n−1 = y−1, y6n = y0,

y6n+1 = −
y−2

x0y−2z−1 + 1
, y6n+2 = −y−1(x−2y−1z0 + 1), y6n+3 = −

y0
x−1y0z−2 + 1

,

z6n−2 = z−2, z6n−1 = z−1, z6n = z0,

z6n+1 = −
z−2

x−1y0z−2 + 1
, z6n+2 = −z−1(x0y−2z−1 + 1), z6n+3 = −

z0
x−2y−1z0 + 1

,

Or equivalently

{xn}+∞n=−2 =
½
x−2, x−1, x0,−

x−2
x−2y−1z0 + 1

,−x−1(x−1y0z−2 + 1),−
x0

x0y−2z−1 + 1

¾
,

{yn}+∞n=−2 =
½
y−2, y−1, y0,−

y−2
x0y−2z−1 + 1

,−y−1(x−2y−1z0 + 1),−
y0

x−1y0z−2 + 1

¾
.

{zn}+∞n=−2 =
½
z−2, z−1, z0,−

z−2
x−1y0z−2 + 1

,−z−1(x0y−2z−1 + 1),−
z0

x−2y−1z0 + 1

¾
.
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8 The System

xn+1 =
xn−2

1−xn−2yn−1zn , yn+1 =
yn−2

1−yn−2zn−1xn , zn+1 =
zn−2

1−zn−2xn−1yn

In this section, we study the solution of the following system of difference equations.

xn+1 =
xn−2

1− xn−2yn−1zn
, yn+1 =

yn−2
1− yn−2zn−1xn

, zn+1 =
zn−2

1− zn−2xn−1yn
(8)

where n ∈ N0 and the initial conditions are arbitrary nonzero real numbers.
The following theorem is devoted to the form of the solutions of system (7).

Theorem 7. Suppose that {xn, yn, zn} are solutions of the system (7). Then for
n = 0, 1, 2, ..., we have the following formulas

x3n−2 = −x−2
n−1Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)

, x3n−1 = x−1
n−1Q
i=0

(−1 + (3i+ 1)x−1y0z−2)
(−1 + (3i+ 2)x−1y0z−2)

,

x3n = x0
n−1Q
i=0

(−1 + (3i+ 2)x0y−2z−1)
(−1 + (3i+ 3)x0y−2z−1)

,

y3n−2 = −y−2
n−1Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

, y3n−1 = y−1
n−1Q
i=0

(−1 + (3i+ 1)x−2y−1z0)
(−1 + (3i+ 2)x−2y−1z0)

,

y3n = y0
n−1Q
i=0

(−1 + (3i+ 2)x−1y0z−2)
(−1 + (3i+ 3)x−1y0z−2)

,

z3n−2 = −z−2
n−1Q
i=0

(−1 + (3i)x−1y0z−2)
(−1 + (3i+ 1)x−1y0z−2)

, z3n−1 = z−1
n−1Q
i=0

(−1 + (3i+ 1)x0y−2z−1)
(−1 + (3i+ 2)x0y−2z−1)

,

z3n = z0
n−1Q
i=0

(−1 + (3i+ 2)x−2y−1z0)
(−1 + (3i+ 3)x−2y−1z0)

,

Proof. For n = 0 the result holds. Suppose that the result holds for n− 1.

x3n−5 = −x−2
n−2Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)

, x3n−4 = x−1
n−2Q
i=0

(−1 + (3i+ 1)x−1y0z−2)
(−1 + (3i+ 2)x−1y0z−2)

,

x3n−3 = x0
n−2Q
i=0

(−1 + (3i+ 2)x0y−2z−1)
(−1 + (3i+ 3)x0y−2z−1)

,

y3n−5 = −y−2
n−2Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

, y3n−4 = y−1
n−2Q
i=0

(−1 + (3i+ 1)x−2y−1z0)
(−1 + (3i+ 2)x−2y−1z0)

,

y3n−3 = y0
n−2Q
i=0

(−1 + (3i+ 2)x−1y0z−2)
(−1 + (3i+ 3)x−1y0z−2)

,
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z3n−5 = −z−2
n−2Q
i=0

(−1 + (3i)x−1y0z−2)
(−1 + (3i+ 1)x−1y0z−2)

, z3n−4 = z−1
n−2Q
i=0

(−1 + (3i+ 1)x0y−2z−1)
(−1 + (3i+ 2)x0y−2z−1)

,

z3n−3 = z0
n−2Q
i=0

(−1 + (3i+ 2)x−2y−1z0)
(−1 + (3i+ 3)x−2y−1z0)

,

It follows from Eq.(7) that

x3n−2 =
x3n−5

1 + x3n−5y3n−4z3n−3

=
−x−2

n−2Q
i=0

(−1+(3i)x−2y−1z0)
(−1+(3i+1)x−2y−1z0)

1+(−x−2
n−2Q
i=0

(−1+(3i)x−2y−1z0)
(−1+(3i+1)x−2y−1z0)

)(y−1

n−2Q
i=0

(−1+(3i+1)x−2y−1z0)
(−1+(3i+2)x−2y−1z0)

)(z0

n−2Q
i=0

(−1+(3i+2)x−2y−1z0)
(−1+(3i+3)x−2y−1z0)

)

=

−x−2
n−2Q
i=0

(−1+(3i)x−2y−1z0)
(−1+(3i+1)x−2y−1z0)

1− x−2y−1z0
n−2Q
i=0

(( (−1+(3i)x−2y−1z0)
(−1+(3i+1)x−2y−1z0))(

(−1+(3i+1)x−2y−1z0)
(−1+(3i+2)x−2y−1z0))(

(−1+(3i+2)x−2y−1z0)
(−1+(3i+3)x−2y−1z0)))

=

−x−2
n−2Q
i=0

(−1+(3i)x−2y−1z0)
(−1+(3i+1)x−2y−1z0)

1− x−2y−1z0
n−2Q
i=0

( (−1+(3i)x−2y−1z0)
(−1+(3i+3)x−2y−1z0))

= −x−2
n−2Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)

1

1 + ( x−2y−1z0
(−1+(3n−3)x−2y−1z0))

= −x−2
n−2Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)

(
(−1 + (3n− 3)x−2y−1z0)

(−1 + (3n− 3)x−2y−1z0) + x−2y−1z0
)

= −x−2
n−2Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)

(
(−1 + (3n− 3)x−2y−1z0)
(−1 + (3n− 2)x−2y−1z0)

)

Then, we see that

x3n−2 = −x−2
n−1Q
i=0

(−1 + (3i)x−2y−1z0)
(−1 + (3i+ 1)x−2y−1z0)
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Also, we see from Eq.(1) that

y3n−2 =
y3n−5

1 + y3n−5z3n−4x3n−3

=
−y−2

n−2Q
i=0

(−1+(3i)x0y−2z−1)
(−1+(3i+1)x0y−2z−1)

1+(−y−2
n−2Q
i=0

(−1+(3i)x0y−2z−1)
(−1+(3i+1)x0y−2z−1)

)(z−1

n−2Q
i=0

(−1+(3i+1)x0y−2z−1)
(−1+(3i+2)x0y−2z−1)

)(x0

n−2Q
i=0

(−1+(3i+2)x0y−2z−1)
(−1+(3i+3)x0y−2z−1)

)

=

−y−2
n−2Q
i=0

(−1+(3i)x0y−2z−1)
(−1+(3i+1)x0y−2z−1)

1− x0y−2z−1
n−2Q
i=0

(−1+(3i)x0y−2z−1)
(−1+(3i+3)x0y−2z−1)

= −y−2
n−2Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

(
1

1 + x0y−2z−1
−1+(3n−3)x0y−2z−1−

)

= −y−2
n−2Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

(
−1 + (3n− 3)x0y−2z−1

−1 + (3n− 3)x0y−2z−1 + x0y−2z−1
)

= −y−2
n−2Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

(
−1 + (3n− 3)x0y−2z−1
−1 + (3n− 2)x0y−2z−1

)

Then, we see that

y3n−2 = −y−2
n−1Q
i=0

(−1 + (3i)x0y−2z−1)
(−1 + (3i+ 1)x0y−2z−1)

Finally, we see that

z3n−2 =
z3n−5

1 + z3n−5x3n−4y3n−3

=
−z−2

n−2Q
i=0

(−1+(3i)x−1y0z−2)
(−1+(3i+1)x−1y0z−2)

1+(−z−2
n−2Q
i=0

(−1+(3i)x−1y0z−2)
(−1+(3i+1)x−1y0z−2)

)(x−1

n−2Q
i=0

(−1+(3i+1)x−1y0z−2)
(−1+(3i+2)x−1y0z−2)

)(y0

n−2Q
i=0

(−1+(3i+2)x−1y0z−2)
(−1+(3i+3)x−1y0z−2)

)

=

−z−2
n−2Q
i=0

(−1+(3i)x−1y0z−2)
(−1+(3i+1)x−1y0z−2)

1− x−1y0z−2
n−2Q
i=0

(−1+(3i)x−1y0z−2)
(−1+(3i+3)x−1y0z−2

= −z−2
n−2Q
i=0

(−1 + (3i)x−1y0z−2)
(−1 + (3i+ 1)x−1y0z−2)

(
1

1 + x−1y0z−2
−1+(3n−3)x−1y0z−2−

)

= −z−2
n−2Q
i=0

(−1 + (3i)x−1y0z−2)
(−1 + (3i+ 1)x−1y0z−2)

(
−1 + (3n− 3)x−1y0z−2
−1 + (3n− 2)x−1y0z−2

)
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Then,

z3n−2 = −z−2
n−1Q
i=0

(−1 + (3i)x−1y0z−2)
(−1 + (3i+ 1)x−1y0z−2)

This completes the proof

8.1 Numerical Examples

For confirming the results of this section, we consider the following numerical example
which represent solutions to the previous systems.
Example 1. We consider interesting numerical example for the difference equations
system (1) with the initial conditions x−2 = 13, x−1 = 0.4, x0 = 3, y−2 = 0.5,
y−1 = 7, y0 = 3.7, z−2 = 0.9, z−1 = 17 and z0 = 0.72. (See Fig. 1).
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Figure 1.

Example 2. We put the initial conditions for system (2) as follows: x−2 = 1.3, x−1 =
−0.4, x0 = 0.3, y−2 = 0.5, y−1 = 0.1, y0 = −0.7, z−2 = −0.9, z−1 = 0.7 and z0 =
0.2. (See Fig. 2).
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Figure 2.

Example 3. For the difference equations system (3) where the initial conditions
x−2 = 1.3, x−1 = 0.4, x0 = 0.3, y−2 = 0.25, y−1 = 0.1, y0 = 0.7, z−2 = 0.9, z−1 =
0.7 and z0 = 0.2. (See Fig. 3).
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Figure 3.
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Example 4. We assume x−2 = 1.3, x−1 = 0.4, x0 = 0.3, y−2 = 0.25, y−1 = 0.1,
y0 = 0.7, z−2 = 0.9, z−1 = 0.7 and z0 = 0.2 for system (4) see Fig. 4.
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Example 5. See Fig. 5, if we take system (5) with x−2 = 3, x−1 = −0.4, x0 =
2, y−2 = −0.5, y−1 = 0.9, y0 = 0.7, z−2 = 0.19, z−1 = −0.4 and z0 = 0.1.
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Example 6. See Fig. 6, if we consider system (6) with x−2 = −9, x−1 = 0.4, x0 =
−2, y−2 = 0.2, y−1 = 0.7, y0 = 1.8, z−2 = 9, z−1 = −0.4 and z0 = −2.
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Example 7. We take the difference equations system (7) with the initial conditions
x−2 = 9, x−1 = 4, x0 = 2, y−2 = 3, y−1 = 7, y0 = 18, z−2 = 11, z−1 = −4 and z0 =
5. (See Fig. 7).
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APPROXIMATION OF SOLUTIONS OF THE INHOMOGENEOUS

GAUSS DIFFERENTIAL EQUATIONS BY HYPERGEOMETRIC

FUNCTION

S. OSTADBASHI, M. SOLEIMANINIA, R. JAHANARA AND CHOONKIL PARK∗

Abstract. In this paper, we solve the inhomogeneous Gauss differential equation and
apply this result to estimate the error bound occurring when an analytic function is ap-
proximated by an appropriate hypergeometric function.

1. Introduction

More than a half century ago, Ulam [22] posed the famous Ulam stability problem which

was partially solved by Hyers [7] in the framework of Banach spaces. The Hyers’ theorem was

generalized by Aoki [4] for additive mappings. In 1978, Rassias [14] extended the theorem

of Hyers by considering the unbounded Cauchy difference inequality

‖f(x+ y)− f(x)− f(y)‖ 6 ε(‖x‖p + ‖y‖p), (ε ≥ 0, p ∈ [0, 1)).

Since then, the stability problems of various functional equations have been studied by many

authors (see [1, 6, 8, 9, 13, 15, 17, 18, 19, 20]).

Alsina and Ger [3] were the first authors who investigated the Hyers-Ulam stability of

differential equations. They proved that if a differentiable function f : I → R is a solution of

the differential inequality |y′(t) − y(t)| ≤ ε, where I is an open subinterval of R, then there

exists a solution f0 : I → R of the differential equation y′(t) = y(t) such that |f(t)−f0(t)| ≤ 3ε

for any t ∈ I. From then on, many research papers about the Hyers-Ulam stability of

differential equations have appeared in the literature, see [2, 5, 10, 11, 12, 21, 23] for instance.

The form of the homogeneous Gauss differential equation has the form

x(1− x)y′′ + [r − (1 + s+ t)x]y′ − sty = 0. (1.1)

It is easy to see that

y1 = 1 +
st

1!r
x+

(st)(s+ 1)(t+ 1)

2!r(r + 1)
x2 +

(st)(s+ 1)(s+ 2)(t+ 1)(t+ 2)

3!r(r + 1)(r + 2)
x5 + · · ·

2010 Mathematics Subject Classification. Primary 39B82, 35B35.
Key words and phrases. Gauss differential equation; analytic function; hypergeometric function; approxi-
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and

y2 =x1−r[1 +
(s− r + 1)(t− r + 1)

1!(2− r)
x

+
(s− r + 1)(s− r + 2)(t− r + 1)(t− r + 2)

2!(2− r)(3− r)
x2

+
(s− r + 1)(s− r + 2)(s− r + 3)(t− r + 1)(t− r + 2)(t− r + 3)

3!(2− r)(3− r)(4− r)
x5 + ...]

are a fundamental set of solutions of equation (1.1) (if r 6= 1). The series y1 known the

hypergeometric function is convergent for |x| < 1 and is represented by

y1 = F (s, t, r, x).

Note that

y2 = x1−rF (s− r + 1, t− r + 1, 2− r, x)

is of the same type. Thus the general solution is

yc = c1y1 + c2y2 = c1F (s, t, r, x) + c2x
1−rF (s− r + 1, t− r + 1, 2− r, x).

2. Inhomogeneous Gauss differential equation

In this section, we consider the solution of inhomogeneous Gauss differential equation of

the form

x(1− x)y′′ + [r − (1 + s+ t)x]y′ − sty =
+∞∑
m=0

amx
m, (2.1)

where the coefficients an’s of the power series are given such that the radius of convergence

is positive.

Theorem 2.1. Assume that the radius of convergence of the power series
∑+∞

m=0 amx
m is

R0 > 0 and

R1 = lim
k→∞

| ck
ck+1

| > 0. (2.2)

Let ρ be a positive number defined by ρ = min{1, R0, R1}. Then every solution y : (−ρ, ρ)→
C of differential equation (2.1) can be expressed by

y(x) = yc(x) +
+∞∑
m=1

cmx
m, (2.3)

where c1 = 1
ra0 and

cm =
am−1

m(m− 1 + r)

+
1

m!

m−1∑
i=1

am−i−1

i+1∏
j=1

1

m− j + r

i∏
j=1

(m+ s− j)(m+ t− j)
(2.4)

for any m ∈ {2, 3, · · · }.
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Proof. We will show that each function y : (−ρ, ρ) → C defined by (2.3) is a solution of

the inhomogeneous Gauss differential equation (2.1), where yc is a solution of homogeneous

Gauss differential equation (1.1). For this purpose, it is only necessary to show that yp(x) =∑∞
m=1 cmx

m satisfies differential equation (2.1). Therefore, letting yp(x) =
∑∞

m=1 cmx
m in

differential equation (2.1), we obtain

+∞∑
m=1

m(m+ 1)cm+1x
m + r

+∞∑
m=0

(m+ 1)cm+1x
m −

+∞∑
m=2

m(m− 1)cmx
m

− (1 + s+ t)
+∞∑
m=1

mcmx
m − st

+∞∑
m=1

cmx
m =

+∞∑
m=0

amx
m.

Hence

rc1 +
+∞∑
m=1

[(m+ 1)(m+ r)cm+1 − (m+ s)(m+ t)cm]xm =
+∞∑
m=0

amx
m.

Therefore, we get c1 = 1
ra0 and

cm+1 =
1

(m+ 1)(m+ r)
am +

(m+ s)(m+ t)

(m+ 1)(m+ r)
cm, (m = 1, 2, ...).

By some manipulations, we obtain

cm =
am−1

m(m− 1 + r)

+
1

m!

m−1∑
i=1

am−i−1

i+1∏
j=1

1

m− j + r

i∏
j=1

(m+ s− j)(m+ t− j)
(2.5)

for any m ∈ {2, 3, ...}. The condition (2.2) implies that the radius of convergence of yp(x) =∑+∞

m=1
cmx

m is R1. By using the ratio test, we can easily show that the radius of convergence

of yc is 1. Thus y is certainly defined on (−ρ, ρ). �

Corollary 2.2. Assume that the assumptions of Theorem 2.1 hold. Then there exists C > 0

such that

+∞∑
m=1

cmx
m ≤

+∞∑
m=1

am−1
m(m− 1 + r)

xm

+
+∞∑
i=1

+∞∑
m=2

Cam−2
(m+ i− 1)2

i∏
j=0

(1− −st
(m+ i− j − 1)(m+ i− j + s+ t− 1)

)xm+i−1.

Proof. Since there exists a constant C > 0 with

1

m!

i+1∏
j=1

1

m− j + r
≤ C

m2

i∏
j=0

1

(m− j)(m− j + s+ t)
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for any m = 2, 3, ... and for any i = 1, 2, ..., it follows from (2.5) that

+∞∑
m=1

cmx
m = c1x+

+∞∑
m=2

cmx
m =

1

r
a0x+

+∞∑
m=1

am−1
m(m− 1 + r)

xm

+
+∞∑
m=2

1

m!

m−1∑
i=1

am−i−1

i+1∏
j=1

1

m− j + r

i∏
j=0

(m+ s− j)(m+ t− j)xm

≤
+∞∑
m=1

am−1
m(m− 1 + r)

xm +
+∞∑
m=2

m−1∑
i=1

Cam−i−1
m2

i∏
j=0

(m+ s− j)(m+ t− j)
(m− j)(m− j + s+ t)

xm

=
+∞∑
m=1

am−1
m(m− 1 + r)

xm +
+∞∑
m=2

m−1∑
i=1

Cam−i−1
m2

i∏
j=0

(1− −st
(m− j)(m− j + s+ t)

)xm

=
+∞∑
m=1

am−1
m(m− 1 + r)

xm +
+∞∑
i=1

+∞∑
m=i+1

Amix
m

=
+∞∑
m=1

am−1
m(m− 1 + r)

xm +
+∞∑
i=1

+∞∑
m=2

Am+i−1ix
m+i−1,

where we define

Ami :=
Cam−i−1
m2

i∏
j=0

(1− −st
(m− j)(m− j + s+ t)

)

for all i = 1, 2, · · · and m = 2, 3, · · · . �

3. Approximation property of hypergeometric function

In this section, we investigate an approximation property of hypergeometric functions.

More precisely, we will prove that if an analytic function satisfies the condition (2.2), then

it can be approximated by a hypergeometric function. Suppose that y is a given function

expressed as a power series of the form

y(x) =
∞∑

m=0

bmx
m, (3.1)

whose radius of convergence is R0 > 0. Then we obtain

x(1− x)y′′+[r − (1 + s+ t)x]y′ − sty

=
∞∑

m=0

[(m+ 1)(m+ r)bm+1 − (m+ s)(m+ t)bm]xm

=
∞∑

m=0

amx
m,

(3.2)

where we define

am := (m+ 1)(m+ r)bm+1 − (m+ s)(m+ t)bm (3.3)

for all m ∈ {0, 1, 2, 3, · · · }.
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Lemma 3.1. If the am’s, the bm’s and the cm’s are as defined in (3.3), (3.1) and (2.4), then

cm = bm −
b0
m!

m∏
j=1

1

m− j + r

m−1∏
j=1

(m+ s− j)(m+ t− j) (3.4)

for all m ∈ {0, 1, 2, 3, ...}.

Proof. The proof is clear by induction on m. For m = 1 and by (3.3) we have

c1 =
a0
r

=
1

r
(rb1 − stb0) = b1 −

st

r
b0. (3.5)

Assume now that formula (3.3) is true for some m. It follows from (2.4), (3.3) and (3.4) that

cm+1 =
am

(m+ 1)(m+ r)
+

(m+ s)(m+ t)

(m+ 1)(m+ r)
cm

=
1

(m+ 1)(m+ r)

(
(m+ 1)(m+ r)bm+1 − (m+ s)(m+ t)bm

)
+

(m+ s)(m+ t)

(m+ 1)(m+ r)

(
bm −

b0
m!

m∏
j=1

1

m− j + r

m−1∏
j=1

(m+ s− j)(m+ t− j)
)

= bm+1 −
b0

(m+ 1)!

m+1∏
j=1

1

m+ 1− j + r

m∏
j=1

(m+ 1 + s− j)(m+ 1 + t− j),

as desired. �

Theorem 3.2. Let R and R0 be positive constants with R < R0. Assume that y : (−R,R)→
C is a function of the form (3.1) whose radius of convergence is R1. Also, bm’s and cm’s are

given by (3.3) and (3.4), respectively. If R < min{1, R0, R1}, then there exist a hypergeo-

metric function yh : (−R,R)→ C and a constant d > 0 such that |y(x)− yh(x)| ≤ d x
1−x for

all x ∈ (−R,R).

Proof. We assume that y can be represented by a power series (3.1) whose radius of conver-

gence is R < R0. So

x(1− x)
+∞∑
m=2

m(m− 1)bmx
m−2 + [r − (1 + s+ t)x]

+∞∑
m=1

mbmx
m−1 − st

+∞∑
m=0

mbmx
m

is also a power series whose radius of convergence is R0, more precisely, in view of (3.2) and

(3.3), we have

x(1− x)
+∞∑
m=0

m(m− 1)bmx
m−2 + [r − (1 + s+ t)x]

+∞∑
m=0

mbmx
m−1

− st
+∞∑
m=0

mbmx
m =

+∞∑
m=0

amx
m
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for all x ∈ (−R,R). Since the power series
∑+∞

m=0 amx
m is absolutely convergent on its inter-

val of convergence, which includes the interval [−R,R] and the power series
∑+∞

m=0 |amxm|
is continuous on [−R,R]. So there exists a constant d1 > 0 with

n∑
m=0

|amxm| ≤ d1

for all integers n ≥ 0 and for any x ∈ (−R,R).

On the other hand, since

+∞∑
k=1

| −st
(m− k − 1)(m− k − 1 + t+ s)

| ≤ stπ2

6
=: d2, (m = 2, 3, ...),

we have

|
+∞∏
k=1

(1− −st
(m− k − 1)(m− k − 1 + t+ s)

| ≤ d2, (m = 2, 3, · · · )

(see [16, Theorem 6.6.2]). Hence, substituting i− j for k in the above infinite product, there

exists a constant d3 with

|
i∏

j=0

(1− −st
(m− i− j − 1)(m− i− j − 1 + t+ s)

| ≤ d3

for all i = 1, 2, · · · and m = 2, 3, · · · . Therefore, it follows Lemma 2.2 that

|
∞∑

m=0

cmx
m| ≤ d1d3

x

1− x
(3.6)

for all x ∈ (−R0, R0). This completes the proof of our theorem. �

Corollary 3.3. Assume that R and R0 are positive constants with R < R0. Let y : (R,R0)→
C be a function which can be represented by a power series of the form (3.1) whose radius of

convergence is R0. Moreover, assume that there exists a positive number R1 satisfying the

condition (2.2) with bm’s and cm’s given in (3.1) and Lemma 3.1. If R < min{1, R0, R1}
then there exists a hypergeometric function yh : (−R,R)→ C such that |y(x)−yh(x)| = O(x)

as x→ 0.

Example 3.4. Now, we will introduce an example concerning the hypergeometric function

for differential equation (2.1) with st = 1
16 . Given a constant R with 0 < R < 1 and assume

that a function y : (−R,R) −→ C can be expressed as a power series of the form (3.1), where

bm = {0, m=0
1

4m
, m≥1.

It is easy to see that the radius of convergence of the above power series is R1 = 4. Since

b0 = 0 it follows from Lemma 3.1 that cm = bm for each m ∈ {0, 1, 2, 3, ...}. Moreover, there

exists a positive constant R1 such that the condition (2.2) is satisfied

R1 = lim
k→+∞

| ck
ck+1

| = lim
k→+∞

| bk
bk+1
| = 4.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

114 OSTADBASHI 109-116



Now we assume r = s = t = 1
4 . Then we get

+∞∑
m=0

|amxm| ≤
1

16
+

15

64
|x|+

+∞∑
m=2

4(m+ 1
4)2 − (m+ 1)(m+ 1

4)

4m+2
|x|m

≤ 1

16
+

15

64
+

+∞∑
m=2

3m(m+ 1
4)

4m+2

≤ 1

16
+

15

64
+

+∞∑
m=2

1

2m+2
≤ 1

16
+

15

64
+

1

8
=

27

64

for all x ∈ (−R,R). Since R < min{1, R0, R1} = 1, we can conclude from (3.6) that there

exists a solution function yh : (−R,R) → C of the Gauss differential equation (2.1) with

r = s = t = 1
4 satisfying |y(x)− yh(x)| ≤ 27

64
x

1−x for all x ∈ (−R,R).
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ON TOPOLOGICAL ROUGH GROUPS
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Abstract. In this paper, we give an introduction for rough groups and rough homo-
morphisms. Then we present some properties related to topological rough subgroups and
rough subsets. Finally we construct the product of topological rough groups and give an
illustrated example.

1. Introduction

In [2], Bagirmaz et al. introduced the concept of topological rough groups. They

extended the notion of a topological group to include algebraic structures of rough groups.

In addition, they presented some examples and properties.

The main purpose of this paper is to introduce some basic definitions and results about

topological rough groups and topological rough subgroups. We also introduce the Carte-

sian product of topological rough groups.

This paper is as follows: Section 2 gives basic results and definitions on rough groups

and rough homomorphisms. In Section 3, following results and definitions of [2], we give

some more interesting and nice results about topological rough groups. Finally, in Section

4 we prove that the product of topological rough groups is a topological rough group.

Further, an example is provided.

This paper has been produced from the PhD thesis of Alharbi registered in King Ab-

dulaziz University.

2. Rough groups and rough homomorphisms

First, we give the definition of rough groups introduced by Biswas and Nanda in 1994 [3].

2010 Mathematics Subject Classification. Primary: 22A05, 54A05. Secondary: 03E25.
Key words and phrases. rough group; topological rough group; topological rough subgroup; product of

topological rough groups.
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Let (U,R) be an approximation space. For a subset X ⊆ U ,

X = {[x]R : [x]R ∩X 6= ∅}

and

X = {[x]R : [x]R ⊆ X}.
Suppose that ∗ is a binary operation defined on U . We will use xy instead of x ∗ y for

each composition of elements x, y ∈ U as well as for composition of subsets XY , where

X, Y ⊆ U .

Definition 2.1. [2] Let G = (G,G) be a rough set in the approximation space (U,R).

Then G = (G,G) is called a rough group if the following conditions are satisfied:

(1) for all x, y ∈ G, xy ∈ G (closed);

(2) for all x, y, z ∈ G, (xy)z = x(yz) (associative law);

(3) for all x ∈ G, there exists e ∈ G such that xe = ex = x (e is the rough identity

element);

(4) for all x ∈ G, there exists y ∈ G such that xy = yx = e (y is the rough inverse

element of x. It is denoted as x−1).

Definition 2.2. [2] A nonempty rough subset H = (H,H) of a rough group G = (G,G)

is called a rough subgroup if it is a rough group itself.

A rough set G = (G,G) is a trivial rough subgroup of itself. Also the rough set e = (e, e)

is a trivial rough subgroup of the rough group G if e ∈ G.

Theorem 2.1. [2] A rough subset H is a rough subgroup of the rough group G if the two

conditions are satisfied:

(1) for all x, y ∈ H, xy ∈ H;

(2) for all y ∈ H, y−1 ∈ H.

Also, a rough normal subgroup can be defined. Let N be a rough subgroup of the rough

group G. Then N is called a rough normal subgroup of G if for all x ∈ G, xN = Nx.

Definition 2.3. [4] Let (U1, R1) and (U2, R2) be two approximation spaces and ∗, ∗′ be two

binary operations on U1 and U2, respectively. Suppose that G1 ⊆ U1, G2 ⊆ U2 are rough

groups. If the mapping ϕ : G1 → G2 satisfies ϕ(x ∗ y) = ϕ(x) ∗′ ϕ(y) for all x, y ∈ G1,

then ϕ is called a rough homomorphism.

Definition 2.4. [4] A rough homomorphism ϕ from a rough group G1 to a rough group

G2 is called:

(1) a rough epimorphism (or surjective) if ϕ : G1 → G2 is onto.

(2) a rough embedding (or monomorphism) if ϕ : G1 → G2 is one-to -one.

(3) a rough isomorphism if ϕ : G1 → G2 is both onto and one-to-one.
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3. Topological rough groups

We study a topological rough group, which has an ordinary topology on a rough group,

i.e., a topology τ on G induced a subspace topology τG on G. Suppose that (U,R) is an

approximation space with a binary operation ∗ on U . Let G be a rough group in U .

Definition 3.1. [2] A topological rough group is a rough group G with a topology τG on

G satisfying the following conditions:

(1) the product mapping f : G × G → G defined by f(x, y) = xy is continuous with

respect to a product topology on G×G and the topology τ on G induced by τG;

(2) the inverse mapping ι : G→ G defined by ι(x) = x−1 is continuous with respect to

the topology τ on G induced by τG.

Elements in the topological rough group G are elements in the original rough set G with

ignoring elements in approximations.

Example 3.1. Let U = {0, 1, 2} be any group with 3 elements. Let U/R = {{0, 2}, {1}}
be a classification of equivalent relation. Let G = {1, 2}. Then G = {1} and G =

{0, 1, 2} = U . A topology on G is τG = {ϕ,G, {1}, {2}, {1, 2}} and the relative topology

is τ = {ϕ,G, {1}, {2}}. The conditions in Definition 3.1 are satisfied and hence G is a

topological rough group.

Example 3.2. Let U = R and U/R = {{x : x > 0}, {x : x < 0}} be a partition of R.

Consider G = R∗ = R− 0. Then G is a rough group with addition. It is also a topological

rough group with the standard topology on R.

Example 3.3. Consider U = S4 the set of all permutations of four objects. Let (∗) be the

multiplication operation of permutations. Let

U/R = {E1, E2, E3, E4}

be a classification of U, where

E1 = {1, (12), (13), (14), (23), (24), (34)},

E2 = {(123), (132), (142), (124), (134), (143), (234), (243)},
E3 = {(1234), (1243), (1342), (1324), (1423), (1432)},

E4 = {(12)(34), (13)(24), (14)(23)}.
Let G = {(12), (123), (132)}. Then G = E1 ∪ E2. Clearly, G is a rough group. Consider

a topology on G as τG = {ϕ,G, {(12)}, {1, (123), (132)}, {1, (12), (123), (132)}}. Then the

relative topology on G is τ = {ϕ,G, {(12)}, {(123), (132)}}. The conditions in Definition

3.1 are satisfied and hence G is a topological rough group.

Proposition 3.1. [2] Let G be a topological rough group and fix a ∈ G. Then
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(1) the mapping La : G→ G defined by La(x) = ax, is one-to-one and continuous for

all x ∈ G.

(2) the mapping Ra : G→ G defined by Ra(x) = xa, is one-to-one and continuous for

all x ∈ G.

(3) the inverse mapping ι : G→ G is a homeomorphism for all x ∈ G.

Proposition 3.2. [2] Let G be a topological rough group. Then G = G−1.

Proposition 3.3. [2] Let G be a topological rough group and V ⊆ G. Then V is open

(resp. closed) if and only if V −1 is open (resp. closed).

Proposition 3.4. [2] Let G be a topological rough group and W be an open set in G with

e ∈ W . Then there exists an open set V with e ∈ V such that V = V −1 and V V ⊆ W .

Proposition 3.5. [2] Let G be a rough group. If G = G, then G is a topological group.

Definition 3.2. Let G be a topological rough group. Then a subset U of G is called rough

symmetric if U = U−1.

From the definition of rough subgroups, we obtain the following result.

Corollary 3.1. Every rough subgroup of a topological rough group is rough symmetric.

Theorem 3.1. Let G be a topological rough group. Then the closure of any rough sym-

metric subset A of G is again rough symmetric.

Proof. Since the inverse mapping ι : G→ G is a homeomorphism, cl(A) = (cl(A))−1. �

Theorem 3.2. Let G be a topological rough group and H be a rough subgroup. Then cl(H)

is a rough group in G.

Proof. (1) Identity element: H ⊆ cl(H) implies that H ⊆ cl(H) and so e ∈ cl(H).

Since cl(H) ⊆ G, we have ex = xe = x for all x ∈ cl(H).

(2) Inverse element: cl(H)−1 ⊆ cl(H−1) = cl(H).

(3) Closed under product: Let x, y ∈ cl(H). Then xy ∈ G, which implies that there

exists an open set U ∈ G such that xy ∈ U. We will prove that U ∧ H 6= ϕ.

Consider the multiplication mapping µ : G×G→ G. This implies that there exist

open sets W,V of G such that x ∈ W, y ∈ V, W ∧ H 6= ϕ, V ∧ H 6= ϕ. Since the

topology on G is a relative topology on G, there exist open sets W
′
, V

′
of G such

that W ⊆ W
′
, V ⊆ V

′
. Hence W

′ ∧H 6= ϕ, V
′ ∧H 6= ϕ. Then µ(W ×V )∧H 6= ϕ,

but we have µ(W × V ) ⊆ U , which implies H ∧ U 6= ϕ. So xy ∈ cl(H) ⊆ cl(H).

This implies that cl(H) is a rough group of G.

Thus cl(H) is a rough group in G. �
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Definition 3.3. Let (X, τ) be a topological rough space of approximation space (U,R),

and let B ⊆ τ be a base for τ . For x ∈ X, the family

Bx = {O ∈ B : x ∈ O} ⊆ B

is called a base at x.

Theorem 3.3. Let G be a topological rough space with G group. For g ∈ G, the base at

g is equal to

Bg = {gO : O ∈ Be},
where e is the identity element of a rough group G.

4. Product of topological rough groups

Let (U,R1) and (V,R2) be approximation spaces with binary operations ∗1 and ∗2,
respectively. Consider the Cartesian product of U and V : let x, x

′ ∈ U and y, y
′ ∈ V .

Then (x, y), (x
′
, y

′
) ∈ U × V . Define ∗ as (x, y) ∗ (x

′
, y

′
) = (x ∗1 x

′
, y ∗2 y

′
). Then ∗ is a

binary operation on U × V . In [1], Alharbi et al. proved that the product of equivalence

relations is also an equivalence relation on U × V .

Theorem 4.1. [1] Let G1 ⊆ U and G2 ⊆ V be two rough groups. Then the Cartesian

product G1 ×G2 is a rough group.

The following conditions are satisfied:

(1) For all (x, y), (x
′
, y

′
) ∈ G1 ×G2, (x1, y

′
1) ∗ (x2, y

′
2) = (x1 ∗1 x2, y

′
1 ∗2 y

′
2) ∈ G1 ×G2.

(2) Associative law is satisfied over all elements in G1 ×G2.

(3) There exists an identity element (e, e
′
) ∈ G1 × G2 such that ∀(x, x′

) ∈ G1 ×
G2, (x, x

′
)× (e, e

′
) = (e, e

′
)× (x, x

′
) = (ex, e′x

′
) = (x.x′).

(4) For all (x, x
′
) ∈ G1 × G2, there exists an element (y, y

′
) ∈ G1 × G2 such that

(x, x
′
) ∗ (y, y

′
) = (y, y

′
) ∗ (x, x

′
) = (e, e

′
).

Example 4.1. Consider Example 3.1 where U = {0, 1, 2} and U/R = {{0, 2}, {1}}. Then

the Cartesian product U × U is as follows:

U × U = {(0, 0), (0, 2), (0, 1), (2, 0), (2, 2), (2, 1), (1, 0), (1, 2), (1, 1)}.

Then the new classification is

{{0, 0), (0, 2), (2, 0), (2, 2)}, {(0, 1), (2, 1)}, {(1, 0), (1, 2)}, {(1, 1)}}.

Consider the rough group G = {1, 2}. Then the Cartesian product G×G is

G×G = {(2, 2), (2, 1), (1, 2), (1, 1)},

where G×G = G×G = U × U. From the definition of a rough group, we have that
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(1) the multiplication of elements in G × G is closed under G × G, i.e. (2, 2)(2, 2) =

(1, 1), (2, 2)(2, 1) = (1, 0), (2, 2)(1, 1) = (0, 0), (2, 2)(1, 2) = (0, 1), (2, 1)(2, 1) =

(1, 2),

(2, 1)(1, 1) = (0, 2), (2, 1)(1, 2) = (0, 0), (1, 1)(1, 1) = (2, 2), (1, 1)(1, 2) = (2, 0);

(2) there exists (0, 0) ∈ G×G such that for every (g, g
′
) ∈ G×G, we have (0, 0)(g, g

′
) =

(g, g
′
);

(3) for every element of G × G, there exists an inverse element in G × G, where

(1, 1)−1 = (2, 2) ∈ G×G, (2, 1)−1 = (1, 2) ∈ G×G;

(4) the associative law is satisfied.

Hence G×G is a rough group.

From Example 3.1, we have τG = {ϕ,G, {1}, {2}, {1, 2}} as a topology on G. Then

τG × τG is the product topology of G×G. Also we have τ = {ϕ,G, {1}, {2}} as a relative

topology on G. So τ × τ is a topology on G×G induced by τG × τG.

Consider the multiplication mapping µ : (G×G)× (G×G)→ G×G. This mapping is

continuous with respect to topology τ × τ and the product topology on (G×G)× (G×G).

Also, we can show that the inverse mapping ι : G × G → G × G is continuous. Hence

G×G is a topological rough group.
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ON THE FARTHEST POINT PROBLEM IN BANACH SPACES

A. YOUSEF1, R. KHALIL2AND B. MUTABAGANI3

Abstract. A long standing conjecture in theory of Banach spaces is:" Every
uniquely remotal set in a Banach is a singleton". This is known as the farthest
point Conjecture. In an attempt to solve this problem, we give our contribution
toward solving it, in the positive direction, by proving that every such subset
E in the sequence space `1 is a singleton.

1. Introduction

Let X be a normed space, and E be a closed and bounded subset of X. We
de�ne the real valued function D(:; E) : X ! R by

D(x;E) = supfkx� ek : e 2 Eg;

the farthest distance function. We say that E is remotal if for every x 2 X,
there exists e 2 E such that D(x;E) = kx � ek. In this case, we denote the set
fe 2 E : D(x;E) = kx � ekg by F (x;E). It is clear that F (:; E) : X ! E is a
multi-valued function. However, if F (:; E) : X ! E is a single-valued function,
then E is called uniquely remotal. In such case, we denote F (x;E) by F (x); if
no confusion arises.

The study of remotal and uniquely remotal sets has attracted many mathe-
maticians in the last decades, due to its connection with the geometry of Banach
spaces. We refer the reader to [1], [3], [5], [6] and [8] for samples of these studies.
However, uniquely remotal sets are of special interest. In fact, one of the most in-
teresting and hitherto unsolved problems in the theory of farthest points, known
as the the farthest point problem, which is stated as: If every point of a normed
space X admits a unique farthest point in a given bounded subset E, then must
E be a singleton ?.

This problem gained its importance when Klee [4] proved that: singletoness
of uniquely remotal sets is equivalent to convexity of Chybechev sets in Hilbert
spaces (which is an open problem too, in the theory of nearest points).

Since then, a considerable work has been done to answer this question, and
many partial results have been obtained toward solving this problem. We refer
the reader to [1], [3], [6] and [8] for some related work on uniquely remotal sets.

1991 Mathematics Subject Classi�cation. Primary 46B20; Secondary 41A50; 41A65.
Key words and phrases. Uniquely remotal, Singleton, Banach space, farthest point problem.

1

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

123 YOUSEF 123-128



2 A. YOUSEF, R. KHALIL AND B. MUTABAGANI

Centers of sets have played a major role in the study of uniquely remotal sets,
see [1], [2] and [3]. Recall that a center c of a subset E of a normed space X is
an element c 2 X such that

D(c; E) = inf
x2X

D(x;E):

Whether a set has a center or not is another question. However, in inner product
spaces, any closed bounded set does have a center [1].

In [7] it was proved that if E is a uniquely remotal subset of a normed space,
admitting a center c, and if F , restricted to the line segment [c; F (c)] is continu-
ous at c, then E is a singleton. Then recently, a generalization has been obtained
in [9], where the authors proved the singletoness of uniquely remotal sets if the
farthest point mapping F restricted to [c; F (c)] is partially continuous at c. Fur-
thermore, a generalization of Klee�s result in [4], "If a compact subset E, with a
center c, is uniquely remotal in a normed space X, then E must be a singleton",
was also obtained in [9].

In this article, we prove that every uniquely remotal subset of the sequence
space `1(R) is a singleton. Recall that `1(R) = fx = (xn) : xn 2 R and

P1
n=1 jxnj <

1g.

2. Preliminaries

In this section, we prove the following propositions that play a key role in the
proof of the main result.
Throughout the rest of the paper, F will denote the farthest distance single-

valued function associated with a uniquely remotal set E.

Proposition 2.1. Let E be a uniquely rematal subset of a Banach space X. Let
(xn) be a sequence in X such that (xn) converges to x 2 X. If F (xn) = y for all
n, where y 2 E, then F (x) = y.

Proof. Suppose that F (x) 6= y. Since E is uniquely remotal, then there exists
w 2 E such that F (x) = w. Further, there exists � > 0 such that jjx � wjj >
jjx � yjj + �: Also, there exists n0 2 N such that jjxn � xjj < �

2
for all n � n0.

Therefore, for m � n0

jjxm � wjj � jjx� wjj � jjxm � xjj
> jjx� yjj+ �� �

2

> jjxm � yjj+
�

2
� jjxm � xjj

> jjxm � yjj:
This contradicts that y = F (xm). Hence, we must have F (x) = y.

�
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ON THE FARTHEST POINT PROBLEM IN BANACH SPACES 3

Proposition 2.2. Let K be a compact subset of a Banach space X and E be
uniquely remotal in X. Then there exist x 2 K and e 2 E such that

D(E;K) = supfjjy � �jj : y 2 K; � 2 Eg = jje� xjj:

Proof. From the de�nition of D(E;K), there exist two sequences (en) and (xn)
in E and K respectively such that

D(E;K) = lim
n!1

jjen � xnjj:

Since K is compact, then there exists a subsequence (xnk) of (xn) such that (xnk)
converges to x in K. So,

D(E;K) = lim
k!1

jjenk � xnk jj:

The de�nition of D(E;K) implies that D(E;K) � jje0� x0jj for all e0 2 E and
x0 2 K. Therefore,

lim
k!1

jjenk � xnk jj � jjx� F (x)jj:

But

jjenk � xnk jj � jjenk � xjj+ jjx� xnk jj � jjxnk � xjj+ jjx� F (x)jj:
Thus

lim
k!1

jjxnk � ynk jj � jjx� F (x)jj:

Since x 2 K and F (x) 2 E, it follows that D(E;K) = jjx�F (x)jj, which ends
the proof.

�

3. Main Results

Let E be a uniquely remotal subset of a Banach space X. Let x0 be an element
in X and e0 2 E be the unique farthest point from x0, i.e F (x0) = e0. Consider
the closed ball

B[x0; jjx0 � e0jj] = B[x0; D(x0; E)]:
Then clearly e0 lies on the boundary of B[x0; D(x0; E)].

Let J = fB[y; jjy � e0jj : F (y) = e0g; and de�ne the relation " � " on J as
follows:

B1 � B2 if B2 � B1:
It is easy to see that the relation " � " is a partial order.

Now, we claim the following.

Theorem 3.1. J has a maximal element.

Proof. Let T be any chain in J . Consider the net fjjy� � e0jj : � 2 Ig. Notice
that if B�1 � B�2 then jjy�2� e0jj � jjy�1� e0jj. Let r = inf

�2I
jjy�� e0jj. Then it is

easy to see that if the in�mum is attained at some �0, then B�0 [y�0 ; jjy�0�e0jj] is
an upper bound for T . If the in�mum is not attained then there exists a sequence
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4 A. YOUSEF, R. KHALIL AND B. MUTABAGANI

(Bn) in T such that lim
n!1

jjyn � e0jj = inf
�2I
jjy� � e0jj = r.

We claim that (yn) has a convergent subsequence. If not, then there exists
� > 0 such that jjyn � ymjj > � for all n; m. Clearly we can assume that � < r.

Since lim
n!1

jjyn� e0jj = r, then there exists n0 2 N such that jjyn� e0jj < r+ �
2

for all n � n0. But jjyn0 � yn0+1jj > �, so Bn0 � Bn0+1. Farther, r � jjyn0 � e0jj
and jjyn0+1�e0jj < r+ �

2
:Without loss of generality, we can assume, for simplicity,

that yn0 = 0. Then the element v = (1 +
r

jjyn0+1jj
yn0+1) 2 Bn0+1.

Now, jjv � 0jj = jjvjj = jjyn0+1jj + r > r + �. Thus, v 62 Bn0 which contradicts
the fact that Bn0+1 � Bn0. Hence, there is a subsequence (ynk) that converges
to some element, say y. By assumption F (ynk) = e0 for all nk, which implies by
Proposition 2.1 that F (y) = e0. Thus, B[y; jjy � e0jj] 2 J .

It su¢ ces now to show that B[y; jjy � e0jj] � B� for all � 2 I. If this is not
true then there exists w 2 B[y; jjy � e0jj] such that w 62 Bm1 for some m1. Since
(Bn) is a chain, then w 62 Bnk for all nk > m1. Furthermore, jjw � ynk jj > r + �0
for some �0 > 0 and all nk > m1.

But jjw � ynk jj � jjynk � yjj + jjy � wjj, where jjynk � yjj ! 0 and jjy � wjj <
jjy � F (y)jj = jjy � rjj. It follows that lim inf

nk
jjw � ynk jj � r, which contradicts

the fact that jjw � ynk jj > r + �0. This means that B[y; jjy � e0jj] is an upper
bound for the chain T . Hence, By Zorn�s lemma J has a maximal element.

�

Now we are ready to prove the main result of this paper.

Theorem 3.2. Every uniquely remotal set in `1(R) is a singleton.

Proof. Let E be a uniquely remotal set in `1, and let ê be the unique farthest
point in E from 0, i.e. F (0) = ê. By Theorem 3.1, J = fB[y; jjy� êjj] : F (y) = êg
has a maximal element say B[v̂; jjv̂ � êjj].

Without loss of generality, we may assume that v̂ = 0 and jjêjj = 1 so that the
maximal element is the unit ball of `1. Let ê = (b1; b2; b3; : : : ). Since jjêjj = 1 then
with no loss of generality we can assume that b1 6= 0. Further, assume b1 > 0.
So, b1 > 1

m0
for some m0 2 N.

Let �1 = (1; 0; 0; : : : ) and consider the sequence ( �1
n
) in `1, where n > m0.

Then F ( �1
n
) 6= ê for all n > m0, since if F ( �1n ) = ê for some n > m0, then for

w 2 B[ �1
n
; jj �1

n
� êjj], we have jjwjj � jj �1

n
jj � jjw � �1

n
jj � jj �1

n
� êjj. But b1 > 1

n
,

so jj �1
n
� êjj = jjêjj � 1

n
= jjêjj � jj �1

n
jj. Thus, jjwjj � jjêjj = 1 and accordingly

w 2 B[0; 1], which contradicts the maximality of B[0; 1]. Hence, F ( �1
n
) 6= ê for

all n > m0.
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Let F ( �1
n
) = zn = (c

n
1 ; c

n
2 ; c

n
3 ; : : : ). Then we must have c

n
1 <

1
n
for all n > m0.

Otherwise, we obtain that jjzn � �1
n
jj = jjznjj � jj �1n jj � 1 �

1
n
= jjê � �1

n
jj, which

contradicts the fact that F ( �1
n
) = zn.

Now, since �1
n
! 0, then jjznjj ! 1. Further, the sequence cn1 converges to �,

where � � 0.

Consider the set P = fb1�1g. Then, clearly D(ê; P ) =
P1

j=2 jbjj < 1. Also,
D(zn; P ) = jjzn � b1�1jj = jcn1 � b1j+

P1
j=2 jcnj j. Therefore,

lim
n!1

D(zn; P ) = (b1 + j�j) + lim
n!1

1X
j=2

jcnj j

= b1 + j�j+ (1� j�j)
= 1 + b1

Since D(P;E) � D(P; zn) for all n, we get that D(P;E) � 1+b1. On the other
hand, D(P;E) = sup

e2E
jjb1�1 � ejj � b1 + 1, since jjejj � 1 for every e 2 E. Thus,

D(P;E) = 1 + b1:

By Proposition 2.2, D(P;E) = jjb1�1 � e0jj for some e0 2 E. So,
1 + b1 � b1 + jje0jj � 1 + b1;

which implies that jje0jj = 1. Therefore, e0 is another farthest point in E from 0,
i.e. F (0) = fe0; êg, which contradicts the unique remotality of E. Hence, E must
be a singleton. �
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Abstract. In this paper, we prove the Hyers-Ulam stability of 3-Lie homomorphisms in 3-Lie algebras for

Cauchy-Jensen functional equation. We also prove the Hyers-Ulam stability of 3-Lie derivations on 3-Lie

algebras for Cauchy-Jensen functional equation.

1. Introduction and preliminaries

The stability problem of functional equations had been first raised by Ulam [21]. In 1941, Hyers [10]

gave a first affirmative answer to the question of Ulam for Banach spaces. The generalizations of this

result have been published by Aoki [2] for (0 < p < 1), Rassias [19] for (p < 0) and Gajda [8] for (p > 1)

for additive mappings and linear mappings by a general control function θ(‖x‖p + ‖y‖p), respectively.

In 1994, Gǎvruta [9] generalized these theorems for approximate additive mappings controlled by the

unbounded Cauchy difference with regular conditions, i.e., who replaced θ(‖x‖p + ‖y‖p) by a general

control function ϕ(x, y). Several stability problems for various functional equations have been investigated

in [1, 4, 6, 7, 12, 14, 15, 16, 17, 18, 20].

A Lie algebra is a Banach algebra endowed with the Lie product

[x, y] :=
(xy − yx)

2
.

Similarly, a 3-Lie algebra is a Banach algebra endowed with the product[
[x, y], z

]
:=

[x, y]z − z[x, y]

2
.

Let A and B be two 3-Lie algebras. A C-linear mapping H : A→ B is called a 3-Lie homomorphism if

H([[x, y], z]) = [[H(x), H(y)], H(z)]

0∗Corresponding authors.
0Keywords: Jensen functional equation, 3-Lie algebra, 3-Lie homomorphisms, 3-Lie derivation, Hyers-

Ulam stability.
02010 Mathematics Subject Classification. Primary 39B52; 39B82; 22D25; 17A40.
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for all x, y, z ∈ A. A C-linear mapping D : A→ A is called a 3-Lie derivation if

D
(

[[x, y], z]
)

= [[D(x), y], z] + [[x,D(y)], z] + [[x, y, ], D(z)]

for all x, y, z ∈ A (see [22]).

Throughout this paper, we suppose that A and B are two 3-Lie algebras. For convenience, we use the

following abbreviation for a given mapping f : A→ B

Dµf(x, y, z) := f(
µx+ µy

2
+ µz) + f(

µx+ µz

2
+ µy) + f(

µy + µz

2
+ µx)

− 2µf(x)− 2µf(y)− 2µf(z)

for all µ ∈ T1 := {λ ∈ C : |λ| = 1} and all x, y, z ∈ A.

Throughout this paper, assume that A is a 3-Lie algebra with norm ‖ · ‖ and that B is a 3-Lie algebra

with norm ‖ · ‖.

2. Stability of 3-Lie homomorphisms in 3-Lie algebras

We need the following lemmas which have been given in for proving the main results.

Lemma 2.1. ([11]) Let X be a uniquely 2-divisible abelian group and Y be linear space. A mapping

f : X → Y satisfies

f(
x+ y

2
+ z) + f(

x+ z

2
+ y) + f(

y + z

2
+ x) = 2[f(x) + f(y) + f(z)] (2.1)

for all x, y, z ∈ X if and only if f : X → Y is additive.

Lemma 2.2. Let X and Y be linear spaces and let f : X → Y be a mapping such that

Dµf(x, y, z) = 0 (2.2)

for all µ ∈ T1 and all x, y, z ∈ A. Then the mapping f : X → Y is C-linear.

Proof. By Lemma 2.2, f is additive. Letting y = z = 0 in (2.1), we get 2f
(
µx2
)

= µf(x) and so

f(µx) = µf(x) for all x ∈ X and all µ ∈ T1. By the same reasoning as in the proof of [13, Theorem 2.1],

the mapping f : X → Y is C-linear. �

In the following, we investigate the Hyers-Ulam stability of (2.1).

Theorem 2.3. Let ϕ : A3 → [0,∞) be a function such that

ϕ̃(x, y, z) :=
∞∑
n=0

1

2n
ϕ(2nx, 2ny, 2nz) <∞ (2.3)

for all x, y, z ∈ A. Suppose that f : A→ B is a mapping satisfying

‖Dµf(x, y, z)‖ ≤ ϕ(x, y, z), (2.4)

‖f([[x, y], z])− [[f(x), f(y)], f(z)]‖ ≤ ϕ(x, y, z) (2.5)
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for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie homomorphism H : A→ B such that

‖f(x)−H(x)‖ ≤ 1

6
ϕ̃(x, x, x) (2.6)

for all x ∈ A.

Proof. Letting µ = 1 and x = y = z in (2.4), we get

‖3f(2x)− 6f(x)‖ ≤ ϕ(x, x, x) (2.7)

for all x ∈ A. If we replace x by 2nx in (2.7) and divide both sides by 3 · 2n+1. then we get

‖ 1

2n+1
f(2n+1x)− 1

2n
f(2nx)‖ ≤ 1

3 · 2n+1
ϕ(2nx, 2nx, 2nx)

for all x ∈ A and all nonnegative integers n. Hence

‖ 1

2n+1
f(2n+1x)− 1

2m
f(2mx)‖ =‖

n∑
k=m

[
1

2k+1
f(2k+1x)− 1

2k
f(2kx)]‖

≤
n∑

k=m

‖ 1

2k+1
f(2k+1x)− 1

2k
f(2kx)‖ (2.8)

≤ 1

6

n∑
k=m

1

2k
ϕ(2kx, 2kx, 2kx)

for all x ∈ A and all nonnegative integers n ≥ m ≥ 0. It follows from (2.3) and (2.8) that the sequence

{ 1
2n f(2nx)} is a Cauchy sequence in B for all x ∈ A. Since B is complete, the sequence { 1

2n f(2nx)}
converges for all x ∈ A. Thus one can define the mapping H : A→ B by

H(x) := lim
n→∞

1

2n
f(2nx)

for all x ∈ A. Moreover, letting m = 0 and passing the limit n→∞ in (2.8), we get (2.6). It follows from

(2.3) that

‖DµH(x, y, z)‖ = lim
n→∞

1

2n
‖Dµf(2nx, 2ny, 2nz)‖

≤ lim
n→∞

1

2n
ϕ(2nx, 2ny, 2nz) = 0

for all x, y, z ∈ A and all µ ∈ T1. So DµH (x, y, z) = 0 for all µ ∈ T1 and all x, y, z ∈ A. By Lemma 2.2,

the mapping H : A→ B is C-linear.

It follows from (2.5) that

‖H([[x, y], z])− [[H(x), H(y)], H(z)]‖

= lim
n→∞

1

8n
‖f([[2nx, 2ny], 2nz])− [[f(2nx), f(2ny)], f(2nz)]‖

≤ lim
n→∞

1

8n
ϕ(2nx, 2ny, 2nz) ≤ lim

n→∞

1

2n
ϕ(2nx, 2ny, 2nz) = 0

for all x, y, z ∈ A. Thus

H([[x, y], z]) = [[H(x), H(y)], H(z)]

for all x, y, z ∈ A.
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Therefore, the mapping H : A→ B is a 3-Lie homomorphism. �

Corollary 2.4. Let ε, θ, p1, p2, p3, q1, q2, q3 be positive real numbers such that p1, p2, p3 < 1 and q1, q2, q3 <

3. Suppose that f : A→ B is a mapping such that

‖Dµf(x, y, z)‖ ≤ θ(‖x‖p1 + ‖y‖p2 + ‖z‖p3), (2.9)

‖f([[x, y], z])− [[f(y), f(z)], f(x)]‖ ≤ ε(‖x‖q1 + ‖y‖q2 + ‖z‖q3) (2.10)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie homomorphism H : A→ B such that

‖f(x)−H(x)‖ ≤ θ

3
{ 1

2− 2p1
‖x‖p1 +

1

2− 2p2
‖x‖p2 +

1

2− 2p3
‖x‖p3}

for all x ∈ A.

Theorem 2.5. Let Φ : A3 → [0,∞) be a function such that

∞∑
n=1

8nψ(
x

2n
,
y

2n
,
z

2n
) <∞ (2.11)

for all x, y, z ∈ A. Suppose that f : A→ B is a mapping such that

‖Dµf(x, y, z)‖B ≤ ψ(x, y, z),

‖f([[x, y], z])− [[f(x), f(y)], f(z)]‖ ≤ ψ(x, y, z)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie homomorphism H : A→ B such that

‖f(x)−H(x)‖ ≤ 1

6
ψ̃(x, x, x) (2.12)

for all x ∈ A, where ψ̃(x, y, z) :=
∑∞
n=1 2nψ( x2n ,

y
2n ,

z
2n ) for all x, y, z ∈ A.

Proof. By the same reasoning as in the proof of Theorem 2.3, there exists a unique 3-Lie homomorphism

H : A→ B satisfying (2.12). The mapping H : A×A→ B is given by

H(x) := lim
n→∞

2nf(
x

2n
)

The rest of the proof is similar to the proof of Theorem 2.3 �

Corollary 2.6. Let ε, θ, p1, p2, p3, q1, q2 and q3 be non-negative real numbers such that p1, p2, p3 > 1 and

q1, q2, q3 > 3. Suppose that f : A→ B is a mapping satisfying (2.9) and (2.10). Then there exists a unique

3-Lie homomorphism H : A→ B such that

‖f(x)−H(x)‖ ≤ θ

3
{ 1

2p1 − 2
‖x‖p1 +

1

2p2 − 2
‖x‖p2 +

1

2p3 − 2
‖x‖p3}

for all x ∈ A.
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3. Stability of 3-Lie derivations on 3-Lie algebras

In this section, we prove the Hyers-Ulam stability of 3-Lie derivations on 3-Lie algebras for the functional

equation Dµf(x, y, z) = 0.

Theorem 3.1. Let ϕ : A3 → [0,∞) be a function satisfying (2.3). Suppose that f : A→ A is a mapping

satisfying

‖Dµf(x, y, z)‖ ≤ ϕ(x, y, z),

‖f([[x, y], z])− [[f(x), y], z]− [[x, f(y)], z]− [[x, y], f(z)]‖ ≤ ϕ(x, y, z) (3.1)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ 1

6
ϕ̃(x, x, x) (3.2)

for all x ∈ A, where ϕ̃ is given in Theorem 2.3.

Proof. By the proof of Theorem 2.3, there exists a unique C-linear mapping D : A → A satisfying (3.2)

and

D(x) := lim
n→∞

1

2n
f(2nx)

for all x ∈ A. It follows from (3.1) that

‖D([[x, y], z])− [[D(x), y], z]− [[x,D(y)], z]− [[x, y], D(z)]‖

= lim
n→∞

1

8n
‖f([[2nx, 2ny], 2nz])− [[f(2nx), 2ny], 2nz]− [[2nx, f(2ny)], 2nz]− [[2nx, 2nx], f(2nz)]‖

≤ lim
n→∞

1

8n
ϕ(2nx, 2ny, 2nz) = 0

for all x, y, z ∈ A. So

D([[x, y], z]) = [[D(x), y], z] + [[x,G(y)], z] + [[x, y], D(z)]

for all x, y, z ∈ A. Therefore, the mapping D : A→ A is a 3-Lie derivation. �

Corollary 3.2. Let ε, θ, p1, p2, p3, q1, q2, q3 be positive real numbers such that p1, p2, p3 < 1 and q1, q2, q3 <

3. Suppose that f : A→ A is a mapping such that

‖Dµf(x, y, z)‖ ≤ θ(‖x‖p1 + ‖y‖p2 + ‖z‖p3), (3.3)

‖f([[x, y], z])− [[f(x), y], z]− [[x, f(y)], z]− [[x, y], f(z)]‖ ≤ ε(‖x‖q1 + ‖y‖q2 + ‖z‖q3) (3.4)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ θ

3
{ 1

2− 2p1
‖x‖p1 +

1

2− 2p2
‖x‖p2 +

1

2− 2p3
‖x‖p3}

for all x ∈ A.
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Theorem 3.3. Let ψ : A3 → [0,∞) be a function satisfying (2.11). Suppose that f : A→ A is a mapping

satisfying

‖Dµf(x, y, z)‖ ≤ ψ(x, y, z),

‖f([[x, y], z])− [[f(x), y], z]− [[x, f(y)], z]− [[x, y], f(z)]‖ ≤ ψ(x, y, z)

for all µ ∈ T1 and all x, y, z ∈ A. Then there exists a unique 3-Lie derivation D : A→ A such that

‖f(x)−D(x)‖ ≤ 1

6
ψ̃(x, x, x) (3.5)

for all x ∈ A, where ψ̃ is given in Theorem 2.5.

Proof. By the proof of Theorem 2.3, there exists a unique C-linear mapping D : A → A satisfying (3.5)

and

D(x) := lim
n→∞

2nf(
x

2n
)

for all x ∈ A.

The rest of proof is similar to the proof Theorem 3.1. �

Corollary 3.4. Let ε, θ, p1, p2, p3, q1, q2 and q3 be non-negative real numbers such that p1, p2, p3 > 1 and

q1, q2, q3 > 3. Suppose that f : A→ B is a mapping satisfying (3.3) and (3.4). Then there exists a unique

3-Lie derivation D : A→ A such that

‖f(x)−H(x)‖ ≤ θ

3
{ 1

2p1 − 2
‖x‖p1 +

1

2p2 − 2
‖x‖p2 +

1

2p3 − 2
‖x‖p3}

for all x ∈ A.
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NEUTROSOPHIC EXTENDED TRIPLET GROUPS AND
HOMOMORPHISMS IN C∗-ALGEBRAS

JUNG RYE LEE, CHOONKIL PARK∗, AND XIAOHONG ZHANG

Abstract. Çelik, Shalla and Olgun [2] defined neutro-homomorphisms in neutrosophic

extended triplet groups and Zhang et al. [8] investigated neutro-homomorphisms in

neutrosophic extended triplet groups.

In this note, we apply the results on neutro-homomorphisms in neutrosophic extended

triplet groups to investigate C∗-algebra homomorphisms in unital C∗-algebras.

1. Introduction and preliminaries

As an extension of fuzzy sets and intuitionistic fuzzy sets, Smarandache [4] proposed
the new concept of neutrosophic sets.

Definition 1.1. ([5, 6]) Let N be a nonempty set together with a binary operation ∗.
Then N is called a neutrosophic extended triplet set if, for any a ∈ N , there exist a neutral
of a (denoted by neut(a)) and an opposite of a (denoted by anti(a)) such that neut(a)
∈ N , anti(a) ∈ N and

a ∗ neut(a) = neut(a) ∗ a = a,

a ∗ anti(a) = anti(a) ∗ a = neut(a).

The triplet (a, neut(a), anti(a)) is called a neutrosophic extended triplet.

Note that, for a neutrosophic triplet set (N, ∗) and a ∈ N , neut(a) and anti(a) may not
be unique.

Definition 1.2. ([5, 6]) Let (N, ∗) be a neutrosophic extended triplet set.
Then N is called a neutrosophic extended triplet group (NETG) if the following condi-

tions hold:
(1) (N, ∗) is well-defined, i.e., for any a, b ∈ N , one has a ∗ b ∈ N ;
(2) (N, ∗) is associative, i.e., (a ∗ b) ∗ c = a ∗ (b ∗ c) for all a, b, c ∈ N .
N is called a commutative neutrosophic extended triplet group if, for all a, b ∈ N ,

a ∗ b = b ∗ a.

Let A be a unital C∗-algebra with multiplication operation •, unit e and unitary group
U(A) := {u ∈ A | u∗ • u = u • u∗ = e}. Then u • v ∈ U(A) and (u • v) • w = u • (v • w)
for all u, v, w ∈ U(A) (see [3]). So (U(A), •) is an NETG.

2010 Mathematics Subject Classification. Primary 46L05, 03E72, 94D05.
Key words and phrases. neutro-homomorphism; neutrosophic extended triplet group; homomorphism

in unital C∗-algebra; perfect neutrosophic extended triplet group.
∗Corresponding author: C. Park (email: baak@hanyang.ac.kr, fax: +82-2-2211-0019).
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Proposition 1.3. ([7]) Let (N, ∗) be an NETG. Then
(1) neut(a) is unique for each a ∈ N ;
(2) neut(a) ∗ neut(a)= neut(a) for each a ∈ N .

Note that u • e = e • u = u for any u ∈ (U(A), •). By Proposition 1.3, neut(u) = e for
each u ∈ U(A).

Definition 1.4. ([7]) Let (N, ∗) be an NETG. Then N is called a weak commutative
neutrosophic extended triplet group (briefly, WCNETG) if a ∗ neut(b) = neut(b) ∗ a for
all a, b ∈ N .

Since neut(v) = e for all v ∈ U(A), u • neut(v) = neut(v) • u for all u, v ∈ U(A). So
(U(A), •) is a WCNETG.

2. Neutrosophic extended triplet groups and C∗-algebra homomorphisms
in unital C∗-algebras

Definition 2.1. ([8]) Let (N, ∗) be a WCNETG. Then N is called a perfect NETG if
anti(neut(a))= neut(a) for all a ∈ N .

Since anti(e) = e and neut(u) = e for all u ∈ U(A), anti(neut(u)) = neut(u) = e for all
u ∈ U(A). Thus (U(A), •) is a perfect NETG.

Definition 2.2. ([1, 2]) Let (N1, ∗) and (N2, ∗) be neutrosophic extended triplet groups.
A mapping f : N1 → N2 is called a neutro-homomorphism if

f(x ∗ y) = f(x) ∗ f(y)

for all x, y ∈ N1.

From now on, assume that A is a unital C∗-algebra with multiplication operation •, unit
e and unitary group U(A) and that B is a unital C∗-algebra with multiplication operation
• and unitary group U(B).

Definition 2.3. Let (U(A), •) and (U(B), •) be unitary groups of unital C∗-algebras A
and B, respectively. A mapping h : U(A)→ U(B) is called a neutro-∗-homomorphism if

h(u • v) = h(u) • h(v),

h(u∗) = h(u)∗

for all u, v ∈ U(A).

Theorem 2.4. Let A and B be unital C∗-algebras. Let H : A→ B be a C-linear mapping
and let h : (U(A), •) → (U(B), •) be a neutro-∗-homomorphism. If H|U(A) = h, then
H : A→ B is a C∗-algebra homomorphism.
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Proof. Since H : A→ B is C-linear and x, y ∈ A are finite linear combinations of unitary
elements (see [3]), i.e., x =

∑m
j=1 λjuj, y =

∑n
i=1 µivi (λj, µi ∈ C, uj, vi ∈ U(A)),

H(x • y) = H((
m∑
j=1

λjuj) • (
n∑

i=1

µivi)) = H(
m∑
j=1

n∑
i=1

λjµi(uj • vi))

=
m∑
j=1

n∑
i=1

λjµiH(uj • vi) =
m∑
j=1

n∑
i=1

λjµih(uj • vi)

=
m∑
j=1

n∑
i=1

λjµih(uj) • h(vi) =
m∑
j=1

n∑
i=1

λjµiH(uj) •H(vi)

= H(
m∑
j=1

λjuj) •H(
n∑

i=1

µivi) = H(x) •H(y)

for all x, y ∈ A.
Since H : A → B is C-linear and each x ∈ A is a finite linear combination of unitary

elements (see [3]), i.e., x =
∑m

j=1 λjuj (λj ∈ C, uj ∈ U(A)),

H(x∗) = H((
m∑
j=1

λjuj)
∗) = H(

m∑
j=1

λju
∗
j) =

m∑
j=1

λjH(u∗j) =
m∑
j=1

λjh(u∗j) =
m∑
j=1

λjh(uj)
∗

=
m∑
j=1

λjH(uj)
∗ = (

m∑
j=1

λjH(uj))
∗ = H(

m∑
j=1

λjuj)
∗ = H(x)∗

for all x ∈ A. Thus the C-linear mapping H : A→ B is a C∗-algebra homomorphism. �

3. Conclusions

In this note, we have studied unitary groups of unital C∗-algbras as neutrosophic
extended triplet groups and have extended neutro-homomorphisms in neutrosophic ex-
tended triplet groups to neutro-∗-homomorphisms in unitary groups of unital C∗-algebras.
We have obtained C∗-algebra homomorphisms in unital C∗-algebras by using neutro-∗-
homomorphisms in unitary groups of unital C∗-algebras.
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Orthogonal stability of a quadratic functional
inequality: a fixed point approach
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Abstract. Let f : X → Y be a mapping from an orthogonality space (X ,⊥) into a real Banach space
(Y, ‖ · ‖). Using fixed point method, we prove the Hyers-Ulam stability of the orthogonally quadratic
functional inequality∥∥∥∥f(x+ y + z

2

)
+ f

(x− y − z

2

)
+ f

(y − x− z

2

)
+f

(z − x− y

2

)
− f(x)− f(y)

∥∥∥∥ ≤
∥∥∥f(z)

∥∥∥ (0.1)

for all x, y, z ∈ X with x⊥y, x⊥z and y⊥z.

Keywords: Hyers-Ulam stability; quadratic functional equation; fixed point method; quadratic
functional inequality; orthogonality space.

1. Introduction and preliminaries

Studying functional equations by focusing on their approximate and exact solutions conduces to one

of the most substantial significant study brunches in functional equations, what we call “the theory of

stability of functional equations”. This theory specifically analyzes relationships between approximate

and exact solutions of functional equations. Actually a functional equation is considered to be stable

if one can find an exact solution for any approximate solution of that certain functional equation.

Another related and close term in this area is superstability, which has a similar nature and concept to

the stability problem. As a matter of fact, superstability for a given functional equation occurs when

any approximate solution is an exact solution too. In such this situation the functional equation is

called superstable.

In 1940, the most preliminary form of stability problems was proposed by Ulam [58]. He gave a

talk and asked the following: “when and under what conditions does an exact solution of a functional

equation near an approximately solution of that exist?”

In 1941, this question that today is considered as the source of the stability theory, was formulated

and solved by Hyers [26] for the Cauchy’s functional equation in Banach spaces. Then the result

of Hyers was generalized by Aoki [1] for additive mappings and by Rassias [47] for linear mappings

by considering the unbounded Cauchy difference ‖f(x + y) − f(x) − f(y)‖ ≤ ε(‖x‖p + ‖y‖p), (ε >

02010 Mathematics Subject Classification: 39B55, 39B52, 47H10.
∗Corresponding author: S. Farhadabadi (email: shahrokh.salah@komar.edu.iq)
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2 S. Farhadabadi and C. Park

0, p ∈ [0, 1)). In 1994, Găvruţa [23] provided a further generalization of Rassias’ theorem in which he

replaced the unbounded Cauchy difference by the general control function ϕ(x, y) for the existence of

a unique linear mapping. The first author treating the stability of the quadratic functional equation

f(x + y) + f(x − y) = 2f(x) + 2f(y) was Skof [55] by proving that if f is a mapping from a normed

space X into a Banach space Y satisfying
∥∥f(x + y) + f(x − y) − 2f(x) − 2f(y)

∥∥ ≤ ε, for some

ε > 0, then there is a unique quadratic mapping g : X → Y such that
∥∥f(x) − g(x)

∥∥ ≤ ε
2 . Cholewa

[13] extended the Skof’s theorem by replacing X by an abelian group G. The Skof’s result was later

generalized by Czerwik [14] in the spirit of Ulam-Hyers-Rassias. For more epochal information and

various aspects about the stability of functional equations theory, we refer the reader to the monographs

([6, 11, 12, 15, 16, 20, 27, 30, 41, 42, 43, 46], [48]–[51], [54]), which also include many interesting results

concerning the stability of different functional equations in many various spaces.

Assume that (X , 〈·, ·〉) is a real inner product space with the usual Hilbert norm ‖ · ‖ = 〈·, ·〉 1
2 .

Moreover, consider the orthogonal Cauchy functional equation

f(x+ y) = f(x) + f(y), x⊥y

in which ⊥ is an abstract orthogonality relation. By the Pythagorean theorem, f : X → R defined by

f(x) = ‖x‖2 = 〈x, x〉 is a solution of the conditional equation. Of course, this function does not satisfy

the additivity equation everywhere. Thus orthogonally Cauchy functional equation is not equivalent

to the classic Cauchy equation on the whole inner product space (X , 〈·, ·〉).
Pinsker [44] characterized orthogonally additive functionals on an inner product space when the

orthogonality is the ordinary one in such spaces. Sundaresan [56] generalized this result to arbitrary

Banach spaces equipped with the Birkhoff-James orthogonality. The orthogonal Cauchy functional

equation was first investigated by Gudder and Strawther [25]. They defined ⊥ by a system consisting

of five axioms and described the general semi-continuous real-valued solution of conditional Cauchy

functional equation. In 1985, Rätz [52] introduced his new definition of orthogonality by using more

restrictive axioms than of Gudder and Strawther. Furthermore, he investigated the structure of or-

thogonally additive mappings. Rätz and Szabó [53] investigated the problem in a rather more general

framework.

We now recall the concept of orthogonality space in the sense of Rätz [52], and then proceed it to

prove our results for the orthogonally functional inequality (0.1).

Definition 1.1. Suppose X is a real vector space with dim X ≥ 2 and ⊥ is a binary relation on X
with the following properties:

(O1) totality of ⊥ for zero: x⊥0, 0⊥x for all x ∈ X ;

(O2) independence: if x, y ∈ X − 0, x⊥y, then x, y are linearly independent;

(O3) homogeneity: if x, y ∈ X , x⊥y, then αx⊥βy for all α, β ∈ R;

(O4) the Thalesian property: if P is a 2-dimensional subspace of X , x ∈ P and λ ∈ R+, which is

the set of nonnegative real numbers, then there exists y0 ∈ P such that x⊥y0 and x+ y0⊥λx− y0.

The pair (X ,⊥) is called an orthogonality space and it becomes an orthogonality normed space

when the orthogonality space equipped with a normed structure.
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Quadratic functional inequality in orthogonality spaces 3

Some interesting examples are

(i) The trivial orthogonality on a vector space X defined by (O1), and for non-zero elements x, y ∈ X ,

x⊥y if and only if x, y are linearly independent.

(ii) The ordinary orthogonality on an inner product space (X , 〈·, ·〉) given by x⊥y if and only if

〈x, y〉 = 0.

(iii) The Birkhoff-James orthogonality on a normed space (X , ‖ · ‖) defined by x⊥y if and only if∥∥x+ λy
∥∥ ≥ ∥∥x∥∥ for all λ ∈ R.

The relation ⊥ is called symmetric if x⊥y implies that y⊥x for all x, y ∈ X . Clearly examples

(i) and (ii) are symmetric but example (iii) is not. It is remarkable to note, however, that a real

normed space of dimension greater than 2 is an inner product space if and only if the Birkhoff-James

orthogonality is symmetric. There are several orthogonality notions on a real normed space such as

Birkhoff-James, Boussouis, Singer, Carlsson, unitary-Boussouis, Roberts, Phythagorean, isosceles and

Diminnie (see [3]–[5], [10, 18, 29]).

Ger and Sikorska [24] investigated the orthogonal stability of the Cauchy functional equation f(x+

y) = f(x) + f(y), namely, they showed that if f is a mapping from an orthogonality space X into a

real Banach space Y and ‖f(x+ y)− f(x)− f(y)‖ ≤ ε, for all x, y ∈ X with x⊥y and some ε > 0, then

there exists exactly one orthogonally additive mapping g : X → Y such that ‖f(x)− g(x)‖ ≤ 16
3 ε, for

all x ∈ X .

Consider the classic quadratic functional equation f(x+ y) + f(x− y) = 2f(x) + 2f(y) on the real

inner product space (X , 〈·, ·〉). Then the important parallelogram identity

‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + ‖y‖2

which holds entirely in a square norm on an inner product space, shows that f : X → R defined by

f(x) = ‖x‖2 = 〈x, x〉, is a solution for the quadratic functional equation on the whole inner product

space X , (particularly in where x⊥y).
The orthogonally quadratic functional equation

f(x+ y) + f(x− y) = 2f(x) + 2f(y), x⊥y

was first investigated by Vajzović [59] when X is a Hilbert space, Y is the scalar field, f is continuous

and ⊥ means the Hilbert space orthogonality. Later, Drljević [19], Fochi [22], Moslehian [34, 35] and

Szabó [57] generalized the Vajzović’s results. See also [36, 37, 40].

The following quadratic 3-variables functional equation

f
(x+ y + z

2

)
+ f

(x− y − z

2

)
+ f

(y − x− z

2

)
+ f

(z − x− y

2

)
= f(x) + f(y) + f(z) (1.1)

has been introduced and solved by S. Farhadabadi, J. Lee and C. Park on vector spaces in [21]. It

has been also shown that the functional equation (1.1) is equivalent to the classic quadratic functional
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equation in vector spaces. In any inner product space (X , 〈·, ·〉), it is easy to verify that〈
x+ y + z

2
,
x+ y + z

2

〉
+

〈
x− y − z

2
,
x− y − z

2

〉
+

〈
y − x− z

2
,
y − x− z

2

〉
+

〈
z − x− y

2
,
z − x− y

2

〉
=

〈
x, x

〉
+

〈
y, y

〉
+

〈
z, z

〉
for all x, y, z ∈ X . For this obvious reason, similar to the classic quadratic functional equation, the

mapping f(x) = 〈x, x〉 can also be a solution for the 3-variables equation (1.1) on the whole inner

product space X (particularly, for the case x⊥y, y⊥z and x⊥z).
Fixed point theory has a basic role in applications of many considerable branches in mathematics

specially in stability problems. In 1996, Isac and Rassias [28] were the first to provide applications of

stability theory of functional equations for the proof of new fixed point theorems with applications.

In view of the fact that, we will use methods related to fixed point theory, we give briefly some useful

information, a definition and a fundamental result in fixed point theory.

Definition 1.2. Let X be a set. A function d : X × X → [0,∞] is called a generalized metric on X
if d satisfies

(1) d(x, y) = 0 if and only if x = y;

(2) d(x, y) = d(y, x) for all x, y ∈ X ;

(3) d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ X .

Theorem 1.3. ([7, 17]) Let (X , d) be a complete generalized metric space and let J : X → X be a

strictly contractive mapping with Lipschitz constant α < 1. Then for each given element x ∈ X , either

d(J nx,J n+1x) = ∞

for all nonnegative integers n or there exists a positive integer n0 such that

(1) d(J nx,J n+1x) <∞, ∀n ≥ n0;

(2) the sequence {J nx} converges to a fixed point y∗ of J ;

(3) y∗ is the unique fixed point of J in the set Y = {y ∈ X | d(J n0x, y) <∞};
(4) d(y, y∗) ≤ 1

1−αd(y,J y) for all y ∈ Y.

In 2003, Cădariu and Radu [7, 8, 45] exerted the above definition and fixed point theorem to prove

some stability problems for the Jensen and Cauchy functional equations. During the last decade, by

applying fixed point methods, stability problems of several functional equations have been extensively

investigated by a number of authors (see [2, 8, 9, 31, 33, 38, 39, 45]).

Throughout this paper, (X ,⊥) is an orthogonality space and (Y, ‖ · ‖) is a real Banach space.

2. Solution and Hyers-Ulam stability of the functional inequality (0.1)

In this section, we first solve the orthogonally quadratic functional inequality (0.1) by proving an

orthogonal superstability proposition, and then we prove its Hyers-Ulam stability in orthogonality

spaces.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

143 Farhadabadi  140-150



Quadratic functional inequality in orthogonality spaces 5

Definition 2.1. A mapping f : X → Y is called an (exact) orthogonally quadratic mapping if

f(x+ y) + f(x− y) = f(x) + f(y) (2.1)

for all x, y ∈ X , with x⊥y. And it is called an approximate orthogonally quadratic mapping if∥∥∥∥f(x+ y + z

2

)
+ f

(x− y − z

2

)
+ f

(y − x− z

2

)
+f

(z − x− y

2

)
− f(x)− f(y)

∥∥∥∥ ≤
∥∥∥f(z)

∥∥∥ (2.2)

for all x, y, z ∈ X with x⊥y, y⊥z and x⊥z.

Proposition 2.2. Each approximate orthogonally quadratic mapping in the form of (2.2) is also an

(exact) orthogonally quadratic mapping satisfying (2.1).

Proof. Assume that f : X → Y is an approximate orthogonally quadratic mapping satisfying (2.2).

Since 0⊥0, letting x = y = z = 0 in (2.2), we have∥∥2f(0)
∥∥ ≤ ∥∥f(0)

∥∥ = 0

and so f(0) = 0.

Since (x + y)⊥0 for all x, y ∈ X , replacing x, y and z by x + y, 0 and 0 in (2.2), respectively, we

conclude that ∥∥∥2f
(x+ y

2

)
+ 2f

(−x− y

2

)
− f(x+ y)

∥∥∥ ≤ ∥∥f(0)
∥∥ = 0,

which implies

f
(x+ y

2

)
+ f

(−x− y

2

)
=

1
2
f(x+ y) (2.3)

for all x, y ∈ X (particularly, with x⊥y).
Replacing y by −y in the above equality, we get

f
(x− y

2

)
+ f

(y − x

2

)
=

1
2
f(x− y) (2.4)

for all x, y ∈ X (particularly, with x⊥y).
Since x⊥0 for all x ∈ X , letting z = 0 in (2.2), we obtain∥∥∥f(x+ y

2

)
+ f

(x− y

2

)
+ f

(y − x

2

)
+ f

(−x− y

2

)
−f(x)− f(y)

∥∥∥ ≤
∥∥f(0)

∥∥ = 0

and so

f
(x+ y

2

)
+ f

(−x− y

2

)
+ f

(x− y

2

)
+ f

(y − x

2

)
= f(x) + f(y) (2.5)

for all x, y ∈ X with x⊥y.
It follows from (2.3), (2.4) and (2.5) that

1
2
f(x+ y) +

1
2
f(x− y) = f(x) + f(y)

for all x, y ∈ X with x⊥y, which is the equation (2.1). Hence f : X → Y is an (exact) orthogonally

quadratic mapping. �
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Theorem 2.3. Let ϕ : X 3 → [0,∞) be a function such that ϕ(0, 0, 0) = 0 and there exists an α < 1

with

ϕ(x, y, z) ≤ 4αϕ
(x

2
,
y

2
,
z

2

)
(2.6)

for all x, y, z ∈ X , with x⊥y, y⊥z and x⊥z. Let f : X → Y be an even mapping satisfying∥∥∥∥f(x+ y + z

2

)
+ f

(x− y − z

2

)
+ f

(y − x− z

2

)
+f

(z − x− y

2

)
− f(x)− f(y)

∥∥∥∥ ≤ ∥∥∥f(z)
∥∥∥ + ϕ(x, y, z) (2.7)

for all x, y, z ∈ X , with x⊥y, y⊥z and x⊥z. Then there exists a unique orthogonally quadratic mapping

Q : X → Y such that ∥∥f(x)−Q(x)
∥∥ ≤ α

1− α
ϕ(x, 0, 0) (2.8)

for all x ∈ X .

Proof. Consider the set S :=
{
h : X → Y

}
and introduce the generalized metric on S:

d(g, h) = inf
{
µ ∈ R+ :

∥∥g(x)− h(x)
∥∥ ≤ µϕ(x, 0, 0), ∀x ∈ X

}
,

where, as usual, inf ∅ = +∞. It is easy to show that (S, d) is complete (see [32]).

Now we consider the linear mapping J : S → S such that

J g(x) :=
1
4
g(2x)

for all g ∈ S and all x ∈ X .

Since 0⊥0, letting x = y = z = 0 in (2.7), we have

2
∥∥f(0)

∥∥ ≤ ∥∥f(0)
∥∥ + ϕ(0, 0, 0).

So f(0) = 0.

Since x⊥0 for all x ∈ X , letting y = z = 0 in (2.7), we get
∥∥∥4f

(
x
2

)
− f(x)

∥∥∥ ≤ ϕ(x, 0, 0) for all

x ∈ X . Dividing both sides by 4, putting 2x instead of x and then using (2.6), we obtain∥∥∥1
4
f(2x)− f(x)

∥∥∥ ≤ 1
4
ϕ(2x, 0, 0) ≤ αϕ(x, 0, 0)

for all x ∈ X , which clearly yields

d(J f, f) ≤ α. (2.9)

Let g, h ∈ S be given such that d(g, h) = ε. Then
∥∥g(x)− h(x)∥∥ ≤ εϕ(x, 0, 0) for all x ∈ X . Hence the

definition of J g and (2.6), result that∥∥J g(x)− J h(x)∥∥ =
∥∥∥∥1

4
g(2x)− 1

4
h(2x)

∥∥∥∥ ≤ 1
4
εϕ(2x, 0, 0) ≤ αεϕ(x, 0, 0)

for all x ∈ X , which implies that d(J g,J h) ≤ αε = αd(g, h) for all g, h ∈ S.

Thus J is a strictly contractive mapping with Lipschitz constant α < 1.

According to Theorem 1.3, there exists a mapping Q : X → Y satisfying the following:
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(1) Q is a fixed point of J , i.e., JQ = Q, and so

1
4
Q(2x) = Q(x) (2.10)

for all x ∈ X . The mapping Q is a unique fixed point of J in the set

M =
{
g ∈ S : d(g, f) <∞

}
.

This signifies that Q is a unique mapping satisfying (2.10) such that there exists a µ ∈ (0,∞) satisfying∥∥f(x)−Q(x)
∥∥ ≤ µϕ(x, 0, 0)

for all x ∈ X ;

(2) d(J nf,Q) → 0 as n→∞. So, we conclude that

lim
n→∞

1
4n
f(2nx) = Q(x) (2.11)

for all x ∈ X ;

(3) d(f,Q) ≤ 1
1−αd(f,J f), which gives by (2.9) the inequality

d(f,Q) ≤ α

1− α
.

This proves that the inequality (2.8) holds.

To end the proof we show that Q is an orthogonally quadratic mapping.

By (2.11), (2.7), (2.6) and the fact that α < 1,∥∥∥Q(x+ y + z

2

)
+Q

(x− y − z

2

)
+Q

(y − x− z

2

)
+Q

(z − x− y

2

)
−Q(x)−Q(y)

∥∥∥
= lim

n→∞

1
4n

∥∥∥f(
2n−1(x+ y + z)

)
+ f

(
2n−1(x− y − z)

)
+f

(
2n−1(y − z − x)

)
+ f

(
2n−1(z − x− y)

)
− f

(
2nx

)
− f

(
2ny

)∥∥∥
≤

∥∥∥ lim
n→∞

1
4n
f
(
2nz

)∥∥∥ + lim
n→∞

1
4n
ϕ
(
2nx, 2ny, 2nz

)
≤

∥∥Q(z)
∥∥ + lim

n→∞
αnϕ(x, y, z)

=
∥∥Q(z)

∥∥
for all x, y, z ∈ X , with x⊥y, x⊥z and y⊥z. And, now applying Proposition 2.2, we obatin that Q is

an orthogonally quadratic mapping and the proof is complete. �

Theorem 2.4. Let ϕ : X 3 → [0,∞) be a function such that ϕ(0, 0, 0) = 0 and there exists an α < 1

with

ϕ(x, y, z) ≤ α

4
ϕ
(
2x, 2y, 2z

)
for all x, y, z ∈ X , with x⊥y, y⊥z and x⊥z. Let f : X → Y be an even mapping satisfying (2.7). Then

there exists a unique orthogonally quadratic mapping Q : X → Y such that∥∥f(x)−Q(x)
∥∥ ≤ 1

1− α
ϕ(x, 0, 0) (2.12)

for all x ∈ X .
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Proof. Let (S, d) be the generalized metric space defined in the proof of Theorem 2.3.

Now we consider the linear mapping J : S → S such that

J g(x) := 4g
(x

2

)
for all x ∈ X .

Similar to the proof of Theorem 2.3, from (2.7) one can get∥∥∥4f
(x

2

)
− f(x)

∥∥∥ ≤ ϕ(x, 0, 0)

for all x ∈ X , which means d(f,J f) ≤ 1.

We can also show that J is a strictly contractive mapping with Lipschitz constant α < 1. So by

applying Theorem 1.3 again, we have

d(f,Q) ≤ 1
1− α

d(f,J f) ≤ 1
1− α

which implies that the inequality (2.12) holds.

The rest of the proof is similar to the proof of the previous theorem. �

Corollary 2.5. Let X be a normed orthogonality space. Let δ be a nonnegative real number and p 6= 2

be a positive real number. Let f : X → Y be an even mapping satisfying∥∥∥f(x+ y + z

2

)
+ f

(x− y − z

2

)
+ f

(y − x− z

2

)
+ f

(z − x− y

2

)
− f(x)− f(y)

∥∥∥
≤

∥∥∥f(z)
∥∥∥ + δ

(
‖x‖p + ‖y‖p + ‖z‖p)

for all x, y, z ∈ X , with x⊥y, y⊥z and x⊥z. Then there exists a unique orthogonally quadratic mapping

Q : X → Y such that ∥∥f(x)−Q(x)
∥∥ ≤ 2p∣∣2p − 4

∣∣δ‖x‖p

for all x ∈ X .

Proof. Define ϕ(x, y, z) := δ
(
‖x‖p + ‖y‖p + ‖z‖p) for all x, y, z ∈ X .

First assume that 0 < p < 2.

Take α := 2p−2. Since p < 2, obviously α < 1. Hence there exists an α < 1 such that

ϕ(x, y, z) = δ
(
‖x‖p + ‖y‖p + ‖z‖p)

= 4α2−pδ
(
‖x‖p + ‖y‖p + ‖z‖p)

= 4αδ
(∥∥∥x

2

∥∥∥p

+
∥∥∥y

2

∥∥∥p

+
∥∥∥z

2

∥∥∥p)
= 4αϕ

(x
2
,
y

2
,
z

2

)
for all x, y, z ∈ X (particularly, with x⊥y, y⊥z and x⊥z). The recent term allows to use Theorem 2.3.

So by applying Theorem 2.3, it follows from (2.8) that∥∥f(x)−Q(x)
∥∥ ≤ 2p

4− 2p
δ‖x‖p

for all x ∈ X .

For the case p > 2, taking α := 22−p, and then applying Theorem 2.4, we similarly obtain the

desired result. �
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[3] J. Alonso and C. Beńiez, Orthogonality in normed linear spaces: a survey I. Main properties,
Extracta Math. 3 (1988), 1–15.
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INTEGRAL INEQUALITIES FOR ASYMMETRIZED
SYNCHRONOUS FUNCTIONS

S. S. DRAGOMIR1;2

Abstract. In this paper we establish some integral inequalities for the prod-
uct of asymmetrized synchronous/asynchronous functions. Some examples for
integrals of monotonic functions, including power, logarithmic and sin func-
tions are also provided.

1. Introduction

For a function f : [a; b]! C we consider the symmetrical transform of f on the
interval [a; b] ; denoted by �f[a;b] or simply �f , when the interval [a; b] is implicit, as
de�ned by

(1.1) �f (t) :=
1

2
[f (t) + f (a+ b� t)] ; t 2 [a; b] :

The anti-symmetrical transform of f on the interval [a; b] is denoted by ~f[a;b]; or
simply ~f and is de�ned by

~f (t) :=
1

2
[f (t)� f (a+ b� t)] ; t 2 [a; b] :

It is obvious that for any function f we have �f + ~f = f:
If f is convex on [a; b] ; then for any t1; t2 2 [a; b] and �; � � 0 with � + � = 1

we have

�f (�t1 + �t2) =
1

2
[f (�t1 + �t2) + f (a+ b� �t1 � �t2)]

=
1

2
[f (�t1 + �t2) + f (� (a+ b� t1) + � (a+ b� t2))]

� 1

2
[�f (t1) + �f (t2) + �f (a+ b� t1) + �f (a+ b� t2)]

=
1

2
� [f (t1) + f (a+ b� t1)] +

1

2
� [f (t2) + f (a+ b� t2)]

= � �f (t1) + � �f (t2) ;

which shows that �f is convex on [a; b] :
Consider the real numbers a < b and de�ne the function f0 : [a; b]! R, f0 (t) =

t3: We have [6]

�f0 (t) :=
1

2

h
t3 + (a+ b� t)3

i
=
3

2
(a+ b) t2 � 3

2
(a+ b)

2
t+

1

2
(a+ b)

3

1991 Mathematics Subject Classi�cation. 26D15; 25D10.
Key words and phrases. Monotonic functions, Synchronous functions, µCeby�ev�s inequality,

Integral inequalities.
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for any t 2 R.
Since the second derivative

�
�f0

�00
(t) = 3 (a+ b) ; t 2 R, then �f0 is strictly convex

on [a; b] if a+b2 > 0 and strictly concave on [a; b] if a+b2 < 0: Therefore if a < 0 < b
with a+b

2 > 0; then we can conclude that f0 is not convex on [a; b] while �f0 is convex
on [a; b] :
We can introduce the following concept of convexity [6], see also [9] for an equiv-

alent de�nition.

De�nition 1. We say that the function f : [a; b] ! R is symmetrized convex
(concave) on the interval [a; b] if the symmetrical transform �f is convex (concave)
on [a; b] :

Now, if we denote by Con [a; b] the closed convex cone of convex functions de�ned
on [a; b] and by SCon [a; b] the closed convex cone of symmetrized convex functions,
then from the above remarks we can conclude that

(1.2) Con [a; b]  SCon [a; b] :
Also, if [c; d] � [a; b] and f 2 SCon [a; b] ; then this does not imply in general that
f 2 SCon [c; d] :
We have the following result [6], [9] :

Theorem 1. Assume that f : [a; b] ! R is symmetrized convex and integrable on
the interval [a; b] : Then we have the Hermite-Hadamard inequalities

(1.3) f

�
a+ b

2

�
� 1

b� a

Z b

a

f (t) dt � f (a) + f (b)

2
:

We also have [6]:

Theorem 2. Assume that f : [a; b] ! R is symmetrized convex on the interval
[a; b] : Then for any x 2 [a; b] we have the bounds

(1.4) f

�
a+ b

2

�
� �f (x) � f (a) + f (b)

2
:

For a monograph on Hermite-Hadamard type inequalities see [8].
In a similar way, we can introduce the following concept as well:

De�nition 2. We say that the function f : [a; b]! R is asymmetrized monotonic
nondecreasing (nonincreasing) on the interval [a; b] if the anti-symmetrical trans-
form ~f is monotonic nondecreasing (nonincreasing) on the interval [a; b] :

If f is monotonic nondecreasing on [a; b] ; then for any t1; t2 2 [a; b] we have

~f (t2)� ~f (t1) =
1

2
[f (t2)� f (a+ b� t2)]�

1

2
[f (t1)� f (a+ b� t1)]

=
1

2
[f (t2)� f (t1)] +

1

2
[f (a+ b� t1)� f (a+ b� t2)]

� 0;
which shows that f : [a; b] ! R is asymmetrized monotonic nondecreasing on the
interval [a; b] :
Consider the real numbers a < b and de�ne the function f0 : [a; b]! R, f0 (t) =

t2: We have

~f0 (t) :=
1

2

h
t2 � (a+ b� t)2

i
= (a+ b) t� 1

2
(a+ b)

2
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and
�
~f0

�0
(t) = a + b; therefore f : [a; b] ! R is asymmetrized monotonic nonde-

creasing (nonincreasing) on the interval [a; b] provided a+b
2 > 0 (< 0) : So, if we take

a < 0 < b with a+b
2 > 0; then f is asymmetrized monotonic nondecreasing on [a; b]

but not monotonic nondecreasing on [a; b] :
If we denote by M% [a; b] the closed convex cone of monotonic nondecreasing

functions de�ned on [a; b] and by AM% [a; b] the closed convex cone of asym-
metrized monotonic nondecreasing functions, then from the above remarks we can
conclude that

(1.5) M% [a; b]  AM% [a; b] :

Also, if [c; d] � [a; b] and f 2 AM% [a; b] ; then this does not imply in general that
f 2 AM% [c; d] :
We recall that the pair of functions (f; g) de�ned on [a; b] are called synchronous

(asynchronous) on [a; b] if

(1.6) (f (t)� f (s)) (g (t)� g (s)) � (�) 0

for any t; s 2 [a; b] : It is clear that if both functions (f; g) are monotonic non-
decreasing (nonincreasing) on [a; b] then they are synchronous on [a; b] : There are
also functions that change monotonicity on [a; b] ; but as a pair they are still syn-
chronous. For instance if a < 0 < b and f; g : [a; b] ! R, f (t) = t2 and g (t) = t4;
then

(f (t)� f (s)) (g (t)� g (s)) =
�
t2 � s2

� �
t4 � s4

�
=
�
t2 � s2

�2 �
t2 + s2

�
� 0

for any t; s 2 [a; b] ; which show that (f; g) is synchronous.

De�nition 3. We say that the pair of functions (f; g) de�ned on [a; b] is called
asymmetrized synchronous (asynchronous) on [a; b] if the pair of transforms

�
~f; ~g
�

is synchronous (asynchronous) on [a; b] ; namely

(1.7)
�
~f (t)� ~f (s)

�
(~g (t)� ~g (s)) � (�) 0

for any t; s 2 [a; b] :

It is clear that if f; g are asymmetrized monotonic nondecreasing (nonincreasing)
on [a; b] then they are asymmetrized synchronous on [a; b] :
One of the most important results for synchronous (asynchronous) and integrable

functions f; g on [a; b] is the well-known µCeby�ev�s inequality :

(1.8)
1

b� a

Z b

a

f (t) g (t) dt � (�) 1

b� a

Z b

a

f (t) dt
1

b� a

Z b

a

g (t) dt:

For integral inequalities of µCeby�ev�s type, see [1]-[5], [7], [10]-[18] and the refer-
ences therein.
Motivated by the above results, we establish in this paper some inequalities for

asymmetrized synchronous (asynchronous) functions on [a; b] : Some examples for
power, logarithm and sin functions are provided as well.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

153 DRAGOMIR 151-161



4 S. S. DRAGOMIR1;2

2. Main Results

We have the following result:

Theorem 3. Assume that f; g are asymmetrized synchronous (asynchronous) and
integrable functions on [a; b]. Then

(2.1)
Z b

a

~f (t) g (t) dt � (�) 0:

Proof. We consider only the case of symmetrized synchronous and integrable func-
tions.
1. By the µCeby�ev�s inequality (1.8) for

�
~f; ~g
�
we get

(2.2)
1

b� a

Z b

a

~f (t) ~g (t) dt � 1

b� a

Z b

a

~f (t) dt
1

b� a

Z b

a

~g (t) dt:

We have Z b

a

~f (t) dt =
1

2

"Z b

a

f (t) dt�
Z b

a

f (a+ b� t) dt
#
= 0

since, by the change of variable s = a+ b� t; t 2 [a; b] ;Z b

a

f (a+ b� t) dt =
Z b

a

f (s) ds:

Also, Z b

a

~f (t) ~g (t) =
1

4

Z b

a

[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)] dt(2.3)

=
1

4

Z b

a

[f (t) g (t) + f (a+ b� t) g (a+ b� t)] dt

� 1
4

Z b

a

[f (t) g (a+ b� t) + f (a+ b� t) g (t)] dt

=
1

4

"Z b

a

f (t) g (t) dt+

Z b

a

f (a+ b� t) g (a+ b� t) dt
#

� 1
4

"Z b

a

f (t) g (a+ b� t) dt+
Z b

a

f (a+ b� t) g (t) dt
#

=
1

2

 Z b

a

f (t) g (t) dt�
Z b

a

f (a+ b� t) g (t) dt
!

=

Z b

a

~f (t) g (t) dt

since, by the change of variable s = a+ b� t; t 2 [a; b] ; we haveZ b

a

f (a+ b� t) g (a+ b� t) dt =
Z b

a

f (t) g (t) dt

and Z b

a

f (t) g (a+ b� t) dt =
Z b

a

f (a+ b� t) g (t) dt:
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By (2.2) we then get the desired result (2.1).

2. An alternative proof is as follows. Since
�
~f; ~g
�
are synchronous, then�

~f (t)� ~f

�
a+ b

2

���
~g (t)� ~g

�
a+ b

2

��
� 0

for any t 2 [a; b] ; which is equivalent to
(2.4) ~f (t) ~g (t) � 0 for any t 2 [a; b] ;
or to

[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)] � 0 for any t 2 [a; b] :
This is a property of interest for asymmetrized synchronous functions.
If we integrate the inequality (2.4) and use the identity (2.3) we get the desired

result (2.1). �

Remark 1. The inequality (2.1) can be written in an equivalent form asZ b

a

f (t) g (t) dt �
Z b

a

f (a+ b� t) g (t) dt;

or as Z b

a

f (t) g (t) dt �
Z b

a

�f (t) g (t) dt:

Theorem 4. If both f; g are asymmetrized monotonic nondecreasing (nonincreas-
ing) and integrable functions on [a; b] ; then

(2.5)
1

4
jf (b)� f (a)j jg (b)� g (a)j � 1

b� a

Z b

a

~f (t) g (t) dt � 0;

and

1

2
min

(
jf (b)� f (a)j 1

b� a

Z b

a

jg (t)j dt; jg (b)� g (a)j 1

b� a

Z b

a

jf (t)j dt
)

(2.6)

� 1

b� a

Z b

a

~f (t) g (t) dt � 0:

Proof. Assume that both f; g are asymmetrized monotonic nondecreasing and in-
tegrable functions on [a; b] ; then they are asymmetrized synchronous and by (2.1)
we get the second inequality in (2.5).
We also have

~f (a) � ~f (t) � ~f (b)

for any t 2 [a; b] ; namely

�1
2
[f (b)� f (a)] � 1

2
[f (t)� f (a+ b� t)] � 1

2
[f (b)� f (a)] ;

for any t 2 [a; b] ; which implies that 12 [f (b)� f (a)] � 0 and

(2.7)
1

2
jf (t)� f (a+ b� t)j � 1

2
[f (b)� f (a)]

for any t 2 [a; b] :
Similarly, we have 1

2 [g (b)� g (a)] � 0 and

(2.8)
1

2
jg (t)� g (a+ b� t)j � 1

2
[g (b)� g (a)]
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for any t 2 [a; b] :
If we multiply (2.7) and (2.8), then we get

1

4
[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)](2.9)

=
1

4
j[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)]j

� 1

4
[f (b)� f (a)] [g (b)� g (a)]

for any t 2 [a; b] :
Since

0 �
Z b

a

~f (t) g (t) dt =
1

4

Z b

a

[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)] dt

� 1

4
[f (b)� f (a)] [g (b)� g (a)] (b� a) ;

where for the last inequality we used (2.9), hence we get the �rst inequality in (2.5).
Also, we observe that

0 �
Z b

a

~f (t) g (t) dt =

Z b

a

��� ~f (t) g (t)��� dt � 1

2
[f (b)� f (a)]

Z b

a

jg (t)j dt

and since Z b

a

~f (t) g (t) dt =

Z b

a

f (t) ~g (t) dt;

then also Z b

a

f (t) ~g (t) dt � 1

2
[g (b)� g (a)]

Z b

a

jf (t)j dt

and the inequality (2.6) is also proved. �
Remark 2. If the functions f; g : [a; b]! R are either both of them nonincreasing
or nondecreasing on [a; b] ; then they are integrable and we have the inequalities
(2.5) and (2.6).

We have the following re�nement of the inequality in (2.1).

Theorem 5. Assume that f; g are asymmetrized synchronous and integrable func-
tions on [a; b]. Then

1

b� a

Z b

a

~f (t) g (t) dt(2.10)

�
����� 1

b� a

Z b

a

��� ~f (t)��� j~g (t)j dt� 1

b� a

Z b

a

��� ~f (t)��� dt 1

b� a

Z b

a

j~g (t)j dt
����� � 0:

Proof. By the continuity property of modulus, we haveh
~f (t)� ~f (s)

i
[~g (t)� ~g (s)] =

���h ~f (t)� ~f (s)
i
[~g (t)� ~g (s)]

���
=
��� ~f (t)� ~f (s)

��� j~g (t)� ~g (s)j
�
������ ~f (t)���� ��� ~f (s)������ j~g (t)� ~g (s)j

=
������� ~f (t)���� ��� ~f (s)���� (~g (t)� ~g (s))���
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for any t; s 2 [a; b] :
Taking the double integral mean on [a; b]2 and using the properties of the integral

versus the modulus, we have

1

(b� a)2
Z b

a

Z b

a

h
~f (t)� ~f (s)

i
[~g (t)� ~g (s)] dtds(2.11)

�
����� 1

(b� a)2
Z b

a

Z b

a

���� ~f (t)���� ��� ~f (s)���� (j~g (t)j � j~g (s)j) dtds����� :
Since, by Korkine�s identity we have

1

(b� a)2
Z b

a

Z b

a

h
~f (t)� ~f (s)

i
[~g (t)� ~g (s)] dtds

= 2

"
1

b� a

Z b

a

~f (t) ~g (t) dt� 1

b� a

Z b

a

~f (t) dt
1

b� a

Z b

a

~g (t) dt

#

=
2

b� a

Z b

a

~f (t) ~g (t) dt

and

1

(b� a)2
Z b

a

Z b

a

���� ~f (t)���� ��� ~f (s)���� (j~g (t)j � j~g (s)j) dtds
= 2

"
1

b� a

Z b

a

��� ~f (t)��� j~g (t)j dt� 1

b� a

Z b

a

��� ~f (t)��� dt 1

b� a

Z b

a

j~g (t)j dt
#
;

hence by (2.11) we have

1

b� a

Z b

a

~f (t) ~g (t) dt

�
����� 1

b� a

Z b

a

��� ~f (t)��� j~g (t)j dt� 1

b� a

Z b

a

��� ~f (t)��� dt 1

b� a

Z b

a

j~g (t)j dt
����� :

By using the identity (2.3) we get the desired result (2.10). �

Remark 3. We remark that, if
�
~f; g
�
are synchronous, then by a similar argument

to the one above for g $ ~g we have

1

b� a

Z b

a

~f (t) g (t) dt(2.12)

�
����� 1

b� a

Z b

a

��� ~f (t)��� jg (t)j dt� 1

b� a

Z b

a

��� ~f (t)��� dt 1

b� a

Z b

a

jg (t)j dt
����� � 0:

Also, since

1

b� a

Z b

a

~f (t) g (t) dt =
1

b� a

Z b

a

f (t) ~g (t) dt;
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then if we assume that (f; ~g) are synchronous we also have

1

b� a

Z b

a

~f (t) g (t) dt(2.13)

�
����� 1

b� a

Z b

a

jf (t)j j~g (t)j dt� 1

b� a

Z b

a

jf (t)j dt 1

b� a

Z b

a

j~g (t)j dt
����� � 0:

Now, if f and g have the same monotonicity, then
�
~f; ~g
�
;
�
~f; g
�
; (f; ~g) are

synchronous and we have

(2.14)
1

b� a

Z b

a

~f (t) g (t) dt � max
n���C � ~f; ~g���� ; ���C � ~f; g���� ; jC (f; ~g)jo � 0;

where

C (h; `) :=
1

b� a

Z b

a

jh (t) ` (t)j dt� 1

b� a

Z b

a

jh (t)j dt 1

b� a

Z b

a

j` (t)j dt

provided h and ` are integrable on [a; b] :

We say that the function h : [a; b] ! R is H-r-Hölder continuous with the
constant H > 0 and power r 2 (0; 1] if

(2.15) jh (t)� h (s)j � H jt� sjr

for any t; s 2 [a; b] : If r = 1 we call that h is L-Lipschitzian when H = L > 0:

Theorem 6. Assume that f; g are asymmetrized synchronous with f is H1-r1-
Hölder continuous and g is H2-r2-Hölder continuous on [a; b] : Then

(2.16)
1

4 (r1 + r2 + 1)
H1H2 (b� a)r1+r2 �

1

b� a

Z b

a

~f (t) g (t) dt � 0:

If particular, if f is L1-Lipschitzian and g is L2-Lipschitzian, then

(2.17)
1

12
L1L2 (b� a)2 �

1

b� a

Z b

a

~f (t) g (t) dt � 0:

Proof. From (2.3) we have

0 �
Z b

a

~f (t) g (t) dt =
1

4

Z b

a

[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)] dt

=
1

4

Z b

a

j[f (t)� f (a+ b� t)] [g (t)� g (a+ b� t)]j dt

� 1

4
H1H2

Z b

a

j2t� a� bjr1+r2 dt = 2r1+r2

4
H1H2

Z b

a

����t� a+ b2
����r1+r2 dt

=
2

22�r1�r2
H1H2

Z b

a+b
2

�
t� a+ b

2

�r1+r2
dt =

2

22�r1�r2
H1H2

�
b�a
2

�r1+r2+1
r1 + r2 + 1

=
1

4 (r1 + r2 + 1)
H1H2 (b� a)r1+r2+1 ;

which is equivalent to the desired result (2.16). �
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3. Some Examples

Consider the identity function ` : [a; b]! R de�ned by ` (t) = t: If g is monotonic
nondecreasing, then by (2.5) and (2.14) we have

1

4
(b� a) [g (b)� g (a)] � 1

b� a

Z b

a

�
t� a+ b

2

�
g (t) dt(3.1)

� max fjC1;` (g)j ; jC2;` (g)j ; jC3;` (g)jg � 0;
where

C1;` (g) :=
1

b� a

Z b

a

�����t� a+ b2
�
~g (t)

���� dt� 14
Z b

a

j~g (t)j dt;

C2;` (g) :=
1

b� a

Z b

a

�����t� a+ b2
�
g (t)

���� dt� 14
Z b

a

jg (t)j dt

and

C3;` (g) :=
1

b� a

Z b

a

jt~g (t)j dt� 1

b� a

Z b

a

jtj dt 1

b� a

Z b

a

j~g (t)j dt:

If g is monotonic nondecreasing and L-Lipschitzian on [a; b] ; then by (2.17) we
get

(3.2)
1

12
L (b� a)2 � 1

b� a

Z b

a

�
t� a+ b

2

�
g (t) dt (� 0) :

Consider the power function f : [a; b] � (0;1) ! R, f (t) = tp with p > 0: If g
is monotonic nondecreasing, then by (2.5) and (2.14) we get

1

4
(bp � ap) [g (b)� g (a)] � 1

b� a

Z b

a

�
tp � (a+ b� t)p

2

�
g (t) dt(3.3)

� max fjC1;p (g)j ; jC2;p (g)j ; jC3;p (g)jg � 0;
where

C1;p (g) :=
1

b� a

Z b

a

���� tp � (a+ b� t)p2

���� j~g (t)j dt
� 1

b� a

Z b

a

���� tp � (a+ b� t)p2

���� dt 1

b� a

Z b

a

j~g (t)j dt;

C2;p (g) :=
1

b� a

Z b

a

���� tp � (a+ b� t)p2

���� jg (t)j dt
� 1

b� a

Z b

a

���� tp � (a+ b� t)p2

���� dt 1

b� a

Z b

a

jg (t)j dt

and

C3;p (g) :=

Z b

a

tp j~g (t)j dt� bp+1 � ap+1
(p+ 1) (b� a)

1

b� a

Z b

a

j~g (t)j dt:

If g is monotonic nondecreasing and L-Lipschitzian on [a; b] ; then by (2.17) we get

p

12
L (b� a)2

8<: bp�1 if p � 1

ap�1 if p 2 (0; 1)
(3.4)

� 1

b� a

Z b

a

�
tp � (a+ b� t)p

2

�
g (t) dt (� 0) :
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Consider the function f : [a; b] � (0;1) ! R, f = ln : If g is monotonic nonde-
creasing, then by (2.5) and (2.14) we have

1

4
ln

�
b

a

�
[g (b)� g (a)] � 1

2 (b� a)

Z b

a

ln

�
t

a+ b� t

�
g (t) dt(3.5)

� max fjC1;ln (g)j ; jC2;ln (g)j ; jC3;ln (g)jg � 0;
where

C1;ln (g) :=
1

b� a

Z b

a

�����ln
�

t

a+ b� t

�1=2����� j~g (t)j dt
� 1

b� a

Z b

a

�����ln
�

t

a+ b� t

�1=2����� dt 1

b� a

Z b

a

j~g (t)j dt;

C2;ln (g) :=
1

b� a

Z b

a

jln tj j~g (t)j dt� 1

b� a

Z b

a

jln tj dt 1

b� a

Z b

a

j~g (t)j dt

and

C1;ln (g) :=
1

b� a

Z b

a

�����ln
�

t

a+ b� t

�1=2����� jg (t)j dt
� 1

b� a

Z b

a

�����ln
�

t

a+ b� t

�1=2����� dt 1

b� a

Z b

a

jg (t)j dt:

If g is monotonic nondecreasing and L-Lipschitzian on [a; b] ; then by (2.17) we
get

(3.6)
1

6a
L (b� a)2 � 1

b� a

Z b

a

ln

�
t

a+ b� t

�
g (t) dt (� 0) :

Consider the function f : [a; b] �
�
��
2 ;

�
2

�
! R, f = sin : If g is monotonic

nondecreasing, then by (2.5) we have

(3.7)
1

2
sin

�
b� a
2

�
[g (b)� g (a)] � 1

b� a

Z b

a

sin

�
t� a+ b

2

�
g (t) dt � 0:

If g is monotonic nondecreasing and L-Lipschitzian on [a; b] ; then by (2.17) we
get

1

12
L (b� a)2 �

8<: cos b if � �
2 � a < b � 0;

max fcos a; cos bg if � �
2 � a < 0 < b �

�
2 ;

cos a if 0 � a < b � �
2

(3.8)

� 1

b� a cos
�
a+ b

2

�Z b

a

sin

�
t� a+ b

2

�
g (t) dt (� 0) :
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FURTHER INEQUALITIES FOR HEINZ OPERATOR MEAN

S. S. DRAGOMIR1;2

Abstract. In this paper we obtain some new inequalities for Heinz operator
mean.

1. Introduction

Throughout this paper A; B are positive invertible operators on a complex
Hilbert space (H; h�; �i) : We use the following notations for operators and � 2 [0; 1]

Ar�B := (1� �)A+ �B;

the weighted operator arithmetic mean, and

A]�B := A
1=2
�
A�1=2BA�1=2

��
A1=2;

the weighted operator geometric mean [13]. When � = 1
2 we write ArB and A]B

for brevity, respectively.
De�ne the Heinz operator mean by

H� (A;B) :=
1

2
(A]�B +A]1��B) :

The following interpolatory inequality is obvious

(1.1) A]B � H� (A;B) � ArB

for any � 2 [0; 1]:
The famous Young inequality for scalars says that if a; b > 0 and � 2 [0; 1]; then

(1.2) a1��b� � (1� �) a+ �b

with equality if and only if a = b. The inequality (1.2) is also called �-weighted
arithmetic-geometric mean inequality.
We consider the Kantorovich�s constant de�ned by

(1.3) K (h) :=
(h+ 1)

2

4h
; h > 0:

The function K is decreasing on (0; 1) and increasing on [1;1) ; K (h) � 1 for any
h > 0 and K (h) = K

�
1
h

�
for any h > 0:

In the recent paper [1] we have obtained the following additive and multiplicative
reverse of Young�s inequality

(1.4) 0 � (1� �) a+ �b� a1��b� � � (1� �) (a� b) (ln a� ln b)

1991 Mathematics Subject Classi�cation. 26D15; 26D10, 47A63, 47A30, 15A60.
Key words and phrases. Young�s Inequality, Convex functions, Arithmetic mean-Geometric

mean inequality, Heinz means.
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2 S. S. DRAGOMIR1;2

and

(1.5) 1 � (1� �) a+ �b
a1��b�

� exp
h
4� (1� �)

�
K
�a
b

�
� 1
�i
;

for any a; b > 0 and � 2 [0; 1] ; where K is Kantorovich�s constant.
The operator version of (1.4) is as follows [1]:

Theorem 1. Let A; B be two positive operators. For positive real numbers m; m0;

M; M 0, put h := M
m ; h

0 := M 0

m0 and let � 2 [0; 1] :
(i) If 0 < mI � A � m0I < M 0I � B �MI; then

(1.6) 0 � Ar�B �A]�B � � (1� �) (h� 1) lnhA

and, in particular

(1.7) 0 � ArB �A]B � 1

4
(h� 1) lnhA:

(ii) If 0 < mI � B � m0I < M 0I � A �MI; then

(1.8) 0 � Ar�B �A]�B � � (1� �)
h� 1
h

lnhA

and, in particular

(1.9) 0 � ArB �A]B � 1

4

h� 1
h

lnhA:

The operator version of (1.5) is [1]:

Theorem 2. For two positive operators A; B and positive real numbers m; m0; M;
M 0 satisfying either of the following conditions
(i) 0 < mI � A � m0I < M 0I � B �MI;
(ii) 0 < mI � B � m0I < M 0I � A �MI;

we have

(1.10) Ar�B � exp [4� (1� �) (K (h)� 1)]A]�B

and, in particular

(1.11) ArB � exp [K (h)� 1]A]B:

For other recent results on geometric operator mean inequalities, see [2]-[12], [14]
and [16]-[17].
We recall that Specht�s ratio is de�ned by [15]

(1.12) S (h) :=

8>><>>:
h

1
h�1

e ln

�
h

1
h�1

� if h 2 (0; 1) [ (1;1) ;

1 if h = 1:

It is well known that limh!1 S (h) = 1; S (h) = S
�
1
h

�
> 1 for h > 0; h 6= 1. The

function is decreasing on (0; 1) and increasing on (1;1) :
In the recent paper [6] we obtained amongst other the following result for the

Heinz operator mean of A; B that are positive invertible operators that satisfy the
condition mA � B �MA for some constants M > m > 0;

(1.13) ! (m;M)A]B � H� (A;B) � 
 (m;M)A]B;
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where


 (m;M) :=

8>>>><>>>>:
S
�
mj2��1j� if M < 1;

max
�
S
�
mj2��1j� ; S �M j2��1j�	 if m � 1 �M;

S
�
M j2��1j� if 1 < m;

and

! (m;M) :=

8>>>>>><>>>>>>:

S
�
M j�� 1

2 j
�
if M < 1;

1 if m � 1 �M;

S
�
mj�� 1

2 j
�
if 1 < m:

Motivated by the above results we establish in this paper some new additive and
multiplicative reverse inequalities for the Heinz operator mean.

2. Additive Reverse Inequalities for Heinz Mean

We have the following generalization of Theorem 1:

Theorem 3. Assume that A; B are positive invertible operators and the constants
M > m > 0 are such that

(2.1) mA � B �MA:
Then for any � 2 [0; 1] we have
(2.2) (0 �)Ar�B �A]�B � � (1� �) 
 (m;M)A
where

(2.3) 
 (m;M) :=

8>>>><>>>>:
(m� 1) lnm if M < 1;

max f(m� 1) lnm; (M � 1) lnMg if m � 1 �M;

(M � 1) lnM if 1 < m:

In particular, we have

(2.4) (0 �)ArB �A]B � 1

4

 (m;M)A:

Proof. We consider the functionD : (0;1)! [0;1) de�ned byD (x) = (x� 1) lnx:
We have that D0 (x) = lnx + 1 � 1

x and D
00 (x) = x+1

x2 for x 2 (0;1) : This shows
that the function is convex on (0;1) ;monotonic decreasing on (0; 1) and monotonic
increasing on [1;1) with the minimum 0 realized in x = 1:
From the inequality (1.4) we have

(0 �) (1� �) + �x� x� � � (1� �)D (x)
for any x > 0; � 2 [0; 1] and hence
(2.5) (0 �) (1� �) I + �X �X� � � (1� �) max

m�x�M
D (x)

for the positive operator X that satis�es the condition 0 < mI � X � MI for
0 < m < M and � 2 [0; 1] :
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4 S. S. DRAGOMIR1;2

If the condition (2.1) holds true, then by multiplying in both sides with A�1=2

we get mI � A�1=2BA�1=2 � MI and by taking X = A�1=2BA�1=2 in (2.5) we
get

(2.6) (1� �) I + �A�1=2BA�1=2 �
�
A�1=2BA�1=2

��
� � (1� �) max

m�x�M
D (x)

Now, if we multiply (2.6) in both sides with A1=2 we get

(0 �) (1� �)A+ �B �A1=2
�
A�1=2BA�1=2

��
A1=2(2.7)

� � (1� �) max
m�x�M

D (x)A

for any � 2 [0; 1] :
Finally, since

max
m�x�M

D (x) =

8>>>><>>>>:
(m� 1) lnm if M < 1;

max f(m� 1) lnm; (M � 1) lnMg if m � 1 �M;

(M � 1) lnM if 1 < m;

then by (2.7) we get the desired result (2.2). �

Corollary 1. With the assumptions of Theorem 3 we have

(2.8) (0 �)ArB �H� (A;B) � � (1� �)
 (m;M)A:

Proof. From (2.2) we have by replacing � with 1� � that
(2.9) (0 �)Ar1��B �A]1��B � � (1� �) 
 (m;M)A:
Adding (2.2) with (2.9) and dividing by 2 we get (2.8). �

Corollary 2. Let A; B be two positive operators. For positive real numbers m;
m0;M; M 0, put h := M

m ; h
0 := M 0

m0 and let � 2 [0; 1] :
(i) If 0 < mI � A � m0I < M 0I � B �MI; then

(2.10) (0 �)ArB �H� (A;B) � � (1� �) (h� 1) lnhA:
(ii) If 0 < mI � B � m0I < M 0I � A �MI; then

(2.11) (0 �)ArB �H� (A;B) � � (1� �)
�
h� 1
h

�
lnhA:

Proof. If the condition (i) is valid, then we have

I <
M 0

m0 I = h
0I � X � hI = M

m
I;

which, by (2.8) gives the desired result (2.10).
If the condition (ii) is valid, then we have

0 <
1

h
I � X � 1

h0
I < I;

which, by (2.8) gives

(0 �)ArB �H� (A;B) � � (1� �)
�
1

h
� 1
�
ln
1

h

that is equivalent to (2.11). �
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Theorem 4. With the assumptions of Theorem 3 we have

(2.12) (0 �)H� (A;B)�A]B �
1

4m1�� max
x2[m;M ]

D
�
x2��1

�
A;

where the function D : (0;1) ! [0;1) is de�ned by D (x) = (x� 1) lnx (see the
proof of Theorem 3).

Proof. From the inequality (1.4) we have for � = 1
2

(2.13) (0 �) c+ d
2

�
p
cd � 1

4
(c� d) (ln c� ln d)

for any c; d > 0:
If we take in (2.13) c = a1��b� and d = a�b1�� then we get

(2.14)
a1��b� + a�b1��

2
�
p
ab � 1

4

�
a1��b� � a�b1��

� �
ln a1��b� � ln a�b1��

�
for any a; b > 0 and � 2 [0; 1] :
This inequality is of interest in itself.
Now, if we take in (2.14) a = 1 and b = x; then we get

0 � x� + x1��

2
�
p
x � 1

4

�
x� � x1��

� �
lnx� � lnx1��

�
(2.15)

=
2� � 1
4

�
x� � x1��

�
lnx =

1

4x1��
�
x2��1 � 1

�
lnx2��1

=
1

4x1��
D
�
x2��1

�
for any x > 0 and � 2 [0; 1] :
Now, if x 2 [m;M ] � (0;1), then by (2.15) we get the upper bound

(0 �) x
� + x1��

2
�
p
x � 1

4m1�� max
x2[m;M ]

D
�
x2��1

�
:

Using the continuous functional calculus, we then have

(2.16) (0 �) X
� +X1��

2
�X1=2 � 1

4m1�� max
x2[m;M ]

D
�
x2��1

�
If the condition (2.1) holds true, then by multiplying in both sides with A�1=2 we
get mI � A�1=2BA�1=2 �MI and by taking X = A�1=2BA�1=2 in (2.16) we get

0 �
�
A�1=2BA�1=2

��
+
�
A�1=2BA�1=2

�1��
2

�
�
A�1=2BA�1=2

�1=2
(2.17)

� 1

4m1�� max
x2[m;M ]

D
�
x2��1

�
for any � 2 [0; 1] :
Now, if we multiply (2.17) in both sides with A1=2 we get the desired result

(2.12). �

Corollary 3. Let A; B be as in Corollary 2.
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(i) If 0 < mI � A � m0I < M 0I � B �MI; then

(0 �)H� (A;B)�A]B(2.18)

� 1

4 (h0)
1��

8><>:
�
h2��1 � 1

�
lnh2��1 if � 2

�
1
2 ; 1
�
;�

(h0)
2��1 � 1

�
ln (h0)

2��1 if � 2
�
0; 12
�
:

(ii) If 0 < mI � B � m0I < M 0I � A �MI; then

(0 �)H� (A;B)�A]B(2.19)

� 1

4
h1��

8><>:
�
h�2�+1 � 1

�
lnh�2�+1 if � 2

�
1
2 ; 1
�
;�

(h0)
�2�+1 � 1

�
ln (h0)

�2�+1 if � 2
�
0; 12
�
:

Proof. If the condition (i) is valid, then we have

I <
M 0

m0 I = h
0I � X � hI = M

m
I;

which, by (2.12) gives

(2.20) 0 � H� (A;B)�A]B �
1

4 (h0)
1�� max

x2[h0;h]
D
�
x2��1

�
A:

Observe that, if � 2
�
1
2 ; 1
�
; then

max
x2[h0;h]

D
�
x2��1

�
= D

�
h2��1

�
=
�
h2��1 � 1

�
lnh2��1:

If � 2
�
0; 12
�
; then

max
x2[h0;h]

D
�
x2��1

�
= D

�
(h0)

2��1
�
=
�
(h0)

2��1 � 1
�
ln (h0)

2��1
:

By (2.20) we get the desired result (2.18).
If the condition (ii) is valid, then we have

0 <
1

h
I � X � 1

h0
I < I;

which, by (2.12) gives

(2.21) 0 � H� (A;B)�A]B �
1

4
�
1
h

�1�� max
x2[ 1h ;

1
h0 ]
D
�
x2��1

�
A:

If � 2
�
1
2 ; 1
�
; then

max
x2[ 1h ;

1
h0 ]
D
�
x2��1

�
= D

 �
1

h

�2��1!
= D

�
(h)

�2�+1
�
:

If � 2
�
0; 12
�
; then

max
x2[ 1h ;

1
h0 ]
D
�
x2��1

�
= D

 �
1

h0

�2��1!
= D

�
(h0)

�2�+1
�
:

By (2.21) we get the desired result (2.19). �
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3. Multiplicative Reverse Inequalities for Heinz Mean

We have the following generalization of Theorem 2:

Theorem 5. Assume that A; B are positive invertible operators and the constants
M > m > 0 are such that the condition (2.1) is valid. Then for any � 2 [0; 1] we
have

(3.1) Ar�B � A]�B exp [4� (1� �) (z (m;M)� 1)]
where

z (m;M) :=

8>>>><>>>>:
K (m) if M < 1;

max fK (m) ;K (M)g if m � 1 �M;

K (M) if 1 < m;

In particular, we have

(3.2) ArB � A]B exp [z (m;M)� 1] :

Proof. From the inequality (1.5) we have for a = 1 and b = x that

(1� �) + �x � x� exp
�
4� (1� �)

�
K

�
1

x

�
� 1
��

(3.3)

= x� exp [4� (1� �) (K (x)� 1)]
for any x > 0 and hence

(1� �) I + �X � X� max
m�x�M

exp [4� (1� �) (K (x)� 1)](3.4)

= X� exp

�
4� (1� �)

�
max

m�x�M
K (x)� 1

��
for any operator X with the property that 0 < mI � X � MI and for any
� 2 [0; 1] :
If the condition (2.1) holds true, then by multiplying in both sides with A�1=2

we get mI � A�1=2BA�1=2 � MI and by taking X = A�1=2BA�1=2 in (3.4) we
get

(1� �) I + �A�1=2BA�1=2(3.5)

�
�
A�1=2BA�1=2

��
max

m�x�M
exp [4� (1� �) (K (x)� 1)]

=
�
A�1=2BA�1=2

��
exp

�
4� (1� �)

�
max

m�x�M
K (x)� 1

��
for any � 2 [0; 1] :
Now, if we multiply (3.5) in both sides with A1=2 we get

(1� �)A+ �BA(3.6)

� A1=2
�
A�1=2BA�1=2

��
A1=2 max

m�x�M
exp [4� (1� �) (K (x)� 1)]

= A1=2
�
A�1=2BA�1=2

��
A1=2 exp

�
4� (1� �)

�
max

m�x�M
K (x)� 1

��
for any � 2 [0; 1] :
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Since

max
m�x�M

K (x) =

8>>>><>>>>:
K (m) if M < 1;

max fK (m) ;K (M)g if m � 1 �M;

K (M) if 1 < m;

then by (3.6) we get the desired result (3.1). �
Corollary 4. With the assumptions of Theorem 5 we have

(3.7) ArB � exp [4� (1� �) (z (m;M)� 1)]H� (A;B) :
Corollary 5. For two positive operators A; B and positive real numbers m; m0;
M; M 0 satisfying either of the following conditions:
(i) 0 < mI � A � m0I < M 0I � B �MI;
(ii) 0 < mI � B � m0I < M 0I � A �MI;

we have

(3.8) ArB � exp [4� (1� �) (K (h)� 1)]H� (A;B) :
We also have:

Theorem 6. Assume that A; B are positive invertible operators and the constants
M > m > 0 are such that the condition (2.1) is valid. Then for any � 2 [0; 1] we
have

(3.9) H� (A;B) � exp [�� (m;M)� 1]A]B
where

(3.10) �� (m;M) :=

8>>>><>>>>:
K
�
mj2��1j� if M < 1;

max
�
K
�
mj2��1j� ;K �M j2��1j�	 if m � 1 �M;

K
�
M j2��1j� if 1 < m:

Proof. From the inequality (1.5) we have for � = 1
2

(3.11)
c+d
2p
cd
� exp

�
K
� c
d

�
� 1
�

for any c; d > 0:
If we take in (3.11) c = a1��b� and d = a�b1�� then we get

(3.12)
a1��b� + a�b1��

2
� exp

�
K

��a
b

�1�2��
� 1
�p

ab

for any a; b > 0 for any � 2 [0; 1]:
This is an inequality of interest in itself.
If we take in (2.19) a = x and b = 1; then we get

(3.13)
x1�� + x�

2
� exp

�
K
�
x1�2�

�
� 1
�p
x;

for any x > 0:
Now, if x 2 [m;M ] � (0;1) then by (2.20) we have

(3.14)
x1�� + x�

2
�
p
x exp

�
max

x2[m;M ]
K
�
x1�2�

�
� 1
�
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for any x 2 [m;M ] :
If � 2

�
0; 12
�
; then

max
x2[m;M ]

K
�
x1�2�

�
=

8>>>><>>>>:
K
�
m1�2�� if M < 1;

max
�
K
�
m1�2�� ;K �M1�2��	 if m � 1 �M;

K
�
M1�2�� if 1 < m:

If � 2
�
1
2 ; 1
�
, then

max
x2[m;M ]

K
�
x1�2�

�
= max

x2[m;M ]
K
�
x2��1

�

=

8>>>><>>>>:
K
�
m2��1� if M < 1;

max
�
K
�
m2��1� ;K �M2��1�	 if m � 1 �M;

K
�
M2��1� if 1 < m:

Therefore, by (3.14) we have

(3.15)
x1�� + x�

2
� exp [� (m;M)� 1]

p
x

for any x 2 [m;M ] � (0;1) and for any � 2 [0; 1]:
If X is an operator with mI � X �MI; then by (3.15) we have

X1�� +X�

2
� exp [� (m;M)� 1]X1=2:

If the condition (2.1) holds true, then by multiplying in both sides with A�1=2 we
get mI � A�1=2BA�1=2 �MI and by taking X = A�1=2BA�1=2 in (3.15) we get

1

2

��
A�1=2BA�1=2

�1��
+
�
A�1=2BA�1=2

���
(3.16)

� exp [� (m;M)� 1]
�
A�1=2BA�1=2

�1=2
:

Now, if we multiply (3.16) in both sides with A1=2 we get the desired result (3.9). �

Finally, we have

Corollary 6. For two positive operators A; B and positive real numbers m; m0;
M; M 0 satisfying either of the following conditions:
(i) 0 < mI � A � m0I < M 0I � B �MI;
(ii) 0 < mI � B � m0I < M 0I � A �MI;

we have for h = M
m and h0 = M 0

m0 that

(3.17) H� (A;B) � exp
h
K
�
hj2��1j

�
� 1
i
A]B;

where � 2 [0; 1]:
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Abstract. We investigate the global character of the difference equation of the form

xn+1 = f(xn, xn−1), n = 0, 1, . . .

with several period-two solutions, where f is decreasing in the first variable and is increasing in the second variable.
We show that the boundaries of the basins of attractions of different locally asymptotically stable equilibrium solutions
or period-two solutions are in fact the global stable manifolds of neighboring saddle or non-hyperbolic equilibrium
solutions or period-two solutions. We illustrate our results with the complete study of global dynamics of a certain
rational difference equation with quadratic terms.
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1 Introduction and Preliminaries

Let I be some interval of real numbers and let f ∈ C1[I × I, I] be such that f(I × I) ⊆ K where K ⊆ I is a compact
set. Consider the difference equation

xn+1 = f(xn, xn−1), n = 0, 1, . . . (1)

where f is a continuous and decreasing in the first variable and increasing in the second variable. The following result
gives a general information about global behavior of solutions of Equation (1).

Theorem 1 ([4])
Let I ⊆ R and let f ∈ C[I × I, I] be a function which is non-decreasing in first and non-increasing in second

argument. Then for every solution of Equation (1) the subsequences {x2n}∞n=0 and {x2n+1}∞n=−1 of even and odd
terms of the solution are eventually monotonic.

The consequence of Theorem 1 is that every bounded solution of (1) converges to either an equilibrium or period-
two solution or to the singular point on the boundary. Consequently, most important question becomes determining
the basins of attraction of these solutions as well as the unbounded solutions. The answer to this question follows
from an application of the theory of monotone maps in the plane which will be presented in Preliminaries.

In [1, 2, 3] authors consider difference equation (1) with several equilibrium solutions as well as the period-two
solutions and determine the basins of attraction of different equilibrium solutions and the period-two solutions. In
this paper we consider Equation (1) which has up to two equilibrium solutions and up to two minimal period-two
solutions which are in South-East ordering. More precisely, we will give sufficient conditions for the precise description
of the basins of attraction of different equilibrium solutions and period-two solutions. The results can be immediately
extended to the case of any number of the equilibrium solutions and the period-two solutions by replicating our main
results.

This paper is organized as follows. In the rest of this section we will recall several basic results on competitive
systems in the plane from [7, 15, 16, 17] which are included for completeness of presentation. Our main results
about some global dynamics scenarios for monotone systems in the plane and their application to global dynamics of

1Corresponding author, e-mail: mkulenovic@uri.edu

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

172 Kalabusic 172-184



Equation (1) are given in section 2. As an application of the results from section 2 in section 3 the global dynamics
of difference equation

xn+1 =
γxn−1

Ax2
n +Bxnxn−1 + Cxn−1

, n = 0, 1, . . . (2)

with all non-negative parameters and initial conditions is presented. All global dynamic scenarios for Equation (1)
will be illustrated in the case of Equation (2), which global dynamics can be shortly described as the sequence of
exchange of stability bifurcations between an equilibrium and one or two period-two solutions.

We now give some basic notions about monotone maps in the plane.

Definition 2 Let R be a subset of R2 with nonempty interior, and let T : R → R be a map (i.e., a continuous
function). Set T (x, y) = (f(x, y), g(x, y)). The map T is competitive if f(x, y) is non-decreasing in x and non-
increasing in y, and g(x, y) is non-increasing in x and non-decreasing in y. If both f and g are nondecreasing in x
and y, we say that T is cooperative. If T is competitive (cooperative), the associated system of difference equations{

xn+1 = f(xn, yn)
yn+1 = g(xn, yn)

, n = 0, 1, . . . , (x−1, x0) ∈ R (3)

is said to be competitive (cooperative). The map T and associated difference equations system are said to be strongly
competitive (strongly cooperative) if the adjectives non-decreasing and non-increasing are replaced by increasing and
decreasing.

Consider a partial ordering � on R2. Two points x, y ∈ R2 are said to be related if x � y or y � x. Also, a
strict inequality between points may be defined as x ≺ y if x � y and x 6= y. A stronger inequality may be defined
as x = (x1, x2)� y = (y1, y2) if x � y with x1 6= y1 and x2 6= y2.

The map T is monotone if x � y implies T (x) � T (y) for all x, y ∈ R, and it is strongly monotone on R if x ≺ y
implies that T (x)� T (y) for all x, y ∈ R. The map is strictly monotone on R if x ≺ y implies that T (x) ≺ T (y) for
all x, y ∈ R. Clearly, being related is invariant under iteration of a strongly monotone map.

Throughout this paper we shall use the North-East ordering (NE) for which the positive cone is the first quadrant,
i.e. this partial ordering is defined by (x1, y1) �ne (x2, y2) if x1 ≤ x2 and y1 ≤ y2 and the South-East (SE) ordering
defined as (x1, y1) �se (x2, y2) if x1 ≤ x2 and y1 ≥ y2. Now we can show that a map T on a nonempty set R ⊂ R2

which is monotone with respect to the North-East ordering is cooperative and a map monotone with respect to the
South-East ordering is competitive.

For x ∈ R2, define Q`(x) for ` = 1, . . . , 4 to be the usual four quadrants based at x = (x1, x2) and numbered in
a counterclockwise direction, for example, Q1(x) = {y = (y1, y2) ∈ R2 : x1 ≤ y1, x2 ≤ y2}. Basin of attraction of
a fixed point (x̄, ȳ) of a map T , denoted as B((x̄, ȳ)), is defined as the set of all initial points (x0, y0) for which the
sequence of iterates Tn((x0, y0)) converges to (x̄, ȳ). Similarly, we define a basin of attraction of a periodic point of
period p. The fixed point A(x, y) of the map T is said to be non-hyperbolic point of stable type if one of the roots of
characteristic equation evaluated in A is 1 or −1 and the second root is in (−1, 1).

The next four results, from [16, 17], are useful for determining basins of attraction of fixed points of competitive
maps. Related results have been obtained by H. L. Smith in [7, 19] and in [18].

Theorem 3 Let T be a competitive map on a rectangular region R ⊂ R2. Let x ∈ R be a fixed point of T such that
∆ := R ∩ int (Q1(x) ∪Q3(x)) is nonempty (i.e., x is not the NW or SE vertex of R), and T is strongly competitive
on ∆. Suppose that the following statements are true.

a. The map T has a C1 extension to a neighborhood of x.
b. The Jacobian JT (x) of T at x has real eigenvalues λ, µ such that 0 < |λ| < µ, where |λ| < 1, and the eigenspace

Eλ associated with λ is not a coordinate axis.
Then there exists a curve C ⊂ R through x that is invariant and a subset of the basin of attraction of x, such

that C is tangential to the eigenspace Eλ at x, and C is the graph of a strictly increasing continuous function of the
first coordinate on an interval. Any endpoints of C in the interior of R are either fixed points or minimal period-two
points. In the latter case, the set of endpoints of C is a minimal period-two orbit of T .

Theorem 4 For the curve C of Theorem 3 to have endpoints in ∂R, it is sufficient that at least one of the following
conditions is satisfied.

i. The map T has no fixed points nor periodic points of minimal period two in ∆.
ii. The map T has no fixed points in ∆, det JT (x) > 0, and T (x) = x has no solutions x ∈ ∆.
iii. The map T has no points of minimal period-two in ∆, det JT (x) < 0, and T (x) = x has no solutions x ∈ ∆.
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For maps that are strongly competitive near the fixed point, hypothesis b. of Theorem 3 reduces just to |λ| < 1.
This follows from a change of variables [19] that allows the Perron-Frobenius Theorem to be applied. Also, one can
show that in such case no associated eigenvector is aligned with a coordinate axis. The next result is useful for
determining basins of attraction of fixed points of competitive maps.

Theorem 5 Assume the hypotheses of Theorem 3, and let C be the curve whose existence is guaranteed by Theorem
3. If the endpoints of C belong to ∂R, then C separates R into two connected components, namely

W− := {x ∈ R \ C : ∃y ∈ C with x �se y}, W+ := {x ∈ R \ C : ∃y ∈ C with y �se x} , (4)

such that the following statements are true.
(i) W− is invariant, and dist(Tn(x), Q2(x))→ 0 as n→∞ for every x ∈ W−.
(ii) W+ is invariant, and dist(Tn(x), Q4(x))→ 0 as n→∞ for every x ∈ W+.
(B) If, in addition to the hypotheses of part (A), x is an interior point of R and T is C2 and strongly competitive

in a neighborhood of x, then T has no periodic points in the boundary of Q1(x)∪Q3(x) except for x, and the following
statements are true.

(iii) For every x ∈ W− there exists n0 ∈ N such that Tn(x) ∈ intQ2(x) for n ≥ n0.
(iv) For every x ∈ W+ there exists n0 ∈ N such that Tn(x) ∈ intQ4(x) for n ≥ n0.

If T is a map on a set R and if x is a fixed point of T , the stable set Ws(x) of x is the set {x ∈ R : Tn(x)→ x}
and unstable set Wu(x) of x is the set{

x ∈ R : there exists {xn}0n=−∞ ⊂ R s.t. T (xn) = xn+1, x0 = x, and lim
n→−∞

xn = x

}
When T is non-invertible, the set Ws(x) may not be connected and made up of infinitely many curves, or Wu(x)

may not be a manifold. The following result gives a description of the stable and unstable sets of a saddle point of
a competitive map. If the map is a diffeomorphism on R, the sets Ws(x) and Wu(x) are the stable and unstable
manifolds of x.

Theorem 6 In addition to the hypotheses of part (B) of Theorem 5, suppose that µ > 1 and that the eigenspace Eµ

associated with µ is not a coordinate axis. If the curve C of Theorem 3 has endpoints in ∂R, then C is the stable set
Ws(x) of x, and the unstable set Wu(x) of x is a curve in R that is tangential to Eµ at x and such that it is the
graph of a strictly decreasing function of the first coordinate on an interval. Any endpoints of Wu(x) in R are fixed
points of T .

Remark 7 We say that f(u, v) is strongly decreasing in the first argument and strongly increasing in the second
argument if it is differentiable and has first partial derivative D1f negative and first partial derivative D2f positive
in a considered set. The connection between the theory of monotone maps and the asymptotic behavior of Equation
(1) follows from the fact that if f is strongly decreasing in the first argument and strongly increasing in the second
argument, then the second iterate of a map associated to Equation (1) is a strictly competitive map on I × I, see
[16].

Set xn−1 = un and xn = vn in Equation (1) to obtain the equivalent system

un+1 = vn
vn+1 = f(vn, un)

, n = 0, 1, . . . .

Let T (u, v) = (v, f(v, u)). The second iterate T 2 is given by

T 2(u, v) = (f(v, u), f(f(v, u), v))

and it is strictly competitive on I × I, see [16].

Remark 8 The characteristic equation of Equation (1) at an equilibrium solution (x̄, x̄):

λ2 −D1f(x̄, x̄)λ−D2f(x̄, x̄) = 0, (5)

has two real roots λ, µ which satisfy λ < 0 < µ, and |λ| < µ, whenever f is strictly decreasing in first and increasing in
second variable. Thus the applicability of Theorems 3-6 depends on the nonexistence of minimal period-two solution.

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 29, NO.1, 2021, COPYRIGHT 2021 EUDOXUS PRESS, LLC

174 Kalabusic 172-184



2 Main Results

In this section we present some global dynamics scenarios which feasibility will be illustrated in Section 3.

Theorem 9 Consider the competitive map T generated by the system (3) on a rectangular region R with nonempty
interior. Suppose T has no minimal period-two solutions in R, is strongly competitive on intR, is C2 in a neighbor-
hood of any fixed point and b. of Theorem 3 holds.

(a) Assume that T has a saddle fixed points E1, E3 and locally asymptotically stable fixed point E2, such that
E1 �se E2 �se E3, and E0, which is South-west corner of the region R is either repeller or singular point.
Furthermore assume that E1 �se E0 �se E3 and that the ray through E0 and E1 (resp. E0 and E2) is stable
manifold of E1 (resp. E2). If T has no period-two solutions then every solution which starts in the interior of
the region bounded by the global stable manifolds Ws(E1) and Ws(E3) converges to E2.

(b) Assume that T has locally asymptotically stable fixed points E1, E3 and a saddle fixed point E2, such that
E1 �se E2 �se E3, and E0, which is South-west corner of the region R is either repeller or singular point.
Furthermore assume that E1 �se E0 �se E3 and that the ray through E0 and E1 (resp. E0 and E3) is attracted
to E1 (resp. E3). If T has no period-two solutions then every solution which starts below (resp. above) the
stable manifold Ws(E2) converges to E1 (resp. E3).

(c) Assume that T has exactly five fixed points E1, . . . , E5, E1 �se E2 �se E3 �se E4 �se E5 where E1, E3, E5 are
saddle points, and E2, E4 are locally asymptotically stable points. Assume that E0, which is South-west corner
of the region R, is either repeller or singular point such that E1 �se E0 �se E5 and that the ray through E0

and E1 (resp. E0 and E5) is part of the basin of attraction of E1 (resp. E5). If T has no period-two solutions
then every solution which starts in the interior of the region bounded by the global stable manifolds Ws(E1) and
Ws(E3) converges to E2 while every solution which starts in the interior of the region bounded by the global
stable manifolds Ws(E3) and Ws(E5) converges to E4.

(d) Assume that T has exactly five fixed points E1, . . . , E5, E1 �se E2 �se E3 �se E4 �se E5 where E1, E3, E5 are
locally asymptotically stable points, and E2, E4 are saddle points. Assume that E0, which is South-west corner
of the region R, is either repeller or singular point such that E1 �se E0 �se E5 and that the ray through E0

and E1 (resp. E0 and E5) is part of the basin of attraction of E1 (resp. E5). If T has no period-two solutions
then every solution which starts below (resp. above) the stable manifold Ws(E4) (resp. Ws(E2)) converges to
E5 (resp. E1). Every solution which starts between the stable manifolds Ws(E2) and Ws(E4) converges to E3.

Proof.

(a) The existence of the global stable and unstable manifolds of the saddle point equilibria E1 and E3 is guaranteed
by Theorems 3 - 6. In view of uniqueness of these manifolds we have that Ws(E1) has end points in E0 and
(0,∞) while Ws(E3) has end points in E0 and (∞, 0). Furthermore Wu(E1) and Wu(E3) have end points in
E2. Now, by Corollary 2 in [16] every solution which starts in the interior of the ordered interval [[E1, E2]]
is attracted to E2 and similarly every solution which starts in the interior of the ordered interval [[E2, E3]]
is attracted to E2. Furthermore, for every (x0, y0) ∈ [[E1, E3]] \ ([[E1, E2]] ∪ [[E2, E3]] ∪ {E0}) one can find
the points (xl, yl) ∈ [[E1, E2]] and (xu, yu) ∈ [[E1, E2]] such that (xl, yl) �se (x0, y0) �se (xu, yu) and so
Tn((xl, yl)) �se Tn((x0, y0)) �se Tn((xu, yu)), n ≥ 1, which implies that Tn((x0, y0))→ E2. Finally, for every
(x0, y0) ∈ R \ ([[E1, E3]] ∪ {E0})) one can find the points (xL, yL) ∈ Wu(E1), (xU , yU ) ∈ Wu(E3) such that
(xL, yL) �se (x0, y0) �se (xU , yU ) which implies that Tn((x0, y0)) will eventually enter [[E1, E3]] and so it will
converge to E2.

(b) The existence of the stable and unstable manifolds of the saddle point equilibrium E2 is guaranteed by The-
orems 3-6. The endpoints of the unstable manifold are E1 and E3. First one can assume that the initial
point (x0, y0) ∈ [[E1, E2]] \ {E0}. In view of Corollary 2 in [16] the interior of [[E1, E2]] is subset of the basin
of attraction of E1. If the initial point (x0, y0) /∈ [[E1, E2]] but it is betweenWs(E1) and the ray through
E0 and E1 then one can find te points (xl, yl) the ray through E0 and E1 and (xu, yu) ∈ Ws(E1) such that
(xl, yl) �se (x0, y0) �se (xu, yu) and so Tn((xl, yl)) �se Tn((x0, y0)) �se Tn((xu, yu)), n ≥ 1, which means
Tn((x0, y0)) will eventually enter [[E1, E2]] and so Tn((x0, y0))→ E2.

The proof when the initial point (x0, y0) is below Ws(E2) is similar.

(c) The proof is similar to the one in case (a) and will be ommitted. This dynamic scenario is a replication of
dynamic scenario in (a).
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(d) The proof is similar to the one in case (b) and will be ommitted. This dynamic scenario is exactly replication
of dynamic scenario in (b).

In the case of Equation (1) we have the following results which are direct application of Theorem 9.

Theorem 10 Consider Equation (1) and assume that f is decreasing in first and increasing in the second variable
on the set (a, b)2, where a is either the repeller or a singular point of f , such that f is C2 in a neighborhood of any
fixed point.

(a) Assume that Equation (1) has locally asymptotically stable equilibrium solutions x̄ > a and the unique saddle
point minimal period-two solution {P1, Q1}, P1 �se (a, a) �se Q1. Assume that the stable manifold of P1

(resp. Q1) is the line through (a, a) and P1 (resp. the line through (a, a) and Q1). Then the equilibrium x̄ is
globally asymptotically stable for all x−1, x0 > a.

(b) Assume that Equation (1) has the saddle equilibrium solution x̄ > a and the unique locally asymptotically stable
minimal period-two solution {P1, Q1}, P1 �se (a, a) �se Q1. Assume that the stable manifold of P1 (resp. Q1)
is the line through (a, a) and P1 (resp. the line through (a, a) and Q1). Then the period-two solution {P1, Q1}
attracts all initial points off the global stable manifold Ws(E(x̄, x̄)).

(c) Assume that Equation (1) has a saddle equilibrium solution x̄ > a. Assume that Equation (1) has two minimal
period-two solutions {P1, Q1} and {P2, Q2} such that P1 �se P2 �se E(x̄, x̄) �se Q2 �se Q1, where {P2, Q2}
is locally asymptotically stable and {P1, Q1} is a saddle point and assume that the global stable manifold of P1

(resp. Q1) is the line through (a, a) and P1 (resp. the line through (a, a) and Q1). Then every solution which
starts off the union of global stable manifolds Ws(E(x̄, x̄)) ∪ Ws(P1) ∪ Ws(Q1) converges to the period-two
solution {P2, Q2}.

(d) Assume that Equation (1) has locally asymptotically stable equilibrium solution x̄ > a. Asume that Equation (1)
has two minimal period-two solutions {P1, Q1} and {P2, Q2} such that P1 �se P2 �se E(x̄, x̄) �se Q2 �se Q1,
where {P1, Q1} is locally asymptotically stable and {P2, Q2} is a saddle point. If the line through (a, a) and P1

(resp. the line through (a, a) and Q1) is a part of the basin of attraction of {P1, Q1} then every solution which
starts between the stable manifolds Ws(P2) and Ws(Q2) converges to x̄ while every solution which starts below
Ws(Q2) (resp. above Ws(P2)) converges to the period-two solution {P1, Q1}.

Proof.

(a) In view of Remark 7 the second iterate T 2 of the map T associated with Equation (1) is strictly competitive.
Applying Theorem 9 part (a) to T 2, where we set E1 = P1, E2 = (x̄, x̄), E3 = Q1 we complete the proof.

(b) The proof follows from Theorem 9 part (b) applied to T 2, where we set E1 = P1, E2 = (x̄, x̄), E3 = Q1 and
observation that locally asymptotically stable fixed point (resp. saddle point) for T has the same character for
T 2.

(c) The proof is similar to the proof in case (a) and will be ommitted.

(d) The proof follows from Theorem 9 part (d) applied to T 2, where we set E1 = P1, E2 = P2, E3 = (x̄, x̄), E4 =
Q2, E5 = Q1 and the observation that locally asymptotically stable fixed point (resp. saddle point) for T has
the same character for T 2.

Remark 11 The term ”saddle point” in formulation of statements of Theorems 9 and 10 can be replaced by the
term ”non-hyperbolic point of stable type”. Results related to Theorem 9 were obtained in [1, 2] and the results
related to Theorem 10 were obtained in [6, 9, 10]. Furthermore Cases (b) and (c) of Theorem 9 can be extended to the
case when we have any odd number of the equilibrium points which alternate its stability between two types: locally
asymptotically stable and saddle points or non-hyperbolic equilibrium points of the stable type. The transition from
Case (a) to Case (b) and from Case (c) to Case (d) in Theorem 9 is an exchange of stability bifurcation, while in the
case of Theorem 10 these two bifurcations are two global period doubling bifurcations.
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3 Case study: Equation xn+1 =
γxn−1

Ax2n+Bxnxn−1+Cxn−1

We investigate global behavior of Equation (2), where the parameters γ,A,B,C are positive numbers and the initial
conditions x−1, x0 are arbitrary nonnegative numbers such that x−1 + x0 > 0. Equation (2) is a special case of
equations

xn+1 =
αx2

n + βxnxn−1 + γxn−1

Ax2
n +Bxnxn−1 + Cxn−1

, n = 0, 1, . . . (6)

and

xn+1 =
Ax2

n +Bxnxn−1 + Cx2
n−1 +Dxn + Exn−1 + F

ax2
n + bxnxn−1 + cx2

n−1 + dxn + exn−1 + f
, n = 0, 1, . . . (7)

The comprehensive linearized stability analysis of Equation (6) was given in [9] and some special cases were considered
in [10]. Some special cases of Equation (7) have been considered in the series of papers [5, 6, 11, 12, 19]. Describing
the global dynamics of Equation (7) is a formidable task as this equation contains as a special cases many equations
with complicated dynamics, such as the linear fractional difference equation

xn+1 =
Dxn + Exn−1 + F

dxn + exn−1 + f
, n = 0, 1, .... (8)

Equation (2) has 0 as a singular point and the first quadrant as the region R.

3.1 Local stability analysis

By using the substitution yn = C
γ
xn Equation (2) is reduced to the equation

xn+1 =
xn−1

A′x2
n +B′xnxn−1 + xn−1

, n = 0, 1, ... (9)

where A′ = γ2

C2A and B′ = γ2

C2B. In the sequel we consider Equation (9) where A′ and B′ will be replaced with A
and B respectively.

First, we notice that under the conditions on parameters all solutions of Equation (9) are in interval (0, 1] and
that 0 is a singular point.

Equation (9) has the unique positive equilibrium x̄ given by

x̄ =
−1+
√

1+4(A+B)

2(A+B)
. (10)

The partial derivatives associated to Equation (9) at the equilibrium x̄ are

f ′x = −y(2Ax+By)

(Ax2+Bxy+y)2

∣∣∣
x̄

= − 4(2A+B)

(1+
√

1+4A+4B)2 , f ′y = Ax2

(Ax2+Bxy+y)2

∣∣∣
x̄

= 4A

(1+
√

1+4A+4B)2 .

Characteristic equation associated to Equation (9) at the equilibrium is

λ2 + 4(2A+B)

(1+
√

1+4A+4B)2 λ− 4A

(1+
√

1+4A+4B)2 = 0.

By applying the linearized stability Theorem, see [13], we obtain the following result.

Theorem 12 The unique positive equilibrium solution x̄ of Equation (9) is:

i) locally asymptotically stable when B + 3A > 4A2;

ii) a saddle point when B + 3A < 4A2;

iii) a non-hyperbolic point of stable type (with eigenvalues λ1 = −1 and λ2 = 1
4A

< 1) when B + 3A = 4A2.

In the next lemma we prove the existence of period two solutions of Equation (9).

Lemma 13 Equation (9) has the minimal period-two solution {(0, 1), (1, 0)} and the minimal period-two solution
{P (φ, ψ), Q(ψ, φ)}, where

φ =
A−
√

(A−B)(A(−3+4A)−B−B
2A(A−B)

and ψ =
A+
√

(A−B)(A(−3+4A)−B−B
2A(A−B)

(11)

if and only if
3

4
< A < 1 and B + 3A < 4A2 or A > 1 and B + 3A > 4A2.
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Proof. A minimal period-two solution is a positive solution of the following system{
x+ (B −A)y − 1 = 0
−Axy + y = 0.

(12)

where φ+ ψ = x and φψ = y. The system (12) has two solutions x = 1, y = 0 and

x =
1

A
, y =

A− 1

A(B −A)
.

For second solution we have that x, y, x2 − 4y > 0 if and only if

3

4
< A < 1 and B + 3A < 4A2 or A > 1 and B + 3A > 4A2.

Now, φ and ψ are solution of equation

t2 − 1

A
t− A− 1

A(B −A)
= 0,

and the proof is complete.
The following theorem describes the local stability nature of the period-two solutions.

Theorem 14 Consider Equation (9).

i) The minimal period two solution {(0, 1), (1, 0)} is:

a) locally asymptotically stable when A > 1;

b) a saddle point when A < 1;

c) a non-hyperbolic point of the stable type when A = 1.

ii) The minimal period two solution {P (φ, ψ), Q(ψ, φ)}, given by (11) is:

a) locally asymptotically stable when 3
4
< A < 1 and B + 3A < 4A2;

b) a saddle point when A > 1 and B + 3A > 4A2.

iii) If A = B = 1 the minimal period two solution {φ, 1− φ} (0 < φ < 1) is non-hyperbolic.

Proof. In order to prove this theorem, we associate the second iterate map to Equation (9). We have

T 2

(
u
v

)
=

(
g(u, v)
h(u, v)

)
where

g(u, v) =
u

Av2 +Buv + u
, h(u, v) =

v

v + Au2

(Av2+Buv+u)2 + Buv
Av2+Buv+u

.

The Jacobian of the map T 2 has the following form

JT2

(
φ
ψ

)
=

(
g′u(φ, ψ) g′v(φ, ψ)
h′u(φ, ψ) h′v(φ, ψ)

)
where

g′u =
Av2

(Av2 +Buv + u)2 , g′v = − u(Bu+ 2Av)

(Av2 +Buv + u)2 ,

h′u = − Av3(u+Buv+Av2)(Buv(1+Bv)+A(2u+Bv3))

(A2v5+u2v(1+Bv)(1+B+Bv)+Au(u+v3(2+B+2Bv))2
,

h′v = u(u+Buv+Av2)(B2u2v2(1+Bv)+A2v2(5u+2Bv3)+Au(u+3Buv+Bv3(2+3Bv3)))

(A2v5+u2v(1+Bv)(1+B+Bv)+Au(u+v3(2+B+2Bv))2
.

Set
S = g′u(φ, ψ) + h′v(φ, ψ)

and
D = g′u(φ, ψ)h′v(φ, ψ)− g′v(φ, ψ)h′u(φ, ψ).

After some lengthy calculation one can see that:
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i) for the minimal period-two solution {(0, 1), (1, 0)} we have

S =
1

A
and D = 0

and applying the linearized stability Theorem [13] we obtain that the minimal period-two solution {(0, 1), (1, 0)}
of Equation (9) is:

a) locally asymptotically stable when A > 1;

b) a saddle point when A < 1;

c) a non-hyperbolic point of the stable type when A = 1.

ii) For the positive minimal period two solution {P (φ, ψ), Q(ψ, φ)} we have

S = 6A4+A(B−2)B−B2−3A3(3+2B)+A2(4+B(6+B))

A2(A−B)2
, D = (A−1)2

(A−B)2
.

Applying the linearized stability Theorem [13] we obtain that the minimal period-two solution {P (φ, ψ), Q(ψ, φ)}
of Equation (9) is:

a) locally asymptotically stable when 3
4
< A < 1 and B + 3A < 4A2;

b) a saddle point when A > 1 and B + 3A > 4A2.

iii) If A = B = 1 then
S = 1 + φ2(1− φ)2, D = φ2(1− φ)2

from which the proof follows.

3.2 Global results and basins of attraction

In this section we present global dynamics results for Equation (9).

Theorem 15 If B + 3A > 4A2 and 0 < A < 1 then Equation (9) has a unique equilibrium solution E(x, x) given
by (10) which is locally asymptotically stable and the minimal period-two solution {P (0, 1), Q(1, 0)} which is a saddle
point. Furthermore, the global stable manifold of the period-two solution {P,Q} is given by Ws({P,Q}) = Ws(P ) ∪
Ws(Q) where Ws(P ) and Ws(Q) are the coordinate axes. The basin of attraction B(E) = {(x, y) : x ≥ 0, y ≥ 0}.
More precisely

i) If (u0, v0) ∈ Ws(P ) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to P , and the subse-
quence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to Q.

ii) If (u0, v0) ∈ Ws(Q) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to Q, and the subse-
quence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to P .

iii) If (u0, v0) ∈ R�(Ws(P ) ∪ Ws(Q)) (the region between Ws(P ) and Ws(Q)) then the sequence {(un, vn)} is
attracted to E(x, x).

See Figure 1 for visual illustration.

Proof. The proof is direct application of Theorem 10 part (a).

Theorem 16 If B + 3A > 4A2 and A = 1 then Equation (9) has a unique equilibrium solution E(x, x) which is
locally asymptotically stable and the minimal period-two solution, {P (0, 1), Q(1, 0)} which is a non-hyperbolic point
of stable type. Furthermore, the global stable manifold of the period-two solution {P,Q} is given by Ws({P,Q}) =
Ws(P ) ∪Ws(Q) where Ws(P ) and Ws(Q) are the coordinate axes. The global dynamics is given in Theorem 15.

Proof. In view of Remark 11 the proof is direct application of Theorem 10 part (a).
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Figure 1: Visual illustration of Theorem 15.

Theorem 17 If B + 3A > 4A2 and A > 1 then Equation (9) has a unique equilibrium solution E(x, x) which is
locally asymptotically stable and two minimal period-two solutions {P1(0, 1), Q1(1, 0)} which is locally asymptotically
stable and {P2(φ, ψ), Q2(ψ, φ)} given by (11), which is a saddle point. Furthermore, the global stable manifold of
the period-two solution {P2, Q2} is given by Ws({P2, Q2}) = Ws(P2) ∪ Ws(Q2) where Ws(P2) and Ws(Q2) are
continuous increasing curves, that divide the first quadrant into two connected components, namely
W+

1 := {x ∈ R\Ws(P2) : ∃y ∈ Ws(P2) with y �se x} and W−1 := {x ∈ R\Ws(P2) : ∃y ∈ Ws(P2) with x �se y}
W+

2 := {x ∈ R \ Ws(Q2) : ∃y ∈ Ws(Q2) with y �se x} and W−2 = {x ∈ R \ Ws(Q2) : ∃y ∈ Ws(Q2) with
x �se y}

respectively such that the following statements are true.

i) If (u0, v0) ∈ Ws(P2) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to P2 and the subse-
quence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to Q2.

ii) If (u0, v0) ∈ Ws(Q2) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to Q2 and the
subsequence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to P2.

iii) If (u0, v0) ∈ W−1 (the region aboveWs(P2)) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted
to P1 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} tends to Q1.

iv) If (u0, v0) ∈ W+
2 (the region below Ws(Q2)) then the subsequence of even-indexed terms {(u2n, v2n)} tends to

Q1 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} tends to P1.

v) If (u0, v0) ∈ W+
1 ∩W

−
2 (the region between Ws(P2) and Ws(Q2)) then the sequence {(un, vn)} is attracted to

E(x, x).

Shortly the basin of attraction of E is the region between Ws(P2) and Ws(Q2) while the rest of the first quadrant
without Ws(P2) ∪Ws(Q2) ∪ (0, 0) is the basin of attraction of {P1, Q1}.

See Figure 2 for visual illustration.

Proof. The proof is direct application of Theorem 10 part (d).

Theorem 18 If B+ 3A < 4A2 and 3
4
< A < 1 then Equation (9) has a unique equilibrium solution E(x, x) which is

a saddle point and minimal period-two solution {P1(0, 1), Q1(1, 0)} which is a saddle point and {P2(φ, ψ), Q2(ψ, φ)},
given by (11) which is locally asymptotically stable. Furthermore, there exists a set CE which is an invariant subset
of the basin of attraction of E. The set CE is a graph of a strictly increasing continues function of the first variable
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Figure 2: Visual illustration of Theorem 17.

on (0,∞) interval and separates R�(0, 0), where R = (0,∞)× (0,∞) into two connected and invariant components
W−(x, x) and W+(x, x). The global stable manifold of the period-two solution {P1, Q1} is given by Ws({P1, Q1}) =
Ws(P1) ∪ Ws(Q1) where Ws(P1) and Ws(Q1) are continuous nondecreasing curves which represent the coordinate
axes. The basin of attraction of {P2, Q2} is the first quadrant without Ws(P1)∪Ws(Q1)∪ (0, 0)∪CE. More precisely

i) Every initial point (u0, v0) in CE is attracted to E.

ii) If (u0, v0) ∈ Ws(P1) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to P1 and the subse-
quence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to Q1.

iii) If (u0, v0) ∈ Ws(Q1) then the subsequence of even-indexed terms {(u2n, v2n)} is attracted to Q1 and the
subsequence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to P1.

iv) If (u0, v0) ∈ W−(x, x) (the region between CE and Ws(P1)) then the subsequence of even-indexed terms
{(u2n, v2n)} is attracted to P2 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} tends to Q2.

v) If (u0, v0) ∈ W+(x, x) (the region between CE and Ws(Q1)) then the subsequence of even-indexed terms
{(u2n, v2n)} tends to Q2 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} tends to P2.

See Figure 3 for visual illustration.

Proof. Theorem 12 implies that there exists a unique equilibrium solution E(x, x) which is a saddle point and
Theorem 14 implies that minimal period-two solution {P1(0, 1), Q1(1, 0)} is a saddle point and {P2(φ, ψ), Q2(ψ, φ)}
is locally asymptotically stable. Now the proof is direct application of Theorem 10 part (c).

Figure 3: Visual illustration of Theorem 18.

Theorem 19 If B + 3A < 4A2 and A = 1 then Equation (9) has a unique equilibrium solution E(x, x), which is a
saddle point and the minimal period-two solution {P1(0, 1), Q1(1, 0)} which is a non-hyperbolic point of stable type.
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Furthermore, the global stable manifoldWs(E) is continuous increasing curve which divides first quadrant and the
global stable manifold of the period-two solution {P1, Q1} is given byWs({P1, Q1}) =Ws(P1)∪Ws(Q1) whereWs(P1)
andWs(Q1) are the coordinate axes. The basin of attraction B({P1, Q1}) = {(x, y) : x ≥ 0, y ≥ 0}�(Ws(E)∪(0, 0))}.
More precisely

i) Every initial point (u0, v0) in Ws(E) is attracted to E.

i) If (u0, v0) ∈ W+(E) (the region below Ws(E)) then the subsequence of even-indexed terms {(u2n, v2n)} is
attracted to Q1 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to P1.

iii) If (u0, v0) ∈ W−(E) (the region above Ws(E)) then the subsequence of even-indexed terms {(u2n, v2n)} is
attracted to P1 and the subsequence of odd-indexed terms {(u2n+1, v2n+1)} is attracted to Q1.

See Figure 4 for visual illustration.

Proof. From Theorem 12 Equation (9) has a unique equilibrium point E(x, x) which is a saddle point. Theorem
14 implies that the period-two solution {P,Q} is a non-hyperbolic point. In view of Remark 11 the proof is direct
application of Theorem 10 part (b).

Figure 4: Visual illustration of Theorem 19.

Theorem 20 If B + 3A < 4A2 and A > 1 then Equation (9) has a unique equilibrium solution E(x, x) which is a
saddle point and the minimal period-two solution {P (0, 1), Q(1, 0)} which is locally asymptotically stable. The global
behavior is the same as in Theorem 19.

Proof. The proof is direct application of Theorem 10 part (b).

Theorem 21 Assume that B + 3A = 4A2.

a) If 3
4
< A < 1 then Equation (9) has a unique equilibrium point E(x, x) which is a non-hyperbolic point of stable

type and the minimal period-two solution {P (0, 1), Q(1, 0)} which is a saddle point. Then every initial point
(u0, v0) in R is attracted to E.

b) If A > 1 then Equation (9) has a unique equilibrium solution E(x, x) which is a non-hyperbolic point of the
stable type and the minimal period-two solution {P (0, 1), Q(1, 0)} which is locally asymptotically stable. The
global behavior is the same as in Theorem 19.

c) If A = 1 then Equation (9) has a unique equilibrium solution E(x, x) and infinitely many minimal period-two
solution {P (φ, 1− φ), Q(1− φ, φ)} (0 < φ < 1) which are a non-hyperbolic points of stable type.

i) There exists a continuous increasing curve CE which is a subset of the basin of attraction of E

ii) For every minimal period-two solution {P (φ, 1−φ), Q(1−φ, φ)} (0 < φ < 1) there exists the global stable
manifold given by Ws({P,Q}) = Ws(P ) ∪Ws(Q) where Ws(P ) and Ws(Q) are continuous increasing
curves. If (u0, v0) ∈ Ws(P ) then the subsequence of even-indexed terms {(u2n, v2n)} tends to P and the
subsequence of odd-indexed terms {(u2n+1, v2n+1)} tends to Q. If (u0, v0) ∈ Ws(Q) then the subsequence
of even-indexed terms {(u2n, v2n)} tends to Q and the subsequence of odd-indexed terms {(u2n+1, v2n+1)}
tends to P. The union of these stable manifolds and CE foliates the first quadrant without the singular
point (0, 0).
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See Figure 5 for visual illustration.

Proof.

a) From Theorem 12 Equation (9) has a unique equilibrium point E(x, x) = ( 1
2A
, 1

2A
) which is non-hyperbolic

of stable type. From Theorem 14 Equation (9) has a unique minimal period-two solution {P1(0, 1), Q1(1, 0)}
which is a saddle point. In view of Remark 11 the proof is direct application of Theorem 10 part (a).

b) From Theorem 12 Equation (9) has a unique equilibrium point E(x, x) = ( 1
2A
, 1

2A
), which is non-hyperbolic

of stable type. From Theorem 14 Equation (9) has a unique minimal period-two solution {P1(0, 1), Q1(1, 0)}
which is locally asymptotically stable point. In view of Remark 11 the proof is direct application of Theorem
10 part (b).

c) From Theorem 12 Equation (9) has a unique equilibrium point E(x, x) = ( 1
2A
, 1

2A
) which is non-hyperbolic.

All conditions of Theorem 5 are satisfied, which yields the existence a continuous increasing curve CE which
is a subset of the basin of attraction of E. The proof of the statement ii) follows from Theorems 3, 5, 14 and
Theorem 5 in [8].

Remark 22 The global dynamics of Equation (9) can be described in the language of bifurcation theory as follows:
when B + 3A 6= 4A2, then the period-doubling bifurcation happens when A is passing through the value 1 in such a
way that for A > 1 new interior period-two solution emerges and exchange stability with already existing period-two
solution on the boundary. Another bifurcation happens when B+ 3A < 4A2 in which case the stability of the unique
equilibrium changes from local attractor to the saddle point. Finally, there is a bifurcation at another critical value
B + 3A = 4A2 when A is passing through the critical value 1, which is one of exchange stability between the unique
equilibrium and unique period-two solution, with specific dynamics at A = 1, when there is an infinite number of
period-two solutions which basins of attraction filled up the first quadrant without the origin. See [16] for similar
results.

Figure 5: Visual illustration of Theorem 21.
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Abstract. We investigate second-order generalized Beverton–Holt difference equations of the form

xn+1 =
af(xn, xn−1)

1 + f(xn, xn−1)
, n = 0, 1, . . . ,

where f is a function nondecreasing in both arguments, the parameter a is a positive constant, and the initial conditions x−1

and x0 are arbitrary nonnegative numbers in the domain of f . We will discuss several interesting examples of such equations

and present some general theory. In particular, we will investigate the local and global dynamics in the event f is a certain

type of linear or quadratic polynomial, and we explore the existence problem of period-two solutions.

Keywords. attractivity, difference equation, invariant sets, periodic solutions, stable set .
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1 Introduction and Preliminaries

Consider the following second-order difference equation:

xn+1 =
af(xn, xn−1)

1 + f(xn, xn−1)
, n = 0, 1, . . . . (1)

Here f is a continuous function nondecreasing in both arguments, the parameter a is a positive real number,
and the initial conditions x−1 and x0 are arbitrary nonnegative numbers in the domain of f . Equation (1)
is a generalization of the first-order Beverton–Holt equation

xn+1 =
axn

1 + xn
, n = 0, 1, . . . , (2)

where a > 0 and x0 ≥ 0. The global dynamics of Equation (2) may be summarized as follows, see [9, 15]:

lim
n→∞

xn =

{
0 if a ≤ 1

a− 1 if a > 1 and x0 > 0.
(3)

Many variations of Equation (2) have been studied. German biochemist Leonor Michaelis and Canadian
physician Maud Menten used the model in their study of enzyme kinetics in 1913; see [20]. Additionally,
Jacques Monod, a French biochemist, happened upon the model empirically in his study of microorganism
growth around 1942; see [20]. It was not until 1957 that fisheries scientists Ray Beverton and Sidney Holt
used the model in their study of population dynamics, see [1, 9]. The so-called Monod differential equation
[20] is given by

1

N
· dN
dt

=
rS

a+ S
, (4)

where N(t) is the concentration of bacteria at time t, dN
dt is the growth rate of the bacteria, S(t) is the

concentration of the nutrient, r is the maximum growth rate of the bacteria, and a is a half-saturation

1Corresponding author, e-mail: mkulenovic@mail.uri.edu
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constant (when S = a, the right-hand side of Equation (4) equals r/2). Based on experimental data, the
following system of two differential equations for the nutrient S and bacteria N , as presented in [20], is
given by

dS

dt
= −1

γ
N

rS

a+ S
,

dN

dt
= N

rS

a+ S
, (5)

where the constant γ is called the growth yield. Both Equation (4) and System (5) contain the function
f(x) = rx/(a + x) known as the Monod function, Michaelis-Menten function, Beverton–Holt function, or
Holling function of the first kind; see [1, 5, 9, 11].

One possible two-generation population model based on Equation (2),

xn+1 =
a1xn

1 + xn
+

a2xn−1
1 + xn−1

, n = 0, 1, . . . , (6)

where ai > 0 for i = 1, 2 and x−1, x0 ≥ 0, was considered in [18]. The global dynamics of Equation (6)
may be summarized as follows:

lim
n→∞

xn =

{
0 if a1 + a2 ≤ 1

a1 + a2 − 1 if a1 + a2 > 1 and x0 + x−1 > 0.

This result was extended in [5] to the case of a k-generation population model based on Equation (2) of
the form

xn+1 =
k−1∑
i=0

aixn−i
1 + xn−i

, n = 0, 1, . . . , (7)

where ai ≥ 0 for i = 0, 1, . . . , k− 1,
k−1∑
i=0

ai > 0, and x1−k, . . . , x0 ≥ 0. It was shown that the global dynam-

ics of Equation (7) may be given precisely by (3), where a =
k−1∑
i=0

ai and we consider all initial conditions

positive.

The simplest model of Beverton–Holt type which exhibits two coexisting attractors and the Allee effect
is the sigmoid Beverton–Holt (or second-type Holling) difference equation

xn+1 =
ax2n

1 + x2n
, n = 0, 1, . . . , (8)

where a > 0 and x0 ≥ 0. The dynamics of Equation (8) may be concisely summarized as follows:

lim
n→∞

xn =


0 if a < 2 or (a ≥ 2 and x0 < x−)
x− if a ≥ 2 and x0 = x−
x+ if a ≥ 2 and x0 > x−,

(9)

where x− and x+ are the two positive equilibria when a ≥ 2; see [1, 5]. One possible two-generation
population model based on Equation (8),

xn+1 =
a1x

2
n

1 + x2n
+

a2x
2
n−1

1 + x2n−1
, n = 0, 1, . . . , (10)

where ai > 0 for i = 1, 2 and x−1, x0 ≥ 0, was considered in [4]. However, the summary of the global
dynamics of Equation (10) is not an immediate extension of the global dynamics of Equation (8) as given in
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(9); see [4]. Equation (10) can have up to three equilibrium solutions and up to three period-two solutions.
In the case when Equation (10) has three equilibrium solutions and three period-two solutions, the zero
equilibrium, the larger positive equilibrium, and one period-two solution are attractors with substantial
basins of attraction, which together with the remaining equilibrium and the global stable manifolds of the
saddle-point period-two solutions exhaust the first quadrant of initial conditions. This behavior happens
when the coefficient a2 is in some sense dominant to a1; see [4]. Such behavior is typical for other models
in population dynamics such as

xn+1 =
a1xn

1 + xn
+

a2x
2
n−1

1 + x2n−1
, n = 0, 1, . . .

and

xn+1 = a1xn +
a2x

2
n−1

1 + x2n−1
, n = 0, 1, . . . ,

which were also investigated in [4]. In the case of a k-generation population model based on the sigmoid
Beverton–Holt difference equation with k > 2, one can expect to have attractive period-k solutions as well
as chaos.

The first model of the form given in Equation (1), where f is a linear function in both variables (that
is, f(u, v) = cu + dv for c, d, u, v ≥ 0) was considered in [19] to describe the global dynamics in part of
the parametric space. Here we will extend the results from [19] to the whole parametric space. In this
paper we will then restrict ourselves to the case when f(u, v) is a quadratic polynomial, which will give
similar global dynamics to that presented for Equation (10). The corresponding dynamic scenarios will be
essentially the same for any polynomial function of the type f(u, v) = cuk+dum where c, d ≥ 0 and m, k are
positive integers. Higher values of m and k may only create additional equilibria and period-two solutions
but should replicate the global dynamics seen in the quadratic case presented in this paper. The global
dynamics of some higher-order transcendental-type generalized Beverton-Holt equation was considered in
[3].

Let the function F : [0,∞)2 → [0, a) be defined as follows:

F (u, v) =
af(u, v)

1 + f(u, v)
. (11)

Then Equation (1) becomes xn+1 = F (xn, xn−1) for all n = 0, 1, . . . , where F (u, v) is nondecreasing in
both of its arguments.

The following theorem from [2] immediately applies to Equation (1).

Theorem 1 Let I be a set of real numbers and F : I × I → I be a function which is nondecreasing in the
first variable and nondecreasing in the second variable. Then, for every solution {xn}∞n=−1 of the equation

xn+1 = F (xn, xn−1) , x−1, x0 ∈ I, n = 0, 1, . . . , (12)

the subsequences {x2n}∞n=0 and {x2n−1}∞n=0 of even and odd terms of the solution are eventually monotonic.

The consequence of Theorem 1 is that every bounded solution of Equation (12) converges to either an
equilibrium, a period-two solution, or to a singular point on the boundary. It should be noticed that
Theorem 1 is specific for second-order difference equations and does not extend to difference equations
of order higher than two. Furthermore, the powerful theory of monotone maps in the plane [16, 17] can
be applied to Equation (1) to determine the boundaries of the basins of attraction of the equilibrium
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solutions and period-two solutions. Finally, when f(u, v) is a polynomial function, all computation needed
to determine the local stability of all equilibrium solutions and period-two solutions is reduced to the theory
of counting the number of zeros of polynomials in a given interval, as given in [12]. This theory will give
more precise results than the global attractivity and global asymptotic stability results in [7, 8]. However,
in the case of difference equations of the form

xn+1 =
ag(xn, xn−1, . . . , xn+1−k)

1 + g(xn, xn−1, . . . , xn+1−k)
, n = 0, 1, . . . , k ≥ 1,

where a > 0 and g is nondecreasing in all its arguments, Theorem 1 does not apply for k > 2, but the
results from [7, 8, 13] can give global dynamics in some regions of the parametric space.

The following theorem from [10] is often useful in determining the global attractivity of a unique positive
equilibrium.

Theorem 2 Let I ⊆ [0,∞) be some open interval and assume that F ∈ C[I × I, (0,∞)] satisfies the
following conditions:

(i) F (x, y) is nondecreasing in each of its arguments;
(ii) Equation (12) has a unique positive equilibrium point x ∈ I and the function F (x, x) satisfies the

negative feedback condition:

(x− x)(F (x, x)− x) < 0 for every x ∈ I\{x}.

Then every positive solution of Equation (12) with initial conditions in I converges to x.

The following result from [4] will be used to describe the global dynamics of Equation (1).

Theorem 3 Assume that difference equation (12) has three equilibrium points U1 ≤ x̄0 < x̄SW < x̄NE
where the equilibrium points x̄0 and x̄NE are locally asymptotically stable. Further, assume that there
exists a minimal period-two solution {Φ1,Ψ1} which is a saddle point such that (Φ1,Ψ1) ∈ int(Q2(ESW )).
In this case there exist four continuous curves Ws(Φ1,Ψ1), Ws(Ψ1,Φ1),Wu(Φ1,Ψ1),Wu(Ψ1,Φ1), where
Ws(Φ1,Ψ1),Ws(Ψ1,Φ1) are passing through the point ESW , and are graphs of decreasing functions. The
curves Wu(Φ1,Ψ1),Wu(Ψ1,Φ1) are the graphs of increasing functions and are starting at E0. Every
solution which starts below Ws(Φ1,Ψ1)∪Ws(Ψ1,Φ1) in the North-east ordering converges to E0 and every
solution which starts above Ws(Φ1,Ψ1) ∪ Ws(Ψ1,Φ1) in the North-east ordering converges to ENE, i.e.
Ws(Φ1,Ψ1) = C+1 = C+2 and Ws(Ψ1,Φ1) = C−1 = C−2 .

This paper is organized as follows. The next section deals with the local stability of equilibrium
solutions and period-two solutions of the general second-order difference equation (12), where F (u, v) is
nondecreasing in both of its arguments. In view of the results for monotone maps in [16, 17] and their
applications to second-order difference equations in [4, 5], the local dynamics of the equilibrium solutions
and period-two solutions will determine the global dynamics in hyperbolic cases and some nonhyperbolic
cases as well. The third section will provide some examples of global dynamic scenarios of Equation (1)
when the function f(u, v) is either linear in both variables or linear in one variable and quadratic in the
other variable. The obtained results will be interesting from a modeling point of view as they show that the
appearance of period-two solutions with substantial basins of attraction (sets which contain open subsets)
is controlled by the coefficient of the xn−1 term that is affected by the size of the grandparents’ population.
The same phenomenon was observed in the case of Equation (10).
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2 Local Stability

In this section we provide general conditions to determine the local stability of equilibrium solutions and
period-two solutions.

It is clear that xn ≤ a for all n ≥ 1. In light of Theorem 1, since all solutions are bounded, if there
are no singular points on the boundary of the domain of F , it immediately follows that all solutions to
Equation (1) converge to an equilibrium or a period-two solution.

An equilibrium x of Equation (1) satisfies

x(1 + f(x, x)) = af(x, x). (13)

Clearly x0 = 0 is an equilibrium point if and only if (0, 0) is in the domain of f and f(0, 0) = 0.

The linearized equation of Equation (1) about an equilibrium x is

zn+1 = Fu(x, x)zn + Fv(x, x)zn−1, n = 0, 1, . . . .

Since f is a nondecreasing function, it follows that Fu(x, x) ≥ 0, Fv(x, x) ≥ 0. Therefore, if

λ(x) = Fu(x, x) + Fv(x, x) =
a(fu(x, x) + fv(x, x))

(1 + f(x, x))2
, (14)

then in view of Corollary 2 of [13] we may conclude that

x is


locally asymptotically stable if λ(x) < 1
nonhyperbolic if λ(x) = 1
unstable if λ(x) > 1.

Further, Theorem 2.13 of [15] implies that if x is unstable, then

x is


a repeller if δ(x) > 1
nonhyperbolic if δ(x) = 1
a saddle point if δ(x) < 1,

where

δ(x) = Fv(x, x)− Fu(x, x) =
a(fv(x, x)− fu(x, x))

(1 + f(x, x))2
. (15)

Let (φ, ψ) be a period-two solution of Equation (1). The Jacobian matrix of the corresponding map
T = G2, where G(u, v) = (v, F (v, u)) and F is given by Equation (11), is given in Theorem 12 of [6]. The
linearized equation evaluated at (φ, ψ) is

λ2 − TrJT (φ, ψ)λ+DetJT (φ, ψ) = 0,

where
TrJT (φ, ψ) = D2F (ψ, φ) +D1F (F (ψ, φ), ψ) ·D1F (ψ, φ) +D2F (F (ψ, φ), ψ)

and
DetJT (φ, ψ) = D2F (F (ψ, φ), ψ) ·D2F (ψ, φ).
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3 Examples

In this section we present four examples of different forms of Equation (1) where the transition function
f(u, v) is linear or quadratic polynomial in its variables which effects the global dynamics.

3.1 Linear-Linear: f(u, v) = cu+ dv

We consider the difference equation

xn+1 =
a(cxn + dxn−1)

1 + cxn + dxn−1
, n = 0, 1, . . . , (16)

where c ≥ 0 and d > 0. If d = 0, then Equation (16) becomes Equation (2) after a reduction of parameters.

By Equation (13) we know that x0 = 0 is always a fixed point and x+ = a(c+d)−1
c+d is a unique positive fixed

point for a(c+ d) > 1.

Since λ(x0) = a(c+ d), we have that

x0 is


locally asymptotically stable if a(c+ d) < 1
nonhyperbolic if a(c+ d) = 1
unstable if a(c+ d) > 1.

Further, notice that

λ(x+) =
a(c+ d)(

1 +
(
a(c+d)−1
c+d

)
· (c+ d)

)2 =
1

a(c+ d)
< 1

for all values of parameters for which x+ exists. Therefore

x+ =
a(c+ d)− 1

c+ d
is always locally asymptotically stable.

Note that there is an exchange in stability from x0 to x+ as the parametric value a(c+ d) passes through
1.

We next search for period-two solutions. Suppose there exists such a solution {ψ, φ, ψ, φ, . . .} with
φ 6= ψ. Then {ψ, φ} satisfies the following system:

ψ =
af(φ, ψ)

1 + f(φ, ψ)
=

a(cφ+ dψ)

1 + cφ+ dψ

φ =
af(ψ, φ)

1 + f(ψ, φ)
=

a(cψ + dφ)

1 + cψ + dφ

. (17)

Notice that

ψ − φ =
a(d− c)(ψ − φ)

(1 + cφ+ dψ)(1 + cψ + dφ)
,

whence we deduce that d > c and (1 + cφ+ dψ)(1 + dψ + dφ) = a(d− c). Now

ψ + φ =
a ((c+ d)(ψ + φ) + 2(cφ+ dψ)(cψ + dφ))

a(d− c)
,

or equivalently,
2c(ψ + φ) + 2(cφ+ dψ)(cψ + dφ) = 0.
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Since ψ + φ > 0, it must be the case that c = 0, and then 2d2ψφ = 0 so that one of either φ or ψ equals
zero. Without loss of generality assume φ = 0. But then ψ = adψ

1+dψ , and hence ψ = ad−1
d = x+. Thus the

only non-equilibrium solution of System (17) is the period-two solution {x+, 0, x+, 0, . . .}, which exists for
ad > 1 and c = 0. Now we formulate our main result about the global dynamics of Equation (16).

Theorem 4 Consider Equation (16).

(a) If a(c+ d) ≤ 1, then x0 = 0 is a global attractor of all solutions.

(b) If c = 0 and ad > 1, then there exists a period-two solution
{
ad−1
d , 0, ad−1d , 0, . . .

}
. x+ is a global at-

tractor of all solutions with positive initial conditions. Any solution with exactly one initial condition
equal to zero will converge to the period-two solution.

(c) If c > 0 and a(c+ d) > 1, x+ is a global attractor of all nonzero solutions.

Proof.

(a) If a(c+ d) ≤ 1, then x0 = 0 is the only equilibrium, and no period-two solutions exist. By Theorem
1 all solutions must converge to zero.

(b) Suppose c = 0 and ad > 1, and consider I = (0,∞). Notice that

F (x, x) =
adx

1 + dx
≷ x ⇐⇒ x+ ≷ x,

and therefore by Theorem 2 we have that all solutions with initial conditions in I converge to x+.
Now suppose one initial condition is zero, so without loss of generality assume x−1 = 0 and x0 > 0.
Then x1 = 0 and

x2 =
adx0

1 + dx0
≷ x0 ⇐⇒

ad− 1

d
= x+ ≷ x0.

Further, one can show x2 ≶ x+ ⇐⇒ x0 ≶ x+. By induction, lim
k→∞

x2k = x+ and x2k−1 = 0 for all

k = 0, 1, . . .. Thus all solutions with exactly one initial condition equal to zero will converge to the
period-two solution {x+, 0, x+, 0, . . .}.

(c) When c > 0 and a(c + d) > 1, x+ is locally asymptotically stable while x0 is unstable. As in the
proof of (b) we can employ Theorem 2 to show that all solutions with positive initial conditions must
converge to x+. Since c > 0 and d > 0, if x0 + x−1 > 0, then x1 = F (x0, x−1) > 0 (and also x2 > 0),
so the solution eventually has consecutive positive terms and must converge to x+.

2

3.2 Translated Linear-Linear: f(u, v) = cu+ dv + k

We briefly consider the difference equation

xn+1 =
a(cxn + dxn−1 + k)

1 + cxn + dxn−1 + k
, n = 0, 1, . . . , (18)
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where c ≥ 0, d ≥ 0, c+ d > 0, and k > 0. We notice in this example f(0, 0) = k > 0, so the origin cannot
be an equilibrium. More specifically, an equilibrium of Equation (18) must satisfy

(c+ d)x2 + (k + 1− a(c+ d))x− ak = 0

Since c + d > 0 and ak > 0 by Descartes’ Rule of Signs it must be the case that there exists a unique
positive equilibrium x+.

Theorem 5 Consider Equation (18) such that c + d > 0 and k > 0. The unique positive equilibrium x+
is a global attractor.

Proof. The result follows from a straightforward application of Theorem 1.4.8 of [14]. 2

3.3 Quadratic-Linear: f(u, v) = cu2 + dv

We consider the difference equation

xn+1 =
a(cx2n + dxn−1)

1 + cx2n + dxn−1
, n = 0, 1, . . . . (19)

Remark 1 For the analysis that follows, we will consider Equation (19) with c > 0 and d > 0. Notice
that when c = 0 Equation (19) is a special case of Equation (16), and the global dynamics for this case
is discussed in Theorem 4. When d = 0 Equation (19) is essentially Equation (8), the dynamics of which
may be seen in (9).

An equilibrium solution of Equation (19) satisfies

cx3 + dx2 + x = acx2 + adx

so that all nonzero equilibria satisfy

cx2 + (d− ac)x+ (1− ad) = 0, (20)

whence we easily deduce the possible solutions

x± =
ac− d±

√
(d− ac)2 + 4c(ad− 1)

2c
,

which are real if and only if R = (d− ac)2 + 4c(ad− 1) ≥ 0.
Notice that

R ≥ 0 ⇐⇒ d2 − 2acd+ a2c2 + 4acd− 4c ≥ 0 ⇐⇒ (ac+ d)2 ≥ 4c. (21)

Here we have that

λ(x) =
a(2cx+ d)

(1 + cx2 + dx)2
.

Theorem 6 Equation (19) always has the zero equilibrium x0 = 0, and

x0 is


locally asymptotically stable if ad < 1
nonhyperbolic if ad = 1
a repeller if ad > 1.

Proof. The proof follows from the fact that λ(x0) = δ(x0) = ad. 2

The next result gives the local stability of positive equilibrium solutions.
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Theorem 7 Assume c > 0 and d > 0.

(1) Suppose either
(a) d ≥ ac and 1 ≥ ad, or
(b) d < ac, 1 > ad, and R < 0.
Then Equation (19) has no positive equilibria.

(2) Suppose either
(a) 1 < ad, or
(b) d < ac and 1 = ad.
Then Equation (19) has the positive equilibrium solution x+, and it is locally asymptotically stable.

(3) Suppose d < ac, 1 > ad, and R = 0. Then Equation (19) has the positive equilibrium solution
x±, and it is nonhyperbolic of stable type (that is one characteristic value is λ1 = ±1 and the other
|λ1| < 1).

(4) Suppose d < ac, 1 > ad, and R > 0. Then Equation (19) has two positive equilibria, x+ and x−; x+
is locally asymptotically stable, and x− is a saddle point.

Proof. The existence of positive equilibria follows from Descartes’ Rule of Signs. Using Equation (14),
notice that

λ(x) =
a(2cx+ d)

(1 + cx2 + dx)2
=

a(2cx+ d)

(a(cx+ d))2
=

2cx+ d

a(cx+ d)2
=

1

a(cx+ d)
+

cx

a(cx+ d)2
.

Further, for the parametric values for which x+ exists,

λ(x+) ≤ 1 ⇐⇒ cx+
a(cx+ + d)2

≤ a(cx+ + d)− 1

a(cx+ + d)

⇐⇒ cx+ ≤ (cx+ + d) (a(cx+ + d)− 1) = (cx+ + d)(cx2+ + dx+)

⇐⇒ c ≤ (cx+ + d)2

⇐⇒ 4c ≤ (2cx+ + 2d)2 = (ac+ d+
√
R)2,

which is true by (21). Thus if R > 0, x+ is locally asymptotically stable, and if R = 0, x± is nonhy-
perbolic. In the latter case the characteristic equation of the linearization of Equation (19) about x±,
y2 = Fu(x±, x±)y+Fv(x±, x±), reduces to acy2− (ac− d)y− d = 0, which has characteristic values y1 = 1
and y2 = − d

ac , where −1 < y2 < 0 since ac > d. Thus in this case x± is nonhyperbolic of stable type.
When x− exists, then

λ(x−) > 1 ⇐⇒ 4c > (ac+ d−
√
R)2

⇐⇒ 4c+ (ac+ d)
√
R > (ac+ d)2

⇐⇒ (ac+ d)
√
R > (ac+ d)2 − 4c = R

⇐⇒ (ac+ d)2 > R = (ac+ d)2 − 4c,

which is true since c > 0. To show more specifically that x− is a saddle point when R > 0, we must show
that δ(x−) < 1, where δ is defined by Equation (15). Notice

δ(x−) =
a(d− 2cx−)

(1 + cx2− + dx−)2
=

a(d− 2cx−)

(a(cx− + d))2
=

4(d− 2cx−)

a(2cx− + 2d)2
=

4
(

2d− ac+
√
R
)

a(ac+ d−
√
R)2

,
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and so we have that

δ(x−) < 1 ⇐⇒ 4
(

2d− ac+
√
R
)
< a

(
ac+ d−

√
R
)2

⇐⇒ (2 + a(ac+ d))
√
R < a(ac+ d)2 − 4d.

The right-hand side of the latter inequality is positive since a(ac+ d)2 − 4d > 4ac− 4d = 4(ac− d) > 0 by
assumption. But then

δ(x−) < 1 ⇐⇒ (2 + a(ac+ d))2
(
(ac+ d)2 − 4c

)
<
(
a(ac+ d)2 − 4d

)2
⇐⇒ 3a3c2d+ 6a2cd2 + 3ad3 − 3a2c2 − 2acd− 3d2 − 4c < 0

⇐⇒ (ad− 1)
(
3d2 + 3a2c2 + 2c(3ad+ 2)

)
< 0,

which is automatically true since the latter factor is strictly positive and ad < 1. Thus indeed x− is a
saddle point when it exists for R > 0. 2

Theorem 8 There exist no minimal period-two solutions to Equation (19) if c, d > 0.

Proof. Suppose there exist φ, ψ > 0 with φ 6= ψ such that
ψ =

af(φ, ψ)

1 + f(φ, ψ)
=

a(cφ2 + dψ)

1 + cφ2 + dψ

φ =
af(ψ, φ)

1 + f(ψ, φ)
=

a(cψ2 + dφ)

1 + cψ2 + dφ

. (22)

From System (22) we notice that

ψ − φ =
a(ψ − φ)(d− c(ψ + φ))

(1 + cφ2 + dψ)(1 + cψ2 + dφ)
,

whence it immediately follows that (1 + cφ2 + dψ)(1 + cψ2 + dφ) = a(d− c(ψ + φ)). But then

ψ + φ =
2(cφ2 + dψ)(cψ2 + dφ) + c(ψ2 + φ2) + d(ψ + φ)

d− c(ψ + φ)
.

Thus we have that necessarily

2φψ =
2a2(cφ2 + dψ)(cψ2 + dφ)

a(d− c(ψ + φ))
= a

(
(ψ + φ)− c(ψ2 + φ2) + d(ψ + φ)

d− c(ψ + φ)

)
> 0

since both ψ, φ > 0. But this implies that

(ψ + φ)(d− c(ψ + φ)) > c(ψ2 + φ2) + d(ψ + φ)

⇐⇒ d(ψ + φ)− c(ψ + φ)2 > c(ψ2 + φ2) + d(ψ + φ)

⇐⇒ 0 > c(ψ2 + φ2) + c(ψ + φ)2,

a clear contradiction since c > 0.
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Now suppose there exists a period-two solution {φ, ψ, φ, ψ, . . .} with φ 6= ψ but φψ = 0. Suppose
without loss of generality that φ = 0. Now

ψ =
af(0, ψ)

1 + f(0, ψ)
=

adψ

1 + dψ

0 =
af(ψ, 0)

1 + f(ψ, 0)
=

acψ2

1 + cψ2

,

which immediately leads to the contradiction ψ = φ = 0 for c > 0. Thus Equation (19) has no minimal
period-two solutions. 2

The next result describes the global dynamics of Equation (19).

Theorem 9 Consider Equation (19) under the condition c > 0 and d > 0.

(1) Suppose either
(a) d ≥ ac and 1 ≥ ad, or
(b) d < ac, 1 > ad, and R < 0.
Then x0 is a global attractor of all solutions.

(2) Suppose either
(a) 1 < ad, or
(b) d < ac and 1 = ad.
Then x+ is a global attractor of all nonzero solutions.

(3) Suppose d < ac, 1 > ad, and R = 0. Then Equation (19) has the equilibria x0 = 0, which is locally
asymptotically stable, and x±, which is nonhyperbolic of stable type. There exists a continuous curve
C passing through E = (x±, x±) such that C is the graph of a decreasing function. The set of initial
conditions Q1 = {(x−1, x0) : x−1 ≥ 0, x0 ≥ 0} is the union of two disjoint basins of attraction,
namely Q1 = B(E0) ∪ B(E), where E0 = (x0, x0),

B(E0) = {(x−1, x0) : (x−1, x0) ≺ne (x, y) for some (x, y) ∈ C}, and

B(E) = {(x−1, x0) : (x, y) ≺ne (x−1, x0) for some (x, y) ∈ C} ∪ C.

(4) Suppose d < ac, 1 > ad, and R > 0. Then Equation (19) has the equilibria x0 = 0, which is locally
asymptotically stable, x−, which is a saddle point, and x+, which is locally asymptotically stable.
There exist two continuous curves Ws(E−) and Wu(E−), both passing through E− = (x−, x−), such
thatWs(E−) is the graph of a decreasing function andWu(E−) is the graph of an increasing function.
The set of initial conditions Q1 = {(x−1, x0) : x−1 ≥ 0, x0 ≥ 0} is the union of three disjoint
basins of attraction, namely Q1 = B(E0) ∪ B(E−) ∪ B(E+), where E0 = (x0, x0), E+ = (x+, x+),
B(E−) =Ws(E−),

B(E0) = {(x−1, x0) : (x−1, x0) ≺ne (x, y) for some (x, y) ∈ Ws(E−)}, and

B(E+) = {(x−1, x0) : (x, y) ≺ne (x−1, x0) for some (x, y) ∈ Ws(E−)}

Proof. (1) The proof in this case follows from Theorems 1, 7, and 8 along with the fact that x0 = 0 is the
sole equilibrium of Equation (19).
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(2) The proof used to show that all solutions with positive initial conditions converge to x+ follows from
an application of Theorem 2 (as used above in the proof of Theorem 4). Notice that x1 = F (x0, x−1) > 0
if either x0 > 0 or x−1 > 0 (and similar for x2), so I = (0,∞) is an attracting and invariant interval. Thus
all nonzero solutions must converge to x+.

(3) The proof follows from an application of Theorems 1-4 of [17] applied to the cooperative second
iterate of the map corresponding to Equation (19). The proof is completely analogous to the proof of
Theorem 5 in [4], so we omit the details.

(4) The proof follows from an immediate application of Theorem 5 in [4]. 2

3.4 Linear-Quadratic: f(u, v) = cu+ dv2

We consider the difference equation

xn+1 =
a(cxn + dx2n−1)

1 + cxn + dx2n−1
, n = 0, 1, . . . . (23)

Remark 2 For the analysis that follows, we will consider Equation (23) with c > 0 and d > 0. Notice
that when d = 0 Equation (23) reduces to Equation (2), a special case of Equation (16). When c = 0
Equation (23) is essentially Equation (8) with delay.

An equilibrium of (23) satisfies
dx3 + cx2 + x = acx+ adx2

so that all nonzero equilibria satisfy

dx2 + (c− ad)x+ (1− ac) = 0, (24)

whence we easily deduce the possible solutions

x± =
ad− c±

√
(c− ad)2 + 4d(ac− 1)

2d
,

which are real if and only if R = (c− ad)2 + 4d(ac− 1) ≥ 0.
Notice that

R ≥ 0 ⇐⇒ c2 − 2acd+ a2d2 + 4acd− 4d ≥ 0 ⇐⇒ (ad+ c)2 ≥ 4d. (25)

Here we have that

λ(x) =
a(c+ 2dx)

(1 + cx+ dx2)2
.

Theorem 10 Equation (23) always has the zero equilibrium x0 = 0, and

x0 is


locally asymptotically stable if ac < 1
nonhyperbolic if ac = 1
unstable if ac > 1.

Proof. The proof follows from the fact that λ(x0) = ac. 2

Theorem 11 Consider Equation (23) and assume c > 0 and d > 0.
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(1) Suppose either
(a) c ≥ ad and 1 ≥ ac, or
(b) c < ad, 1 > ac, and R < 0.
Then Equation (23) has no positive equilibria.

(2) Suppose either
(a) 1 < ac, or
(b) c < ad and 1 = ac.
Then Equation (23) has the positive equilibrium solution x+, and it is locally asymptotically stable.

(3) Suppose c < ad, 1 > ac, and R = 0. Then Equation (23) has the positive equilibrium solution x±,
and it is nonhyperbolic of stable type.

(4) Suppose c < ad, 1 > ac, and R > 0. Then Equation (23) has two positive equilibria, x+ and x−; x+
is locally asymptotically stable, and x− is unstable.
Let K = a2d2 + 14acd− 3c2 − 3a3cd2 − 6a2c2d− 3ac3 − 4d.
(i) If K < 0, then x− is a saddle point.
(ii) If K > 0, then x− is a repeller.
(iii) If K = 0, then x− is nonhyperbolic of unstable type (that is one characteristic value is λ1 = ±1
and the other |λ1| > 1).

Proof. Much of the analysis is similar to the considerations in the proof of Theorem 7. Notice that

λ(x) =
a(c+ 2dx)

(1 + cx+ dx2)2
=

a(c+ 2dx)

(a(c+ dx))2
=

c+ 2dx

a(c+ dx)2
=

1

a(c+ dx)
+

dx

a(c+ dx)2
.

For the parametric values for which x+ exists,

λ(x+) ≤ 1 ⇐⇒ dx+
a(c+ dx+)2

≤ a(c+ dx+)− 1

a(c+ dx+)

⇐⇒ dx+ ≤ (c+ dx+) (a(c+ dx+)− 1) = (c+ dx+)(cx+ + dx2+)

⇐⇒ d ≤ (c+ dx+)2

⇐⇒ 4d ≤ (2c+ 2dx+)2 = (ad+ c+
√
R)2,

which is true by (25). Thus if R > 0, x+ is locally asymptotically stable, and if R = 0, x± is nonhy-
perbolic. In the latter case the characteristic equation of the linearization of Equation (23) about x±,
y2 = Fu(x±, x±)y + Fv(x±, x±), reduces to ady2 − cy + c− ad = 0, which has characteristic values y1 = 1
and y2 = c−ad

ad , where −1 < y2 < 0 since ad > c. Thus in this case x± is nonhyperbolic of stable type.
When x− exists,

λ(x−) > 1 ⇐⇒ 4d > (ad+ c−
√
R)2

⇐⇒ 4d+ (ad+ c)
√
R > (ad+ c)2

⇐⇒ (ad+ c)
√
R > (ad+ c)2 − 4d = R

⇐⇒ (ad+ c)2 > R = (ad+ c)2 − 4d

which is true since d > 0. To more specifically classify x−, we must calculate δ(x−). Notice

δ(x−) =
a(2dx− − c)

(1 + cx− + dx2−)2
=

a(2dx− − c)
(a(c+ dx−))2

=
4(2dx− − c)
a(2c+ 2dx−)2

=
4
(
ad− 2c−

√
R
)

a(ad+ c−
√
R)2

,
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and so we have that

δ(x−) ≷ 1 ⇐⇒ 4
(
ad− 2c−

√
R
)
≷ a

(
ad+ c−

√
R
)2

⇐⇒ (a(ad+ c)− 2)
√
R ≷ a(ad+ c)2 − 4ad+ 4c = aR+ 4c.

Notice that R > 0 automatically implies a(ad+ c) > 2, as

0 < (ad+ c)2 − 4d < a2d2 + 2acd+ a2d2 − 4d = 2d (a(ad+ c)− 2)

since c < ad. Therefore we may square both sides to obtain

δ(x−) ≷ 1 ⇐⇒ (a(ad+ c)− 2)2R ≷ (aR+ 4c)2

⇐⇒ R
(
a2(ad+ c)2 − 4a(ad+ c) + 4

)
≷ a2R2 + 8acR+ 16c2

⇐⇒ R
(
a2R− 4ac+ 4

)
≷ a2R2 + 8acR+ 16c2

⇐⇒ R(1− 3ac)− 4c2 ≷ 0

⇐⇒ a2d2 + 14acd− 3c2 − 3a3cd2 − 6a2c2d− 3ac3 − 4d ≷ 0.

Thus if

K = a2d2 + 14acd− 3c2 − 3a3cd2 − 6a2c2d− 3ac3 − 4d, (26)

K < 0 implies x− is a saddle point and K > 0 implies it is a repeller. If K = 0, x− is nonhyperbolic, and
we expect in such case to be nonhyperbolic of unstable type. Indeed one can show that in the event K = 0,
the characteristic equation of the linearization of Equation (23) about x−, y2 = Fu(x−, x−)y+Fv(x−, x−),
has roots y1 = −1 and y2 = Fu(x−, x−) + 1 > 1, which immediately shows the desired result. 2

The investigation of the existence of periodic solutions of Equation (23) is an interesting one that
involves a thorough analysis of potential parametric cases. This analysis will reveal the potential for the
existence of several nonzero periodic solutions. The juxtaposition of Equation (19) with Equation (23)
illustrates an interesting phenomenon in which, loosely speaking, the dominance of the delay term xn−1
contributes to the possibility of periodic solutions arising.

A minimal period-two solution {φ, ψ, φ, ψ, . . .} with φ, ψ > 0 and φ 6= ψ must satisfy
ψ =

af(φ, ψ)

1 + f(φ, ψ)
=

a(cφ+ dψ2)

1 + cφ+ dψ2

φ =
af(ψ, φ)

1 + f(ψ, φ)
=

a(cψ + dφ2)

1 + cψ + dφ2

. (27)

Eliminating either ψ or φ from System (27) we obtain(
dφ2 + (c− ad)φ+ (1− ac)

)
h(φ) = 0, or

(
dψ2 + (c− ad)ψ + (1− ac)

)
h(ψ) = 0,

where

h(x) = −d3x6 + d2(c+ 2ad)x5 − d(c2 + 2d+ 3acd+ a2d2)x4 + d(c+ 3ac2 + 2ad+ 3a2cd)x3 (28)

− (c2 + ac3 + d+ 2acd+ 3a2c2d+ a3cd2)x2 + ac(1 + ac)(2c+ ad)x− a2c2(1 + ac).

Since dx2 + (c − ad)x + (1 − ac) 6= 0 for any x that is not a solution of the equilibrium equation (24),
minimal period-two solutions must be the solutions of the equation

h(x) = 0. (29)
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Theorem 12 Any real solutions of Equation (29) are positive numbers for c, d > 0, and there exist up to
three minimal period-two solutions of Equation (23). Furthermore, let K be as defined in Equation (26),
and define the following expressions:

J = 4a5cd4 − 8a4c2d3 + 12a3c3d2 − 24a3cd3 − 8a2c4d+ 28a2c2d2 − a2d3 + 4ac5 + 4ac3d

+ 32acd2 + 4c4 + 8c2d+ 4d2

∆1 = 6d6

∆2 = d10
(
8a2d2 − 16acd− 7c2 − 24d

)
∆3 = −2d12

(
8a5cd5 + 13a4c2d4 + 10a3c3d3 − 44a3cd4 + 4a2c4d2 − 34a2c2d3 − 4a2d4 − 19ac5d

+14ac3d2 + 44acd3 + 6c6 + 7c4d+ 5c2d2 + 16d3
)

∆4 = c2d13
(
−16a9cd8 − 12a8c2d7 + 24a7c3d6 + 152a7cd7 − 68a6c4d5 + 80a6c2d6 + 8a6d7 + 48a5c5d4

−164a5c3d5 − 464a5cd6 − 60a4c6d3 + 20a4c4d4 − 180a4c2d5 − 64a4d6 + 56a3c7d2 − 332a3c5d3

+388a3c3d4 + 488a3cd5 − 48a2c8d+ 272a2c6d2 + 255a2c4d3 + 152a2c2d4 + 136a2d5 + 24ac9

+8ac7d+ 124ac5d2 + 180ac3d3 − 152acd4 + 24c8 + 68c6d+ 32c4d2 − 44c2d3 − 32d4
)

∆5 = 2c4d13J
(
3a8c2d6 + 2a7cd6 − 18a6c2d5 − a6d6 + 6a5c5d3 + 10a5c3d4 − 8a5cd5 − 10a4c4d3

+44a4c2d4 + 6a4d5 + 54a3c5d2 − 25a3c3d3 − 6a3cd4 + 3a2c8 − 8a2c6d+ 35a2c4d2 − 39a2c2d3

−9a2d4 + 6ac7 + 2ac5d+ 4ac3d2 + 14acd3 + 3c6 + 10c4d+ 11c2d2 + 4d3
)

∆6 = a2c6d14(ac+ 1)KJ2.

(1) If ∆i > 0 for all 2 ≤ i ≤ 6 then Equation (29) has six real roots. Consequently, Equation (23) has
three minimal period-two solutions.
(2) If ∆j ≤ 0 for some 2 ≤ j ≤ 5 and ∆i > 0 for i 6= j, then Equation (29) has two distinct real roots and
two pairs of conjugate imaginary roots. Consequently, Equation (23) has one minimal period-two solution.
(3) If ∆i ≤ 0, ∆i+1 ≥ 0 (such that at least one of these is strict) for some 2 ≤ i ≤ 4, and if ∆6 < 0, then
Equation (29) has three pairs of conjugate imaginary roots. Consequently, Equation (23) has no minimal
period-two solutions.
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Proof. The proof of the first statement follows from Descartes’ Rule of Signs.
Let disc(h) denote the 12× 12 discrimination matrix as defined in [12]:

disc(h) =



a6 a5 a4 a3 a2 a1 a0 0 0 0 0 0
0 6a6 5a5 4a4 3a3 2a2 a1 0 0 0 0 0
0 a6 a5 a4 a3 a2 a1 a0 0 0 0 0
0 0 6a6 5a5 4a4 3a3 2a2 a1 0 0 0 0
0 0 a6 a5 a4 a3 a2 a1 a0 0 0 0
0 0 0 6a6 5a5 4a4 3a3 2a2 a1 0 0 0
0 0 0 a6 a5 a4 a3 a2 a1 a0 0 0
0 0 0 0 6a6 5a5 4a4 3a3 2a2 a1 0 0
0 0 0 0 a6 a5 a4 a3 a2 a1 a0 0
0 0 0 0 0 6a6 5a5 4a4 3a3 2a2 a1 0
0 0 0 0 0 a6 a5 a4 a3 a2 a1 a0
0 0 0 0 0 0 6a6 5a5 4a4 3a3 2a2 a1



.

Here ak equals the coefficient of the degree-k term of h as defined in Equation (28); that is, a6 = −d3,
a5 = d2(c+ 2ad), a4 = −d(c2 + 2d+ 3acd+ a2d2), a3 = d(c+ 3ac2 + 2ad+ 3a2cd), a2 = −(c2 + ac3 + d+
2acd+3a2c2d+a3cd2), a1 = ac(1+ac)(2c+ad), and a0 = −a2c2(1+ac). Let ∆k denote the determinant of
the submatrix of disc(h) formed by its first 2k rows and 2k columns for k = 1, 2, . . . , 6. Then the values of
∆k are listed above, and the veracity of the statements above may now be verified by employing Theorem
1 of [12]. Notice that ∆1 > 0 for all d > 0. 2

Remark 3 The parametric conditions discussed above do not exhaust all of the parametric space but
cover a substantial region of parameters for which Equation (23) possesses hyperbolic dynamics.

We will use the sufficient conditions provided in Theorems 10, 11, and 12 to obtain some global dynamic
scenarios discussed in [4]. We will not investigate the dynamics of Equation (23) when it has one or no
positive fixed point since in such cases the dynamics should be similar to the dynamics of Equation
(19) discussed in Theorem 9. The following theorem relies on results from [4] and summarizes potential
hyperbolic dynamic scenarios for Equation (23) in the event it possesses three fixed points and zero, one,
or three pairs of hyperbolic period-two points. In particular, Theorem 3 is applicable to case (ii) of the
following result. See also the statement and proof of Theorem 11 in [4].

Theorem 13 Consider Equation (23) and assume 0 < c < ad, ac < 1 such that R > 0.

(i) If ∆i > 0 for all 2 ≤ i ≤ 6 then Equation (23) has three equilibria x0 < x− < x+, where x0 and
x+ are locally asymptotically stable and x− is a repeller, and three minimal period-two solutions
{φ1, ψ1}, {φ2, ψ2}, and {φ3, ψ3}. Here (φ1, ψ1) ≺ne (φ2, ψ2) ≺ne (φ3, ψ3), {φ1, ψ1} and {φ3, ψ3} are
saddle points, and {φ2, ψ2} is locally asymptotically stable. The global behavior of Equation (23) is
described by Theorem 8 of [4]. In this case there exist four continuous curvesWs(φ1, ψ1), Ws(ψ1, φ1),
Ws(φ3, ψ3), Ws(ψ3, φ3) that have endpoints at E− = (x−, x−) and are graphs of decreasing functions.
Every solution which starts below Ws(φ1, ψ1) ∪ Ws(ψ1, φ1) in the northeast ordering converges to
E0 = (x0, x0) and every solution which starts aboveWs(φ3, ψ3)∪Ws(ψ3, φ3) in the northeast ordering
converges to E+ = (x+, x+). Every solution which starts above Ws(φ1, ψ1) ∪Ws(ψ1, φ1) and below
Ws(φ3, ψ3) ∪Ws(ψ3, φ3) in the northeast ordering converges to {φ2, ψ2}. For example, this happens
for a = 1, c = 389

2176 , and d = 249
64 .
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(ii) If ∆j ≤ 0 for some 2 ≤ j ≤ 5 and ∆i > 0 for i 6= j, then Equation (23) has three equilibria x0 < x− <
x+, where x0 and x+ are locally asymptotically stable and x− is a repeller, and one period-two solution
{φ1, ψ1}, which is a saddle point. The global behavior of Eq. (23) is described by Theorem 7 of [4].
In this case there exist four continuous curvesWs(φ1, ψ1),Ws(ψ1, φ1),Wu(φ1, ψ1),Wu(ψ1, φ1), where
Ws(φ1, ψ1),Ws(ψ1, φ1) have endpoints at E− = (x−, x−) and are graphs of decreasing functions. The
curves Wu(φ1, ψ1),Wu(ψ1, φ1) are graphs of increasing functions and start at E0 = (x0, x0). Every
solution which starts below Ws(φ1, ψ1) ∪ Ws(ψ1, φ1) in the northeast ordering converges to E0 and
every solution which starts above Ws(φ1, ψ1) ∪ Ws(ψ1, φ1) in the northeast ordering converges to
E+ = (x+, x+) . For example, this happens for a = 1, c = 1

5 , and d = 237
64 .

(iii) If ∆i ≤ 0 and ∆i+1 ≥ 0 (such that at least one of these is strict) for some 2 ≤ i ≤ 4, and if
∆6 < 0, then Eq. (23) has three equilibria x0 < x− < x+, where x0 and x+ are locally asymptotically
stable and x− is a saddle point, and no period-two solution. The global behavior of Equation (23) is
described by Theorem 5 of [4] or Theorem 9 case (4). For example, this happens for a = 1, c = 493

1024 ,
and d = 157

48 .

Equation (23) exhibits global dynamics similar to that of Equation (10), which was investigated in [4].
Therefore, we pose the following conjecture.

Conjecture 1 There exists a topological conjugation between the maps in Equations (10) and (23).
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