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ABSTRACT 
"We develop a systematic methodology for computing the distribution of mixed sums of independent 
random variables, encompassing finite-range and infinite-range probability density functions, with the 
latter being expressible as a product of polynomials and H-functions. By harnessing the power of Laplace 
transforms and their inverses, our approach yields a general, parameterizable result that accommodates 
a broad spectrum of specializations, thereby providing a valuable tool for theorists and practitioners 
alike. The technical framework established herein paves the way for further research into the 
distributional properties of complex random systems." 
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INTRODUCTION 
A natural generalization of 2F1 is the generalized hypergeometric function, the so-called pFq, where p 
parameters of nature of a, b and q parameters of the nature of c. This ensuring series 

 
is known as the generalized hypergeometric series and the function pFq is called generalized 
hypergeometric function of variable z. pFq is not defined if any denominator parameter bq is a negative 
integer or zero. If any numerator parameter ap is zero or a negative integer, the series terminates. If pFq 
does not terminate, it converges 
(i) for all finite z if p ≤ q; 
(ii) for |z| < 1 if p = q + 1; 

(iii) for |z| = 1 if p = q + 1 and R  bj
q
j=1 −  aj

p
j=1  > 0 

and diverges for all z ≠ 0 if p > q + 1. 
Recently Mittal and Gupta [2, p. 117] has given the following notation of the H-function of two variables 
as: 

 
Where 
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x and y are not equal to zero, and an empty product is interpreted as unity pi, qi, ni and mj are non 
negative integers such that pi ≥ ni ≥ 0, qi ≥ 0, qj ≥ mj ≥ 0, (i = 1, 2, 3; j = 2, 3). Also, all the A’s, α’s, B’s, β’s, γ’s, 
’s, E’s, and F’s are assumed to the positive quantities for standardization purpose. 
The contour L1 is in the -plane and runs from – i∞ to + i∞, with loops, if necessary, to ensure that the 
poles of (dj - j) (j = 1, ..., m2) lie to the right, and the poles of (1 – cj + γj) (j = 1, ..., n2), (1 – aj + αj+ 
Aj) (j = 1, ..., n1) to the left of the contour. 
The contour L2 is in the -plane and runs from – i∞ to + i∞, with loops, if necessary, to ensure that the 
poles of (fj – Fj) (j = 1, ..., m3) lie to the right, and the poles of (1 – ej + Ej) (j = 1, ..., n3), (1 – aj + αj + 
Aj) (j = 1, ..., n1) to the left of the contour. 
The function, defined by (2), is analytic function of x and y if 

 
The H-function of two variables given by (2) is convergent if 

 
 
The distribution of sum of random variables 
The distribution of sum of random variables is of great importance in many areas of physics and 
engineering. For example, sums of independent gamma random variables have application in problems of 
queuing theory such as determination of total waiting time, in civil engineering such as determination of 
the total excess water flow in a dam. They also appear in obtaining the inter arrival time of drought 
events which is the sum of the drought duration and the successive non drought duration. Various 
authors notably Linhart [3], Jackson [4] and Grice and Bain [5] have studied the applications of 
distribution of sum of random variables. The distribution of the sum of two independent random 
variables has been obtained by several authors, particularly when both the variates come from the same 
family of distribution. In this context the works of Albert [6] for uniform variates, Holm and Alouini [7], 
and Moschopoulos [8] for gamma variates, Loaiciga and Leipnik [9] for Gumbel variates are worth 
mentioning. 
Moreover, Nason [10] has obtained the distribution of the sum of t and Gaussian random variables and 
pointed out its application in Bayesian wavelet shrinkage. In recent papers Chaurasia and Kumar [11] 
and Chaurasia and Singh [12] have investigated about the distributions of random variables associated 
with special functions. We know that the distribution of sum of several independent random variables 
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when each random variable is of simply infinite or doubly infinite range can easily be obtained by means 
of characteristic function or moment generating function. But, when the random variables are distributed 
over finite range, these methods are not much useful and the power of integral transform method comes 
sharply into focus. Here, we shall obtain the distribution of sum of two independent random variables, X1 
and X2, where X1 possess finite uniform probability density function and X2 follows infinite probability 
density function involving the product of general class of polynomials and H-function, given by the 
equation (5) and (6) respectively. 
Thus 

 
and the following conditions are satisfied: 

(i) 𝛾 > 0, 𝜇 > 0, 𝜆 − 𝛾min1≤𝑗≤m2
(
𝑑𝑗

δ𝑗
) > 0, 

(ii) |arg|<½U, |arg|<½V, where U and V are given in (3) and (4) respectively. 
(iii) The parameter of H-function are real and so restricted that f2 x2  remains non-negative. 
 
Distribution Of The Mixed Sum Of Two Independent Random Variables 
Theorem 
If X1 and X2 are two independent random variables having the probability density function defined by (5) 
and (6) respectively. Then the probability density function of 
Y = X1 + X2                                                   (8) 
is given by  g(y) = g1(y), 0  y  a 

         = g1(y)- g2(y), a < y <                                                        (9) 
 
where 

g1(y) = 
𝐶

𝑎
 𝑦𝜆∞

𝑛=0
(−𝜇𝑦 )𝑛

𝑛 !
Hp1 ,q1;p2+1,q2+1;p3 ,q3
0,n1;m2 ,n2 ;m3 ,n3  

[ |η
ζy−γ

(b j ,βj ;B j)1,q1 : dj ,δj 1,q2
,(λ+n,γ): fj ,Fj 1,q3

(aj ,αj ;A j)1,p1 : cj ,γj 1,p2
,(1+λ+n,γ): ej ,Ej 1,p3 ], y  0                                      (10) 

and 

g2(y) = 
𝐶

𝑎
 (𝑦 − 𝑎)𝜆∞

𝑛=0
{−𝜇 𝑦−𝑎 }𝑛

𝑛 !
Hp1 ,q1;p2+1,q2+1;p3 ,q3
0,n1 ;m2 ,n2 ;m3 ,n3  

[ |η
ζ(y−a)−γ

(b j ,βj ;B j)1,q1 : dj ,δj 1,q2
,(λ+n,γ): fj ,Fj 1,q3

(aj ,αj ;A j)1,p1 : cj ,γj 1,p2
,(1+λ+n,γ): ej ,Ej 1,p3 ], y  0                                      (11) 

 
C is given by (7) and the following conditions are satisfied: 

(i) 𝛾 > 0, 𝜇 > 0, 𝜆 − 𝛾min1≤𝑗≤m2
(
𝑑𝑗

δ𝑗
) > 0, 

(ii) |arg|<½U, |arg|<½V, where U and V are given in (3) and (4) respectively. 
(iii) The parameter of H-function are real and so restricted that g1 y  and g2 y  remains non-negative. 
 
Proof 
To obtain the probability density function of Y = X1 + X2, we use the method of Laplace transform and its 
inverse. Let the Laplace transform of Y be denoted by y(t), then 
y(t) = L{f1(x1); t} L{f2(x2); t}         (12) 
The Laplace transform of f1(x1) is a simple integral so it can easily be evaluated and for the Laplace 
transform of f2(x2), we express the H-function in terms of Mellin-Barnes type contour integral (2). Now, 
we interchange the order of x2- and s-integrals and evaluate x2-integral as gamma integral to get 
 

y(s) = 
𝐶

𝑎

(1−𝑒−𝑎𝑡 )

𝑡
(𝑡 + )−𝜆Hp1 ,q1;p2 ,q2+1;p3 ,q3

0,n1;m2 ,n2 ;m3 ,n3  
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[ |η
ζ(t+)γ

(b j ,βj ;B j)1,q1 : dj ,δj 1,q2
,(λ,γ): fj ,Fj 1,q3

(aj ,αj ;A j)1,p1 : cj ,γj 1,p2
: ej ,Ej 1,p3 ]               (13) 

 
Now, we break the above expression in two parts, as follows: 
 

y(s) = 
𝐶

𝑎

(𝑡+)−𝜆

𝑡
Hp1 ,q1;p2 ,q2+1;p3 ,q3
0,n1;m2 ,n2;m3 ,n3  

[ |η
ζ(t+)γ

(b j ,βj ;B j)1,q1 : dj ,δj 1,q2
,(λ,γ): fj ,Fj 1,q3

(aj ,αj ;A j)1,p1 : cj ,γj 1,p2
: ej ,Ej 1,p3 ] 

−
𝐶

𝑎

𝑒−𝑎𝑡 (𝑡 + )−𝜆

𝑡
Hp1 ,q1;p2 ,q2+1;p3 ,q3
0,n1 ;m2 ,n2 ;m3 ,n3  

[ |η
ζ(t+)γ

(b j ,βj ;B j)1,q1 : dj ,δj 1,q2
,(λ,γ): fj ,Fj 1,q3

(aj ,αj ;A j)1,p1 : cj ,γj 1,p2
: ej ,Ej 1,p3 ]              (14) 

 
To obtain the inverse Laplace transform of first term of equation (14), we express the H-function in 
contour integral, collect the terms involving ‘t’ and take its inverse Laplace transform and using the 
known result (Erdélyi [13], p.238, eq.9)). Further, writing the confluent hypergeometric function thus 
obtained in series form and interpreting the result by equation (2), we get the value of g1(y). The inverse 
Laplace transform of second term easily follows by the value of g1(y) and second shifting property for 
Laplace transform, we get the value of g2(y). 
 
CONCLUSION 
The importance of our result lies in its manifold generality. In view of the generality of the H-function, on 
specializing the various parameters in the H-function, we obtain, from our results, several pdfs such as 
the gamma pdf, beta pdf, Rayleigh pdf, Weibull pdf, Nakagami-m pdf, Chi-Squared pdf, half-Gaussian pdf, 
one-sided exponential pdf, half-Cauchy pdf, lognormal pdf, Rician pdf, Kv pdf etc. Thus, the results 
presented in this paper would at once yield a very large number of pdfs occurring in the problems of 
statistics, applied mathematics, mathematical physics and engineering. 
 
REFERENCES 
[1] Rainville, E. D.: Special Functions, Macmillan, NewYork, 1960. 
[2] Mittal, P. K. and Gupta Gupta, K. C.: An integral involving generalized function of two variables, Proc. 

Indian Acad. Sci., 75 A, p. 117-123. 
[3] H. Linhart, “Approximate confidence limits for the coefficient of variation of gamma distributions”, 

Biometrics, 21, 733-738, (1965). 
[4] O.A.Y. Jackson, “Fitting a gamma or log-normal distribution to fiber-diameter measurements on wool 

tops”, Applied Statistics, 18, 70-75, (1969). 
[5] J.V. Grice, L.J. Bain, “Inferences concerning the mean of the gamma distribution”, J. Amer. Statist. 

Assoc., 75, 929-933, (1980). 
[6] J. Albert, “Sums of uniformly distributed variables”, College Mathematics Journal, 33, 201-206, 

(2002). 
[7] H. Holm, M.A. Alouini, “Sum and difference of two squared correlated Nakagami variates in 

connection with the McKay distribution”, IEEE Transactions on communications, 52(8), 1367-1376, 
(2004). 

[8] P.G. Moschopoulos, “The distribution of the sum of independent gamma random variables”, Annals 
of the Institute of Statistical Mathematics, 37, 541-544, (1985). 

[9] H.A. Loaiciga, R.B. Leipnik, “Analysis of extreme hydrologic events with Gumbel distributions: 
marginal and additive cases”, Stochastic Environmental Research and Risk Assessment, 13, 251-259, 
(1999). 

[10] G.P. Nason, “On the sum of t and Gaussian random variables”, Statistics and Probability Letters, 
76(12), 1280-1286, (2006). 

[11] V. B. L. Chaurasia, D. Kumar, “Distribution of the linear combination of stochastic variables 
pertaining to special functions”, International Journal of Engineering Science and Technology, 2(4), 
394-399, (2010). 

[12] V. B. L. Chaurasia, J. Singh, “A generalized probability distribution pertaining to product of special 
functions with applications”, Global Journal of Science Frontier Research, 10(2), 13-20, (2010). 

[13] A. Erdélyi et al., “Tables of Integral Transforms”, Vol. I, McGraw-Hill, New York, (1954). 


