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In this paper, we consider the problem of constructing new optimal explicit
and implicit Adams-type difference formulas for finding an approximate solution
to the Cauchy problem for an ordinary differential equation in a Hilbert space.
In this work, I minimize the norm of the error functional of the difference formula
with respect to the coefficients, we obtain a system of linear algebraic equations
for the coefficients of the difference formulas. This system of equations is reduced
to a system of equations in convolution and the system of equations is completely
solved using a discrete analog of a differential operator d2/dx2 − 1. Here we
present an algorithm for constructing optimal explicit and implicit difference
formulas in a specific Hilbert space. In addition, comparing the Euler method
with optimal explicit and implicit difference formulas, numerical experiments are
given. Experiments show that the optimal formulas give a good approximation
compared to the Euler method.

Keywords: Hilbert space; initial-value problem; multistep method; the
error functional; optimal difference formula.

1 Introduction

It is known that the solutions of many practical problems lead to solutions of
differential equations or their systems. Although differential equations have so
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many applications and only a small number of them can be solved exactly using
elementary functions and their combinations. Even in the analytical analysis
of differential equations, their application can be inconvenient due to the com-
plexity of the obtained solution. If it is very difficult to obtain or impossible to
find an analytic solution to a differential equation, one can find an approximate
solution.

In the present paper we consider the problem of approximate solution to the
first order linear ordinary differential equation

y′ = f(x, y), x ∈ [0, 1] (1)

with the initial condition
y(0) = y0. (2)

We assume that f(x, y) is a suitable function and the differential equation (1)
with the initial condition (2) has a unique solution on the interval [0, 1].

For approximate solution of problem (1)-(2) we divide the interval [0, 1] into
N pieces of the length h = 1

N and find approximate values yn of the function
y(x) for n = 0, 1, ..., N at nodes xn = nh.

A classic method of approximate solution of the initial-value problem (1)-
(2) is the Euler method. Using this method, the approximate solution of the
differential equation is calculated as follows: to find an approximate value yn+1

of the function at the node xn+1, it is used the approximate value yn at the
node xn:

yn+1 = yn + hy′n, (3)

where y′n = f(xn, yn), so that yn+1 is a linear combination of the values of the
unknown function y(x) and its first-order derivative at the node xn.

Everyone are known that there are many methods for solving the initial-value
problem for ordinary differential equation (1). For example, the initial-value
problem can be solved using the Euler, Runge-Kutta, Adams-Bashforth and
Adams-Moulton formulas of varying degrees [1]. In [2] by Ahmad Fadly Nurul-
lah Rasedee, et al., research they discussed the order and stepsize strategies of
the variable order stepsize algorithm. The stability and convergence estimations
of the method are also established. In the work [3] by Adekoya Odunayo M.
and Z.O.Ogunwobi, it was shown that the Adam-Bashforth-Moulton method
is better than the Milne Simpson method in solving a second-order differential
equation. Some studies have raised the question of whether Nordsieck’s tech-
nique for changing the step size in the Adams-Bashforth method is equivalent
to the explicit continuous Adams-Bashforth method. And in N.S.Hoang and
R.B.Sidje’s work [4] they provided a complete proof that the two approaches
are indeed equivalent. In the works [5] and [6] there were shown the potential
superiority of semi-explicit and semi-implicit methods over conventional linear
multi-step algorithms.

However, it is very important to choose the right one among these formulas
to solve the Initial-value problem and it is not always possible to do this. Also,
in this work, in contrast to the above-mentioned works, exact estimates of the
error of the formula is obtained.
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Our aim, in this paper, is to construct new difference formulas that are exact

for e−x and optimal in the Hilbert space W
(2,1)
2 (0, 1). Also these formulas can

be used to solve certain classes of problems with great accuracy.
The rest of the work is organized as follows. In the first paragraph, an

algorithm for constructing an explicit difference formula in the space is given.
The above algorithm is used to obtain an analytical formula for the optimal
coefficients of an explicit difference formula. In the second section, the same
algorithm is used to obtain an analytical formula for the optimal coefficients of
the implicit difference formula. In the third and fourth sections, respectively,
exact formulas are given for the square of the norm of the error functionals of
explicit and implicit difference formulas. Numerical experiments are presented
at the end of the work.

2 Optimal explicit difference formulas of Adams-
Bashforth type in the Hilbert space W

(2,1)
2 (0, 1)

We consider a difference formula of the following form for the approximate
solution of the problem (1)-(2) [7, 8]

k∑
β=0

C [β]ϕ [β]− h
k−1∑
β=0

C1 [β]ϕ′ [β] ∼= 0, (1)

where h = 1
N , N is a natural number, C[β] and C1[β] are the coefficients,

functions ϕ belong to the Hilbert space W
(2,1)
2 (0, 1). The space W

(2,1)
2 (0, 1) is

defined as follows

W
(2,1)
2 (0, 1) = {ϕ : [0, 1]→ R|ϕ′ is abs.contunuous, ϕ′′ ∈ L2(0, 1)}

equipped with the norm [9, 10]

‖ϕ|W (2,1)
2 ‖ =

{ 1∫
0

(
ϕ′′(x) + ϕ′(x)

)2

dx
}1/2

. (2)

The following difference between the sums given in the formula (1) is called the
error of the formula (1) [11]

(`, ϕ) =
k∑

β=0

C[β]ϕ (hβ)− h
k−1∑
β=0

C1[β]ϕ′ (hβ).

To this error corresponds the error functional [12]

`(x) =
k∑

β=0

C[β]δ(x− hβ) + h
k−1∑
β=0

C1[β]δ′(x− hβ), (3)

3
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where δ(x) is Dirac’s delta-function. We note that (`, ϕ) is the value of the error
functional ` at a function ϕ and it is defined as [13, 14]

(`, ϕ) =

∞∫
−∞

`(x)ϕ(x)dx.

It should be also noted that since the error functional ` is defined on the space

W
(2,1)
2 (0, 1) it satisfies the following conditions

(`, 1) = 0, (`, e−x) = 0.

These give us the following equations with respect to coefficients C[β] and C1[β]:

k∑
β=0

C[β] = 0, (4)

k∑
β=0

C[β]e−hβ + h
k−1∑
β=0

C1[β]e−hβ = 0. (5)

Based on the Cauchy-Schwartz inequality for the absolute value of the error
of the formula (1) we have the estimation

|(`, ϕ)| ≤ ‖ϕ|W (2,1)
2 ‖ · ‖`|W (2,1)∗

2 ‖.

Hence, the absolute error of the difference formula (1) in the space W
(2,1)
2 is

estimated by the norm of the error functional ` on the conjugate space W
(2,1)∗
2 .

From this we get the following[15].

Problem 1. Calculate the norm ‖`|W (2,1)∗
2 ‖ of the error functional `.

From the formula (3) one can see that the norm ‖`|W (2,1)∗
2 ‖ depends on the

coefficients C[β] and C1[β].
Problem 2. Find such coefficients C1[β] = C̊1[β] that satisfy the equality

‖˚̀|W (2,1)∗
2 ‖ = inf

C̊1[β]
sup

‖ϕ|W (2,1)
2 ‖6=0

|(`, ϕ)|
‖ϕ|W (2,1)

2 ‖
.

In this case C̊1[β] are called the optimal coefficients and the corresponding
difference formula (1) is called the optimal difference formula.

A function ψ` satisfying the following equation is called the extremal function
of the difference formula (1) [13]

(`, ψ`) = ‖`|W (2,1)∗
2 ‖ · ‖ψ`|W (2,1)

2 ‖. (6)

Since the space W
(2,1)
2 (0, 1) is a Hilbert space, then from the Riesz theorem on

the general form of a linear continuous functional on a Hilbert space there is a

4
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function ψ` (which is the extremal function) that satisfies the following equation
[16, 17]

(`, ϕ) = 〈ϕ,ψ`〉W (2,1)
2

(7)

and the equality ‖`|W (2,1)∗
2 ‖ = ‖ψ`|W (2,1)

2 ‖ holds, here 〈ϕ,ψ`〉W (2,1)
2

is the inner

product in the space W
(2,1)
2 (0, 1) and is defined as follows [18]

Theorem 2.1 The solution of equation (7) has the form

ψ`(x) = `(x) ∗G2(x) + de−x + p0 (8)

and it is an extremal function for the difference formula (1), where G2(x) =
sgn(x)

2

(
ex−e−x

2 − x
)

, d and p0 are real numbers.

According to the above mentioned Riesz’s theorem, the following equalities is
fulfilled

‖`|W (2,1)∗
2 ‖2 = (`, ψ`) = ‖`|W (2,1)∗

2 ‖ · ‖ψ`|W (2,1)
2 ‖.

By direct calculation from the last equality for the norm of the error functional
for the difference formula (1) we have the following result [18].

Theorem 2.2 For the norm of the error functional of the difference formula
(1) we have the following expression

‖`|W (2,1)∗
2 ‖2 =

k∑
γ=0

k∑
β=0

C[γ]C[β]G2(hγ−hβ)−2h
k−1∑
γ=0

C1[γ]
k∑

β=0

C[β]G′2(hγ−hβ)−

−h2
k−1∑
γ=0

k−1∑
β=0

C1[γ]C1[β]G′′2(hγ − hβ), (9)

where G′2(x) = sgn(x)
2

(
ex+e−x

2 − 1
)

and G′′2(x) = sgn(x)
2

(
ex−e−x

2

)
.

It is known that stability in the Dahlquist sense, just like strong stability,
is determined only by the coefficients C [β], β = 0, k. For this reason, our search
for the optimal formula is only related to finding C1 [β]. Therefore, in this
subsection we consider difference formulas of the Adams-Bashforth type, i.e.
C [k] = −C [k − 1] = 1 and C [k − i] = 0, i = 2, k, [19, 20]. Then is easy to
check, that the coefficients satisfy the condition (4).

In this work, we find the minimum of the norm (9) by the coefficients C1 [β]

under the condition (5) in the space W
(2,1)
2 (0, 1) [21]. Then using Lagrange

method of undetermined multipliers we get the following system of linear equa-
tions with respect to the coefficients C1[β]:

h
k−1∑
γ=0

C1 [γ]G′′2(hβ − hγ) + de−hβ = −
k∑
γ=0

C [γ]G′2(hβ − hγ), (10)

5
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β = 0, k − 1,

h
k−1∑
γ=0

C1 [γ] e−hγ = −
k∑
γ=0

C [γ] e−hγ . (11)

It is easy to prove that the solution of this system gives the minimum value to the

expression (9) under the condition (5). Here d is an unknown constant,
◦
C1 [β]

are optimal coefficient. Given that C [k] = 1, C [k − 1] = −1, C [k − i] = 0,
i = 2, k the system (10),(11) is reduced to the form,

h
k−1∑
γ=0

◦
C1 [γ]G′′2(hβ − hγ) + de−hβ = f [β] , β = 0, k − 1 (12)

h

k−1∑
γ=0

◦
C1 [γ] e−hγ = g , (13)

where

f [β] =
1− eh

4

(
ehβ−hk − e−hβ+hk−h) , (14)

g = e−hk+h − e−hk. (15)

Assuming that C1 [β] = 0, for β < 0 and β > k− 1, we rewrite the system (12),
(13) in the convolution form{

h
◦
C1 [β] ∗G′′2 (hβ) + de−hβ = f [β] for β = 0, k − 1,

h
∑k−1
γ=0

◦
C1 [γ] e−hγ = g.

(16)

We denote first equation of the system (16) by Uexp

Uexp [β] = h
◦
C1 [β] ∗G′′2 (hβ) + de−hβ . (17)

(12) implies that
Uexp [β] = f [β] for β = 0, k − 1. (18)

Now calculating the convolution we have

Uexp [β] =
◦
C1 [β] ∗G′′2 (hβ) + de−hβ = h

k−1∑
γ=0

◦
C1 [γ]G′′2 (hβ − hγ) + de−hβ .

For β < 0 we get

Uexp [β] = h
k−1∑
γ=0

◦
C1

sgn (hβ − hγ)

2

(
ehβ−hγ − e−hβ+hγ

2

)
+ de−hβ

= −e
hβ

4
h
k−1∑
γ=0

◦
C1 [γ] e−hγ+

e−hβ

4
h
k−1∑
γ=0

◦
C1 [γ] ehγ+de−hβ = −e

hβ

4
g+e−hβ (d+ b) .

6
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For β > k − 1

Uexp [β] =
ehβ

4
g + e−hβ (d− b) .

Then d+ = d+ b and d− = d− b the function Uexp [β] becomes

Uexp [β] =


− e

hβ

4 g + e−hβd+ for β > k − 1,

f [β] for β = 0, k − 1,
ehβ

4 g + e−hβd− for β < 0.

(19)

We use to find the unknowns d+ and d− from the discrete analogue of the

differential operator d2

dx2 − d
dx which is given below [22]

D1 [β] =
1

1− e2h

 −2eh for |β| = 1,
2(1 + e2h) for β = 0,
0 for |β| ≥ 2.

(20)

The unknowns d+ and d− are determined from the conditions

◦
C1 [β] = h−1D1 [β] ∗ Uexp [β] = 0 for β < 0 and β > k − 1. (21)

Calculate the convolution

h−1D1 [β] ∗ Uexp [β]

= h−1
∞∑
γ=1

D1 [β + γ]Uexp [−γ] + h−1
k−1∑
γ=0

D1 [β − γ]Uexp [γ]

+h−1
∞∑
γ=1

D1 [β − k − γ + 1]Uexp [k + γ − 1] .

From (19) with β = k and β = −1, we have{
h−1D1 [0]Uexp [−1] + h−1D1 [1]Uexp [−2] + h−1D1 [−1]Uexp [0] = 0,
h−1D1 [0]Uexp [k] + h−1D1 [1]Uexp [k − 1] + h−1D1 [−1]Uexp [k + 1] = 0.

Hence, due to (21), we get{
2
(
1 + e2h

) [
− 1

4e
−hg + ehd+

]
− 2eh

[
− 1

4e
−2hg + e2hd+

]
− 2ehf [0] = 0

2
(
1 + e2h

) [
1
4e
hkg + e−hkd−

]
− 2eh

[
1
4e
hk+hg + e−hk−hd−

]
− 2ehf [hk − h] = 0.

From the first equation d+ is equal to the following

d+ =
ehk − ehk−h

4
.

From the second equation d− is equal to the following

d− =
ehk − 3ehk−h + 2ehk−2h

4
.

7
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so

d =
d+

0 + d−0
2

=
ehk − 2ehk−h + ehk−2h

4
and b =

d+
0 − d

−
0

2
=
ehk−h − ehk−2h

4
.

Now we calculate the optimal coefficients
◦
C1 [β]

◦
C1 [β] = h−1D1 [β] ∗ Uexp [β] = h−1

∞∑
γ=−∞

D1 [β − γ]Uexp [γ] , β = 0, k − 1.

Let β = k − 1, then

◦
C1 [k − 1] = h−1

∞∑
γ=−∞

D1 [k − 1− γ]Uexp [γ]

= h−1 {D1 [0]Uexp [k − 1] +D1 [1]Uexp [k − 2] +D1 [−1]Uexp [k]}

=
h−1

(1− e2h)
·
{

1− e−h + eh − e2h
}

=
eh − 1

heh
,

thus,
◦
C1 [k − 1] = eh−1

heh
for β = k − 1.

Compute
◦
C1 [0]

◦
C1 [0] = h−1

∞∑
γ=−∞

D1 [−γ]Uexp [γ]

= h−1 {D1 [0]Uexp [0] +D1 [1]Uexp [−1] +D1 [−1]Uexp [1]}

=
h−1

2(1− e2h)
·
{

(1 + e2h)(e−hk − ehk−h − e−hk+h + ehk)

−e−h(−e−hk + e−hk−h − ehk+h − ehk)
}

− h−1

2(1− e2h)
·
{
e−h(e−hk+h − ehk−2h − e−hk+2h + ehk−h)

}
=

h−1

2(1− e2h)
· 0 = 0,

hence,
◦
C1 [0] = 0 for β = 0.

Now calculate
◦
C1 [β] for β = 1, k − 2

◦
C1 [β] = h−1

∞∑
γ=−∞

D1 [−γ]Uexp [γ]

= h−1 {D1 [0]Uexp [β] +D1 [1]Uexp [β − 1] +D1 [−1]Uexp [β + 1]}

=
h−1

2(1− e2h)
·
{

(1 + e2h)(1− eh)(e−hk+hβ − ehk−hβ−h)
}

− h−1

2(1− e2h)
·
{
e−h(1− eh)(e−hk+hβ−h − ehk−hβ)

}
8
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− h−1

2(1− e2h)
·
{
e−h(1− eh)(e−hk+hβ+h − ehk−hβ−2h)

}
=

h−1

2(1− e2h)
· 0 = 0,

thereby,
◦
C1 [β] = 0 for β = 1, k − 2.

Finally, we have proved the following theorem.

Theorem 2.3 In the Hilbert space W
(2,1)
2 (0, 1) there is a unique optimal ex-

plicit difference formula of the Adams-Bashforth type whose coefficients are de-
termined by following expressions

C [β] =


1 for β = k,
−1 for β = k − 1,

0 for β = 0, k − 2,
(22)

◦
C1 [β] =

{
eh−1
heh

for β = k − 1,

0 for β = 0, k − 2.
(23)

Thus, the optimal explicit difference formula in W
(2,1)
2 (0, 1) has the form

ϕn+k = ϕn+k−1 +
eh − 1

eh
ϕ′n+k−1, (24)

where n = 0, 1, ..., N − k, k ≥ 1.

3 Optimal implicit difference formulas of Adams-
Moulton type in the Hilbert space W

(2,1)
2 (0, 1)

Consider an implicit difference formula of the form

k∑
β=0

C[β]ϕ[β]− h
k∑

β=0

C1[β]ϕ′[β] ∼= 0 (1)

with the error function

`(x) =
k∑

β=0

C[β]δ(x− hβ) + h
k∑

β=0

C1[β]δ′(x− hβ) (2)

in the space W
(2,1)
2 (0, 1).

In this section, we also consider the case C[k] = −C[k−1] = 1, and C[k−i] = 0,
i = 2, k , i.e. Adams-Moulton type formula. Minimizing the norm of the error
functional (2) of an implicit difference formula of the form (1) with respect to

the coefficients C1[β] , β = 0, k in the space W
(2,1)
2 (0, 1) we obtain a system of

linear algebraic equations{
h
∑k
γ=0

◦
C1 [γ]G′′2(hβ − hγ) + de−hβ = f [β] , β = 0, k

h
∑k
γ=0

◦
C1 [γ] e−hγ = g.

9
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Here
◦
C1[β] are unknowns coefficients of the implicit difference formulas (1),

β = 0, k and d is an unknown constant,

f [β] = G′2(hβ − hk + h)−G′2(hβ − hk)

=

{
1
4

(
1− eh

) (
e−hk+hβ − ehk−hβ−h

)
, β = 0, k − 1,

1
4

(
eh + e−h − 2

)
, β = k,

(3)

g = e−hk+h − e−hk. (4)

Assuming, in general, that

◦
C1[β] = 0 , for β < 0 and β > k, (5)

rewrite the system in the convolution form{
h
◦
C1 [β] ∗G′′2 (hβ) + de−hβ = f [β] , β = 0, k,

h
∑k
γ=0

◦
C1 [γ] e−hγ = g.

Denote by Uimp[β] = h
◦
C1 [β] ∗G′′2 (hβ) + de−hβ . Shows that

Uimp[β] = f [β] for β = 0, k (6)

Now we find Uimp[β] for β < 0 and β > k. Let β < 0, then

Uimp [β] = h
k∑
γ=0

◦
C1 [γ]

sgn (hβ − hγ)

2

(
ehβ−hγ − e−hβ+hγ

2

)
+ de−hβ

= −e
hβ

4
h

k∑
γ=0

◦
C1 [γ] e−hγ +

e−hβ

4
h

k∑
γ=0

◦
C1 [γ] ehγ + de−hβ .

Here d+ is defined by the equality

d+ =
e−hβ

4
h

k∑
γ=0

◦
C1 [γ] ehγ + de−hβ . (7)

Similarly, for β > k we have

Uimp [β] = h
k∑
γ=0

◦
C1 [γ]

sgn (hβ − hγ)

2

(
ehβ−hγ − e−hβ+hγ

2

)
+ de−hβ

=
ehβ

4
h

k∑
γ=0

◦
C1 [γ] e−hγ − e−hβ

4
h

k∑
γ=0

◦
C1 [γ] ehγ + de−hβ .

10
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Here d− is defined by the equality

d− = −e
−hβ

4
h

k∑
γ=0

◦
C1 [γ] ehγ + de−hβ . (8)

(7) and (8) immediately imply that

d =
d+ + d−

2
. (9)

So Uimp[β] for any β ∈ Z is defined by the formula

Uimp [β] =


− e

hβ

4 g + e−hβd+ for β > k,

f [β] for β = 0, k,
ehβ

4 g + e−hβd− for β < 0.

(10)

If we operate operator (20) on expression Uimp[β], we get

◦
C1[β] = h−1D1[β] ∗ Uimp[β] , β ∈ Z. (11)

Assuming that
◦
C1[β] = 0 for β < 0 and β > k, we get a system of linear

equations for finding the unknowns d+ and d− in the formula (10). Indeed,
calculating the convolution, we have

h−1D1 [β] ∗ Uimp [β] = h−1
∞∑

γ=−∞
D1 [β − γ]Uimp [γ]

= h−1
−1∑

γ=−∞
D1 [β − γ]Uimp [γ] + h−1

k∑
γ=0

D1 [β − γ]Uimp [γ]

+h−1
∞∑

γ=k+1

D1 [β − γ]Uimp [γ]

= h−1
∞∑
γ=1

D1 [β + γ]Uimp [−γ] + h−1
k∑
γ=0

D1 [β − γ]Uimp [γ]

+h−1
∞∑
γ=1

D1 [β − k − γ]Uimp [k + γ] . (12)

Equating the expression (12) to zero with β = −1, β = k + 1 and using the
formulas (10), (20) we get{

h−1D1 [0]Uimp [−1] + h−1D1 [1]Uimp [−2] + h−1D1 [−1]Uimp [0] = 0,
h−1D1 [0]Uimp [k + 1] + h−1D1 [1]Uimp [k] + h−1D1 [−1]Uimp [k + 2] = 0

11
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or{
2
(
1 + e2h

) [
− 1

4e
−hg + ehd+

]
− 2eh

[
− 1

4e
−2hg + e2hd+

]
− 2ehf [0] = 0,

2
(
1 + e2h

) [
1
4e
hk+hg + e−hk−hd−

]
− 2eh

[
1
4e
hk+2hg + e−hk−2hd−

]
− 2ehf [hk] = 0.

By virtue of the formulas (3) and (4), finally, we find

d+ =
1

4

(
ehk − ehk−h

)
, (13)

d− =
1

4

(
ehk−h − ehk

)
. (14)

Then from (9) we find that d = 0.
As a result, we rewrite Uimp[β] through the (13) and (14) as follows

Uimp [β] =


− e

hβ

4 g + e−hβ

4

(
ehk − ehk−h

)
for β > k,

f [β] for β = 0, k,
ehβ

4 g + e−hβ

4

(
ehk−h − ehk

)
for β < 0.

(15)

Now we turn to calculating the optimal coefficients of implicit difference formulas
◦
C1[β] , β = 0, k according to the formula (11)

◦
C1[k] = h−1

∞∑
γ=−∞

D1[k − γ]Uimp[γ] =

= h−1 {D1[0]Uimp[k] +D1[1]Uimp[k − 1] +D1[−1]Uimp[k + 1]} =

=
h−1

2 (1− e2h)

(
−2e2h + 4eh − 2

)
=

eh − 1

h (eh + 1)
.

So
◦
C1[k] = eh−1

h(eh+1)
.

Calculate the next optimal coefficient

◦
C1[k − 1] = h−1

∞∑
γ=−∞

D1[k − γ − 1]Uimp[γ] =

= h−1 {D1[0]Uimp[k − 1] +D1[1]Uimp[k − 2] +D1[−1]Uimp[k]} =

=
h−1

2 (1− e2h)

(
−2e2h + 4eh − 2

)
=

eh − 1

h (eh + 1)
.

Thus
◦
C1[k − 1] = eh−1

h(eh+1)
.

Go to computed
◦
C1[β] when β = 1, k − 2

◦
C1[β] = h−1

∞∑
γ=−∞

D1[β − γ]Uimp[γ]

12

311

J. COMPUTATIONAL ANALYSIS AND APPLICATIONS, VOL. 32, NO.1, 2024, COPYRIGHT 2024 EUDOXUS PRESS, LLC

Shadimetov et al 300-319



= h−1 {D1[0]Uimp[β] +D1[1]Uimp[β − 1] +D1[−1]Uimp[β + 1]}

=
h−1

2 (1− e2h)

{(
1 + e2h

) (
e−hk+hβ − ehk−hβ−h − e−hk+hβ+h + ehk−hβ

)}
− h−1

2 (1− e2h)

{
eh
(
e−hk+hβ−h − ehk−hβ − e−hk+hβ + ehk−hβ+h

)}
− h−1

2 (1− e2h)

{
eh
(
e−hk+hβ+h − ehk−hβ−2h − e−hk+hβ+2h + ehk−hβ−h

)}
=

h−1

2 (1− e2h)
· 0 = 0 .

Thereby,
◦
C1[β] = 0 , for β = 1, k − 2.

Then calculate
◦
C1[0]

◦
C1[0] = h−1

∞∑
γ=−∞

D1[−γ]Uimp[γ]

= h−1 {D1[0]Uimp[0] +D1[1]Uimp[−1] +D1[−1]Uimp[1]}

=
h−1

2 (1− e2h)

{(
1 + e2h

) (
e−hk − ehk−h − e−hk+h + ehk

)}
− h−1

2 (1− e2h)

{
eh
(
−e−hk + e−hk−h + ehk+h − ehk

)}
− h−1

2 (1− e2h)

{
eh
(
e−hk+h − ehk−2h − e−hk+2h + ehk−h

)}
=

h−1

2 (1− e2h)
· 0 = 0.

hence
◦
C1[0] = 0.

Finally, we have proved the following.

Theorem 3.1 In the Hilbert space W
(2,1)
2 (0, 1), there exists a unique optimal

implicit difference formula, of Adams-Moulton type, whose coefficients are de-
termined by formulas

C[β] =


1 for β = k,
−1 for β = k − 1,

0 for β = 0, k − 2,
(16)

◦
C1[β] =


eh−1

h(eh+1)
for β = k,

eh−1
h(eh+1)

for β = k − 1,

0 for β = 0, k − 2 .

(17)

Consequently, the optimal implicit difference formula in W
(2,1)
2 (0, 1) has the

form

ϕn+k = ϕn+k−1 +
eh − 1

eh + 1

(
ϕ′n+k + ϕ′n+k−1

)
, (18)

where n = 0, 1, ..., N − k, k ≥ 1.

13
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4 Norm of the error functional of the optimal
explicit difference formula

The square of the norm of an explicit Adams-Bashforth type difference for-
mula is expressed by the equality

∥∥∥` ∣∣∣W (2,1)∗
2 (0, 1)

∥∥∥2

=
k∑
γ=0

k∑
β=0

C[γ]C[β]G2 [γ − β]−

−2h
k−1∑
γ=0

C1[γ]
k∑

β=0

C[β]G′2 [γ − β]− h2
k−1∑
γ=0

k−1∑
β=0

C1[γ]C1[β]G′′2 [γ − β] . (1)

In this section, we deal with the calculation of the squared norm (1) in the space

W
(2,1)
2 (0, 1). For this we use the coefficients C[β] and

◦
C1[β], which is detected

in the formulas (22) and (23).
Then we calculate (1) in sequence as follows.

∥∥∥◦` ∣∣∣W (2,1)∗
2 (0, 1)

∥∥∥2

=

k∑
γ=0

C[γ] {G2 [γ − k]−G2 [γ − k + 1]}

−2h
k−1∑
γ=0

◦
C1[γ] {G′2 [γ − k]−G′2 [γ − k + 1]}

−h2 e
h − 1

heh

k−1∑
γ=0

◦
C1[γ] {G′′2 [γ − k + 1]}

= G2 [0]−G2 [1]−G2 [−1]+G2 [0]−2(eh − 1)

eh
{G′2 [−1]−G′2 [0]}− (eh − 1)2

e2h
G′′2 [0]

= −2G2 [1] +
2(eh − 1)

eh
G′2 [1] =

2(eh − 1)

eh
· sgn(h)

2

(
eh + eh

2
− 1

)
−2 · sgn(h)

2

(
eh − eh

2
− h
)

=
eh − 1

eh
· e

2h − 2eh + 1

2eh
− e2h − 1

2eh
+ h

= h−
(
eh − 1

) (
3eh − 1

)
2e2h

.

As a result, we get the following outcome.

Theorem 4.1 The square of the norm of the optimal error functional of an

explicit difference formula of the form (1) in the quotient space W
(2,1)
2 (0, 1) is

expressed as formula∥∥∥◦` ∣∣∣W (2,1)∗
2 (0, 1)

∥∥∥2

= h−
(
eh − 1

) (
3eh − 1

)
2e2h

.

14
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5 Norm of the error functional of the implicit
optimal difference formula

In this case, the square of the norm of the error functional of an implicit
Adams-Moulton type difference formula of the form (1) is expressed by the
equality ∥∥∥` ∣∣∣W (2,1)∗

2 (0, 1)
∥∥∥2

=
k∑
γ=0

k∑
β=0

C[γ]C[β]G2 [γ − β]−

−2h
k∑
γ=0

C1[γ]
k∑

β=0

C[β]G′2 [γ − β]− h2
k∑
γ=0

k∑
β=0

C1[γ]C1[β]G′′2 [γ − β] . (1)

Here we use the optimal coefficients of an implicit difference formula of the form
(1), which is detected in the formulas (16) and (17).
Then, we calculate (1) as follows∥∥∥◦` ∣∣∣W (2,1)∗

2 (0, 1)
∥∥∥2

=
k∑
γ=0

C[γ] {G2 [γ − k]−G2 [γ − k + 1]}

−2h
k∑
γ=0

◦
C1[γ] {G′2 [γ − k]−G′2 [γ − k + 1]}

−h2 eh − 1

h (eh + 1)

k∑
γ=0

◦
C1[γ] {G′′2 [γ − k] +G′′2 [γ − k + 1]}

= G2 [0]−G2 [1]−G2 [−1]+G2 [0]−2h(eh − 1)

h (eh + 1)
{G′2 [0]−G′2 [1] +G′2 [−1]−G′2 [0]}

−
h2
(
eh − 1

)2
h2 (eh + 1)

{G′′2 [0] +G′′2 [1] +G′′2 [−1] +G′′2 [0]}

= −2G2 [1] +
4(eh − 1)

eh + 1
G′2 [1]− 2

(
eh − 1

)2
(eh + 1)

G′′2 [1]

=
4(eh − 1)

eh + 1
· sgn(h)

2

(
eh + eh

2
− 1

)
− 2 · sgn(h)

2

(
eh − eh

2
− h
)

−2

(
eh − 1

)2
(eh + 1)

· sgn(h)

2

(
eh − eh

2

)

= h− e2h − 1

2eh
+

2
(
eh − 1

)2 (
eh − 1

)
2eh (eh + 1)

−
(
eh − 1

)2 (
eh − 1

)
2eh (eh + 1)

= h+

(
eh − 1

)
2eh

((
eh − 1

)2
eh + 1

− eh − 1

)
= h−

2
(
eh − 1

)
eh + 1

.

Consequently, we get the following result.
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Theorem 5.1 Among all implicit difference formulas of the form (1) in the

Hilbert space W
(2,1)
2 (0, 1), there is a unique implicit optimal difference formula

square the norms of the error functional of which is determined by the equality∥∥∥◦` ∣∣∣W (2,1)∗
2 (0, 1)

∥∥∥2

= h−
2
(
eh − 1

)
eh + 1

.

6 Numerical results

In this section, we give some numerical results in order to show tables and
graphs of solutions and errors of our optimal explicit difference formulas (24) and
optimal implicit difference formulas (18), with coefficients given correspondingly
in Theorem 2.3 and Theorem 3.1. We show the results of the created formulas
in some examples in the form of tables and graphs. Here, of course, the results
presented in the table are then shown in the graph.

Figure 1:

Figure 2:
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Figure 3:

Figure 4:

The tables in Figures 1, 3, and 5 show the exact and approximate solutions
and the differences between the exact and approximate solutions.

According to the tables in Figures 1 and 3 on the left side of these Figures
2 and 4 are graphs of approximate and exact solutions, and on the right side of
these Figures 2 and 4 graphs of the difference between the actual and approxi-
mate solutions are shown. As can be seen from the results presented above, in a
certain sense, the optimal explicit formula gives better results than the classical
Euler formula.

In accordance with the table, shown in Figure 5, on the left side of these
Figure 6, graphs of approximate and exact solutions are shown, and on the
right side of these Figure 6, graphs of the difference between the authentic and
approximate solutions. As can be seen from the results presented above, in a
certain sense, optimal explicit and implicit difference formulas give better results
than the classical Euler formula.

It should also be noted that with the help of newly constructed difference
schemes, it is possible to obtain approximate solutions with good accuracy.

17
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Figure 5:

Figure 6:

Also, with the help of these methods, it is possible to solve problems in various
fields of mechanics. The cited numerical results were obtained using the Python
programming language.

7 Conclusion

In conclusion, In this paper, new Adams-type optimal difference formulas are
constructed and exact expressions for the exact estimation of their error are
obtained. Moreover, we have shown that the results obtained by the optimal

explicit difference formulas constructed in the W
(2,1)
2 (0, 1) Hilbert space are

better than the results obtained by the Euler formula. In addition, the optimal
implicit formula is more accurate than the optimal explicit formula and the
effectiveness of the new optimal difference formulas was shown in the numerical
results.
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