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Abstract

In this study, we have investigated a diabetes model and its complication using
the Katugampola fractional derivative in Caputo sense. We studied a deterministic
mathematical model that uses non integer derivatives to precisely depict the dy-
namics of diabetes mellitus. We have employed g-homotopy analysis generalized
transform method (g-HAGTM) to find analytical approximate solution for pre-
sented model. Furthermore, the fixed-point theorem is employed to present the ex-
istence as well as uniqueness analysis of obtained solution for the discussed model.
The obtained results are further complemented by conducting numerical simula-
tions, providing graphical demonstrations that support and illustrate the findings.
This approach enables us to understand and develop efficient ways to cure these
diseases.

Keywords: Diabetes model; Caputo-Katugampola fractional derivative; General-
ized Laplace transform

1 Introduction

Diabetes is a rapidly growing global concern, with its occurrence and prevalence on
the rise worldwide. This chronic condition imposes a substantial burden not only on
individuals but also on society as a whole due to the numerous complications associ-
ated with the disease. It is a chronic metabolic disorder characterized by high levels of
glucose in the blood. It occurs when the body either does not produce enough insulin
or cannot effectively use the insulin it produces. There are mainly 2 types of diabetes,
Type 1 diabetes, often referred to as insulin-dependent diabetes mellitus IDDM), typ-
ically manifests in individuals below the age of 40, although it can occur at any age.
It accounts for approximately 10 to 15 percent of the diabetic population. Type 1 dia-
betes is characterized by an autoimmune response in which the body’s immune system
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mistakenly attacks and destroys the insulin-producing cells in the pancreas. As a re-
sult, people with Type 1 diabetes require lifelong insulin treatment to regulate their
blood sugar levels. Type 2 diabetes, previously known as non-insulin-dependent di-
abetes mellitus (NIDDM), is the most common form of diabetes, accounting for ap-
proximately 85 to 90 percent of all cases. In this the body either does not produce
enough insulin or becomes resistant to its effects, leading to elevated blood sugar lev-
els. Prolonged hyperglycemia (having blood glucose concentration higher than 70-180
mg/dl), can result in long-term complications, such as neuropathy, retinopathy, and
cardiovascular and heart diseases and pose significant risks to individuals and impact
their quality of life and overall health [30, 24} [1]]. In 2003, around 194 million people
had diabetes, making up over 3% (5.1% for ages 20 to 79) of the global population.
The prevalence of diabetes is on the rise, and it is projected to reach approximately
333 million people (6.3%) by 2025 [5]. Researchers have produced a multitude of
studies aimed at developing mathematical models for predicting the proliferation of
diabetes and issues coherent with it, such as Pandit et al. [20], Makroglou et al. [17],
Patil et al. [21] and others. Numerous scientists and mathematicians have empiri-
cally validated the usefulness of fractional extensions of integer-order mathematical
models in systematically representing natural phenomena, exemplified by methodolo-
gies such as the Caputo approach, which adeptly captures and represents the inherent
characteristics of real-world processes [28) [10]. Singh et al. [26] presented analy-
sis of fractional diabetes model with exponential law using Caputo—Fabrizio fractional
derivative. Miller and Ross [18]], Podlubny [22] authored their work namely “An intro-
duction to the fractional calculus and fractional differential equations” and “fractional
differential equation” respectively in which they focused on derivatives and integrals
of fractional order and highlighted the evolution of fractional calculus and its applica-
tion in modelling physical problems. In this paper we have used Katugampola frac-
tional derivative in Caputo sense to formulate fractional diabetes model including its
inherent complication factors such as its occurrence, spreading, healing and natural
mortality rate. The Caputo derivative [6] and the Riemann-Liouville derivative [9] are
two often used fractional derivatives. A novel fractional order derivative, introduced
by Katugampola [[14} [13]], provides a generalized fractional derivative encompassing
both the Riemann-Liouville and Hadamard fractional integrals and derivatives. Lately,
Katugampola fractional derivative in Caputo sense has been used due to its ability to
capture both local differentiation and integration properties and provides framework for
handling systems with fractional exponents, which makes it well-suited for modeling
and analyzing systems with fractional dynamics. Almeida et al. in [4] introduced a
fractional operator of new kind, namely Katugampola derivative in Caputo type with
special cases being the Caputo and the Caputo—Hadamard fractional derivatives. In this
article, the diabetes model is developed with the main goal of examining the diabetes
model using a novel non integer order derivative and to studying the specifications re-
garding the existence and uniqueness of the diabetes model’s solution. In this work, we
study the fractional diabetes model by applying the g-HAGTM. The ¢g-HAGTM [23]],
which is related to fractional order diabetes modeling is used to find approximate an-
alytical solution. The generalized Laplace transform (GLT) [12] and the g-homotopy
analysis method (g-HAM) [7, 8] are combined in the utilized methodology to produce
an effective result. An advancement of HAM is called g-HAM, which is a more gener-
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alized approach than HAM [15 [16], has been established the search for more elegant
methods to enlarge the convergence region. The g-homotopy analysis method has been
exploited by the authors and used to interpret non-linear arbitrary PDEs [3} 2} [23]]. By
Singh et al [27], the g-HATM methodology was presented. In this, unlike prior ap-
proaches no discretization, linearization, or perturbation is required. The g-HAGTM
employs two convergence parameters denoted as n and 7 which allows greater flexi-
bility in modifying and regulating the convergence rate and region of convergence for
the series solutions. The studied method is novel in sense that it yields a simple opti-
mal solution, a significant region of convergence, and a non-local effect in the attained
solution. Hence, In presented work we have utilized the novel Katumgampola based
fractional derivative model to simulate spread of diabetes in human populus while also
presenting the effect of external factors on it’s occurrence, spreading, healing and nat-
ural mortality rate. This article is presented in following order- we introduce the def-
initions of Caputo derivative, Caputo-Katugampola fractional derivative, generalized
Laplace transform,Katugampola integral opreator in Section 2. In Section 3, funda-
mental procedure of the implemented analytical technique that is g-HAGTM is given.
Description of discussed model is presented in mathematical form in Section 4. In
Section-5, we have obtained analytical solution to fractional order diabetes model and
its complication by using ¢-HAGTM. In Section 6, the fixed-point theory is used to
investigate the existence and uniqueness of the system’s solutions. Numerical simula-
tion with graphical representation is shown in Section 7. Finally, the conclusion of this
research article is presented in Section 8.

2 Mathematical preliminaries

Definition 1: The fractional order (p) Caputo derivative [6] is described as follows,
1 T D () dy
(=p) Ju (x=vp’

Definition 2: The Katugampola fractional derivative (KFD) [14,[13]] in Caputo kind of
order O < p < 1 of the function & (7) can be given as

1 Tt =1\ &)
kepPig (1) = 224 2
« DE(T) I —P)L ( ; ) ¢ v, (@)

yl=n

D (M) = ¢ (I-1<p<l),leN. 1)

where the differential operator ¢ is defined by ¢ = Tl‘”%. If we consider n = 1, the
fractional derivative (FD) in Eq. (2) becomes the Caputo fractional derivative with
order p . If n approaches 0, then the FD of Eq. (2) results into Caputo-Hadamard FD
of order p.

Definition 3: Let &, m : [a, ) — R be real valued function s.t. m(7) is continuous and
m’(7) > 0 on [a, ). Now, if the GLT [12] of £(7) exists, then

L&D} (s) = f ) e DD e (ry ' (1) d, 3)

a

’s’ being the GLT parameter.
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Note that if we set a = 0 and m ()= in Eq. (3), then GLT transforms into the classical
Laplace transform (LT) but if we set m (1) = %’ and a = 0, then GLT reduces to n—LT

[L1]]. This inclusive study is represented as the GLT with m (1) = %7 with a = 0 by
T—U"—LT. Henceforth, the %"— LT is described as

< d
La (£ (5) = f e o @

The :—;’—LT of the KFD in Caputo kind [[11,[29] can be stated as follows

P
el p-rtie
n n SLTF

La {(kepf "¢ @)} (5) = "L (1) () = 57 € (0). 5)
Definition 4: The Katugampola integral operator [14] of fractional order p is defined
as e

(+178)(T) = 1

o Jo ot ©

3 Fundamental plan of g-homotopy analysis general-
ized transform method ( g-HAGTM)

Principal scheme of proposed method is discussed by studying a nonlinear differential
equation associated to the Katugampola derivative. It can be stated as follows

kepTE@ + ME@ + Q6@ = f(D),  I-1<p<l, ™

here &(7) is a function in time 7 and kcp?” represents the Caputo-Katugamopla deriva-
tive of order p, R denotes the linear bounded operator, Q denotes common nonlinear
differential operator,which is Lipschitz continuous and f (7) stands for source term.
Apply GLT operator on Eq. (7), we have

La [kepf"€ (0] + L [ME (@) + Q€ (] = La [f(7)]. ®)
On using the GLT of Caputo-Katugampola fractional derivative, we have
SLa [£ (@] () = #716(0) + Lo [ME@ + Q6 (D] = La [f(@] =0. (9)
On refining the Eq. (9), we get

1 1
LalE@)) - - €0+  |La [ME@ + 06 @] - Lalf®)] =0. (10)
Now, we present a nonlinear operator which is given as follows
1
Qlp@ ] =La [¢(:9)] = < ¢(0:9)(07)

1
+= |12 Mo @) + 06 o) - Lalfma)|. (D)
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Here g € [O, %] and ¢ (1;q) denotes a real valued function. Further, in subsequent
approach, we set a homotopy

(1 =ng) Lo [¢(7:9) = o (D] = hg Q14 (7 9], 12)

where L indicates that the GLT operator, the auxiliary parameter 7 # 0 and ¢ (7; q)

is an unknown function, &, (7) is an initial approximation of £ (7). Furthermore, by
substituting the embedding parameter values of ¢ = 0 and ¢ = 1/n, it gives

1
¢ (1;0) =& (1) ¢(T; r—l) =¢£(). (13)
Therefore, when ¢ progresses from 0 to %, ¢ (13 q@) transforms from &, (7) to the solu-

tion £ (). Expanding ¢ (; g) into a series form by employing Taylor’s theorem about
parameter g, we get

(1) =& () + Y &1, (14)
k=1
where, ’
G0 = qog W@ (15)

If the initial condition &, (1), asymptotic parameter n and convergence control parame-
ter 71 are expressed appropriately, then Eq. (15) converges at g = %, then, we obtain the
subsequent equation

£() =& @+ Y (D). (16)
k=1

The solution given by Eq. (16) is a solution of discussed Eq. (7). Using Eq. (16) and
Eq. (12). Solution of governing equation can be attained as

& (1) = {6 (1), &1 (D), ... & (D) a7
On differentiating Eq. (12) k-times w.r.t ¢ and then multiplying by 1/k! and substituting
g =0, we get
Lo [& (1) = aiéir ()] = B[R (E-1)]- (18)
Employing the inverse GLT operator on Eq. (18), we attain the subsequent result
& (1) = it (1) + AL [Ri(En)]- (19)
Where «y, is defined as
0, ifk<1
= 20
W {n, k>1 (20)

and we represent the value of Ry(&—1) as follows

We(in) = Lo 61 0] - (1= 22) |57 €0 + 57La £
+ 5 Lo [Rér + A (2D)
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In Eq. (21) A exhibit the homotopy polynomial [[19] and given as

L1 o6 q)] 22)
k== | % s 5
Tk | o4 4=0
and
P(Tiq)=do+qp +q b +.... (23)

On utilizing Eq. (21) in Eq. (19), we attain the subsequent equation

&0 = @+ W& @ -1 - 2) 12 [0 + 57La £

+hL) [s-f’Lﬂ [RE, + Ak_l]] . (24)

Hence, by utilizing Eq. (24), we can determine various components of & (1) forn > 1
and g-HAGTM solution can be given by the following equation

0 k
=) (1) am. (3)

k=0

4 Fractional diabetes mathematical model

The diabetes model in classical form, along with its complications [5] can be given as

dD
— =P—-(y+wD+C,
dr
d
—C=P+yD—(n+w+a+,B)C. (26)

dr

Here C indicates number of diabetics with complications. D denotes number of di-
abetics without complications at time 7. N = N (1) = C (1) + D(7) represents size
of population having diabetes at the time 7. The occurrence of diabetic mellitus is
denoted by P. vy indicates probability of developing a complication. a shows rate at
which patients with complications become severely disabled. 8 denotes the mortality
rate due to complications. @ indicates the rate of natural mortality. 7 shows rate at
which complications are cured.

dac

yr —(y+0)C +yN,
%ZP—(CY+,B)C—IUN. 27)
Where o = n + @ + a + B, with the initial condition
C(0) = Cy,N(0) = N,. (28)

As the classical order derivative does not attribute memory to the system, hence, in
order to contain the whole memory of the system, we change the model (27) from
integer order derivative to the Katugampola fractional derivative in the Caputo sense.

kep?'C (1) = —(y + o) C + yN,
kep? "N () = P —(a +B8)C — wN. (29)
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5 ¢-HAGTM algorithm for fractional diabetes model
and its complication

In this section, we solve the fractional order diabetes model and its complication Eq.
(29) subjecting to the initial condition Eq. (28) by ¢-HAGTM, we get

La [kepg"C (@] (5) = Loy [~ (v + ) C + yN],

La |ken?™N ()] (s) = La [P~ (@+p)C~wN]. (30)

After employing the GLT formula for the Katugampola fractional derivative and further
simplification, we get

s La {C(0)}(s) = s'C(0) = Lo [-(y + o) C +yN],

$* La {N(@)}(s) = " 'N©)=Lu [P~ (@ +8)C — @N]. 31)

On simplification Eq. (31), we have

Co 1
La {C(D)(s) = TO - ;{Lg [—(7+0)C+7N]},

N 1
La (N@)(s) =~ = S—p{Lﬂ [P—(a+,3)C—wN]} = 0. (32)
We present the non-linear operator given as follows
Co 1
01(CTia) = La (Crig ()~ = - —{La [~ + D) (Crig +y Vgl
No 1
0:(N.739) = La N30} () - =2 = —{La [P= @+ B (C.iq) - w N3]}
(33)
The term of the kK order deformation equation are as follows
Lo {Cr (1) — sk Cr—1 (D)} = TRy 4 (Cp—y (7)),
Lo {Ne (1) = a1 (1)} = iR (Nj-1 (7)) (34)
Where
ar\(C 1
Wix (Coon) = Lz (Gt} = (1= ) (22) = S {ra -0+ ) Gy yNec]),
G n N sP n

ar\ (N 1
Mok Nee) = L Neeth=(1= ) (B2~ {12 [P = @+ B Gt - el 39)
By using the inverse GLT on Eq. (34), we get

Ci (1) = 4 Cy—1 (7) + BL) Ry 4 (Crey (7)),
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Ni (1) = Nie1 (7) + R Ro g (Nt (7). (36)

n

Solution to the k" order deformation equation is expressed by

Clr) = iy (7) + ML) {L (Gt = (1= 2)(2) - 5 {La -0+ + yNk_l]}},

Ni (1) = ax Ny (T)+hL%71 {L;l {Ni—1} - (1 - %)(&) L {LTj [P~ (a+pB)Ci1 — WNk—l]} .

n s sP
(37
Putting k = 1,2... in Eq. (37), we obtain
1 1\’
Ci (1) =h[(y +0)Co—yNo] ) (;) ,
1 1\’
NI(T):h[—P+(a/+ﬁ)CO+wN0]F(1+p) (—) . (38)
Similarly
p
Cx0) = 1+ )y + ) Co = o) 7 (%ﬁ) 412 {[(r + 02 Co =y (y + ) No]

1 1\
—7[—P+(C¥+,3)C0+1UN0]}F(1—+Zp) (;) ,

1 1\ 1 7\
N2 (0) = (4 WA [=P+ @+ 5) Co+ oMol (F) T (7)

1 n\*
+h2{(a+ﬁ) [(7+0-)C0_7N0] +u [_P+(a' +ﬂ)C0+7D'N()]}F(1—+2p) (%) .

(39)
By following the same procedure remaining terms for k£ > 2 find the series solution

of model. So, the solution of fractional order diabetes and its complication model Eq.
(29) is given by

1 1\
Ck(T)ZC()(T)+—C1(T)+(—) CQ(T)+...,

n n

1 1\
Nk(T)ZNo(T)+;N1(T)+(;) NQ(T)+.... (40)

6 Analysis of existence and uniqueness of the obtained
solution

Here, we investigate the existence of a solution for the fractional diabetic model through
the fixed point assumption.
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Now, using the Katugamola integral oprator given by Eq. (4) to the system (29), we
obtain the subsequent integral equations
l-p

CH-CO)= nr_p fOT [~ (y +0) C +yN]- v @ = 1Y~ dv,

1- T
N(t)-N(0) = %fo [P—(a+pB)C—wN]- vz - vIY Ly, 41

For ingenuity, we find out
K (1,C) = [-(y +0)C +yN],

Ky (t,N)=[P—(a+B)C —wN]. 42)

Theorem 1: The kernels K;, i = 1,2 satisfy the Lipschitz condition, when 0 < ¥, <
1,i=1,2.

Proof. Suppose K (1,C) = [ (y + o) C + yN], is the kernel and C (1) and Ci(r) be
two functions, consequently we obtain the following

IK1 (r,C) = K1 (7, C)l = [[[- (7 + ) C +yN] = [ (y + ) €1 + ¥N])|.
=~ (y + o) - (C(@®) = C1 (D]

<—(y+0)-I(Cr) = Ci(D)l

< YIC(@) = Cr(@)Il. (43)

Now consider ¥ = — (y + o) < 1, let P; = max;g||C(7)|| and P, = max,cg|N(7)|| are
bounded function then, we find

1K (7, C) = Ky (7, Il < WL II(C(7) = C1 (D). (44)

Obviously, which is Lipschitz condition for K;. In addition if 0 <¥; < 1. Then C (1)
has an upper bound.
In the same way, we can show that

IK2 (7, N) = K3 (7, NIl < 2 |[(N(7) = Ni(D)]]- (45)

From Eq. (42) K, and K, are the kernels. Then the associate integrals are found

1+ T
C(r)=C(0)+ U f K (v, C) VI (@ =y,
Ip Jo
1-, T
N(7)=N(©0)+ ﬁf K (v, N) - v (7 =1y . (46)
Lo Jo

Further, we get

1-p T
Ca(n) = CO)+ T f Ky (v, Cpmy) VL@ =01 aly,
Lo Jo
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1- T
N,(t) =N(0) + % f K> (v, Np_y) - VN = V1P Ly, 47
0

Where the initial conditions are
C0)=Cy and N (0) = N,. 48)

After subtracting consecutive terms, we have

1-p T
2= G0 =G (0= 1 f (Ky (0, Cot) = K1 (v, Coa)) X VL (21 =7y,
0

1-p T
Ay = Ny (1) = Nyt (1) = UF_ f (K5 (v, Noe1) = Ko (v, Ny2)) X V71 (27 =01~ v,
P Jo

(49)
Taking the below
Co(0) = ) Ej(),
j=1
N, (D) = )" Aj(x). (50)
j=1

Hence forth by applying the tri-angular and norm properties on equation of (49), we
arrive at the following equation

IEall =11 C (0)=Crey (DI < L (1, Cmt) = Ky (v, Co)) X VL (@ = v v

lALll = 1| Np (1) =Nn-

1) = Ko (v, Ny_2)) X V11 (7 = 1! de .
1)

While satisfying the Lipschitz conditions the kernels yield the following outcomes

1Cr(t) = Cooy DI £ —f (K| (v, Coet) = K1 (v, Cooa )l X VI (27 =01~ dly

l—p
-1 -1
< lIll ﬁ ”Cn 1= n—2|| X V” (TU - VTI)P dV,

| Np (1) = Nyt (DI < —f (K (v, Nue1) = Ka (v, eI X V17 (@ =T dy

lp
<%F— ||Nn1 Nl x v @ =1y . (52)
P

Therefore, we obtain the following
n'r (T 1
IE < ¥ f IEact (Ol X V1~ @ =P ay,
I'p Jo

10
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1-p T
Al < ‘Pznr—p f 8w @I X V7 @ = V1Y~ v, (33)
0

Theorem 2. The Katugampola fractional derivative non-integer order fractional dia-
betic model has unique solution provided that the following conditions are satisfied for

Tmax .

\Pi Tnmax
To+1\ 7n

Proof. Here, we assume that C (7) and N (1) are bounded functions and fulfills the
Lipschitz condition, then using Eq. (53), and using recursive techniques, we have

\Pl T”max ’1"
Ip+1\ 7 ’
\Ij nl’ﬂ X u "
2 (Tmax) | (55)
Tpo+1\ 7
All above functions exist and result in Eq. (55), therefore, we will show that these
functions are the solutions to the diabetic model. Then, we have

P
) <li=12. (54)

IZ.ll < IColl

ALl < [INolI

C(1)=C(0) =Gy (1) = Ay(1),
N (1) = N(0) = N, () — B,(7). (56)

Further, we calculate the following norms of A, (1)

1-p T
lA(DI < nr—p Hf (K; (v, C) = Ky (v, Cuo)) X VI (@ = V1P dy
0

1-p
i

= —f (K, (v,C) = K1 (v, oI X V71 (27 = V1YL dy
Ip Jo

1-p T
<w 1 f IC = Coall V™ (2 = 1Yy
P Jo

<

v, (7
T Tp+1

P
—) IC = Cull- (57)
n

The following equation follows a recursive process

1 o pyn+l
A, < |G — Y\ "F.
IAL (DIl < [IColl [Fp 1 ( , ) ] 1

At 7, We obtain

7_77 pyn+l
AL (DI < NIColl ( ':'7”) ] Y"F. (58)

On the above equation, when we take the limits of both sides, we get ||A,(7)|| — 0 at
n — oo, It is possible to attain ||B,(7)|| — 0. Hence, the proof is concluded.

Ip+1

11
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Uniqueness of Solution: The uniqueness of solutions that is attained in this segment
of the diabetic mathematical model is considered. We assume C; (1) and N; (1) are the
other solutions of the proposed system, then we have

1-p T
cw-am=" [ K 0.0-Kweyx @ -y (9
P Jo
The following result is obtained by applying the norm to each side of Eq. (59)

1-p T
IC@®-Ci (@l < nF_p f KKy (v, ©) = Ky (0, COM VI (@ =7~ dv. (60)
0

Lipschitz condition applied to the kernel gives us

1-p T
IC () - Ci(MI <Y, T]r_p f IC = Cill x v~ (7 =1y~ a, (61)
0
Y 71\°
<——(=]1Ic-al. (62)
Tp+1\7n

The following result are obtained

\Pl " P
|wm—a@wp—m+dgﬂsa

IC (@) - Ci @I =0,
= C(r)=C (1) (63)

Considering the above, we can conclude that the first differential equation of the di-
abetic model has a unique solution. Similarly, we also prove that N (7) have unique
solutions.

7 Numerical simulations

In this section, we have examined the results of numerical simulations for fractional
order diabetes model by using effective and powerful method g-HAGTM. Numerical
values have been computed for C(7) and N(7) at p = 0.85,0.90 and 1. Fig.1 explains
the nature of trend followed by diabetic population inhibiting complications C corre-
sponding to time 7 for discrete values of fractional derivative order p. It shows that with
increase in time, diabetic population having complications increases. Fig. 2 indicates
that the size of diabetic N at time 7 also shows incremental behavior with w.r.t time for
distinct values of p.

12
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Figure 1: Nature of C (1) w.r.t to time 7 for distinct values of p

1200004

1000004

80000+

N

60000~

40000+

20000+

0 02 04 06 0.8 ]

T

—p=1" p=0.90 == p=0.85

Figure 2: Responses of N (1) w.r.t to time 7 for distinct values of p
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8 Conclusions

In this study, the nonlinear fractional diabetic model is investigated with the help of
g-HAGTM. The existence and uniqueness of the obtained results are presented using
fixed point theory and the Katugampola fractional integral operator. Some numerical
results are analyzed to describe the effect of the arbitrary order. The effect of various
parameters on the number of diabetic patients with complications and the size of dia-
betic patients over time is shown graphically. The results of this study are very helpful
for medical practitioners dealing with diabetes and related problems. Thus, we have
concluded that the implemented technique is efficient for analyzing the behavior of
these types of problems arising in various fields.
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