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Abstract
This paper is devoted to give exact solutions of the variable coefficient fractional Zhiber -Shabat

equation with space-time-fractional derivatives. Moreover, by using the Hermite transform and the
homogeneous balance principle, the white noise functional solutions for the Wick-type stochastic
fractional Zhiber-Shabat equation are explicitly shown. Detailed computations and implemented
examples are explicitly provided.
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1 Introduction

The main task of this paper is to explore exact solutions for the following fractional Zhiber-Shabat
equation with variable coefficients:

∂xα1∂tα2u+ p(t)e
u + q(t)e−u + r(t)e−2u = 0 (1.1)

where ∂xα1 , ∂tα2 (0 < α1, α2 < 0) are the modified Riemann-Liouville fractional derivatives defined
by Jumarie [6] and q(t), p(t) and r(t) are bounded measurable or integrable functions on R+ .
Random waves is an important subject of random fractional partial differential equations. Recently,
both mathematicians and physicists have devoted considerable effort to the study of explicit solu-
tions to nonlinear integer-order differential equation. In the past decades, an important progress
has been made in the research of the exact solutions of nonlinear partial differential equations
(PDEs). To seek various exact solutions of multifarious physical models described by nonlinear
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PDEs, various methods have been proposed. There are many authers studied this subject. Wadati
first introduced and studied the stochastic KdV equation and gave the diffusion of soliton of the
KdV equation under Gaussian noise in ([10]-[12]). Xie firstly researched Wick-type stochastic KdV
equation on white noise space and showed the auto-Bachlund transformation and the exact white
noise functional solutions in [14], furthermore, Chen and Xie ([1]-[3]) and Xie ([15]-[17]) researched
some Wick-type stochastic wave equations using white noise analysis method. Recently, Uǧurlu
and Kaya[9] gave the tanh function method, Wazzan [13] showed the modified tanh-coth method,
these methods have been applied to derive nonlinear transformations and exact solutions of non-
linear PDEs in mathematical physics. If Eqn.(1.1) is considered in random environment, we can
get random fractional Zhiber-Shabat equation with space-fractional derivatives. In order to give
the exact solutions of random fractional Zhiber-Shabat equation with space-fractional derivatives,
we only consider this problem in white noise environment. Wick-type stochastic generalized frac-
tional Zhiber-Shabat equations with space-fractional derivatives is the perturbation of Eqn.(1.1)
by random force W (t) �R�(U,Uxt) , which represented by:

∂xα1∂tα2U + P (t) � e
�U +Q(t) � e�(−U) +R(t)e�(−2U) =W (t) �R�(U,Uxα1 tα2 ) (1.2)

where W (t) is Gaussian white noise, i.e., W (t) = B
.
(t) and B(t) is a Brownian motion, R(u, uxα1 tα2 )

= −β1∂xα1∂tα2u − β2eu − β3e−u − β4e−2u is a functional of u, ∂xα1∂tα2u := ∂α1+α2u
∂xα1∂xα2 = uxα1xα2

for some constants β1, ..., β4 and R
� is the Wick version of the functional R. ” � ” is the Wick

product on the Kondratiev distribution space (S)−1 and P (t), Q(t) and R(t) are white noise
functionals. Eqn.(1.2) can be seen as the perturbation of the coefficients p(t), q(t) and r(t) of
Eqn.(1.1) by white noise functionals.

This paper is devoted to give white noise functional solution for Wick-type stochastic general-
ized fractional Zhiber-Shabat equations with space-fractional derivatives. Moreover, the Hermite
transform and the homogenous balance principle are employed to find the exact solution for stochas-
tic fractional Zhiber-Shabat equation with variable coefficient. Finally, implemented examples are
explicitly shown.

2 Preliminaries

There are different definitions for fractional derivatives, for more details (see [5, 6]). In our paper
we use the modified Riemann-Liouville derivative defined by Jumarie [6]:

Dαxf(x) =






1

Γ(1− α)

∫ x
0 (x− y)

−α−1[f(y)− f(0)]dy, α < 0,

1

Γ(1− α)
d

dx

∫ x
0 (x− y)

−α[f(y)− f(0)]dy, 0 < α < 1,
[
f (α−n)(x)

](n)
, n ≤ α < n+ 1, n ∈ N

(2.1)

which has merits over the original one, for example, the α-order derivative of a constant is zero.
Some properties of the modified Riemann-Liouville derivative were summarized in [5] , three useful
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formulas of them are





Dαxx
β =

Γ(1 + β)

Γ(1 + β − α)
xβ−α, β > 0,

Dαx (u(x)v(x)) = u(x)D
α
xv(x) + v(x)D

α
xu(x),

Dαx [f(u(x)] =
df

du
Dαxu(x) =

(
du

dx

)α
Dαuf(u).

(2.2)

Now, we outline the main idea of the modified fractional sub-equation method. Many authors
considered nonlinear FPDE, say, in two variables

F (u, ux, ut, D
α
xu,D

α
t u, ...) = 0, 0 < α ≤ 1 (2.3)

where F is a nonlinear function with respect to the indicated variables. To determine the solution
u = u(x, t) explicitly, we first introduce the following transformation

u = u(ξ), ξ = ξ(x, t) (2.4)

which converts Eq.(2.3) into a fractional ordinary differential equation

G(u, u′, u′′, Dαξ u,D
2α
ξ u, ...) = 0. (2.5)

Next we introduce a new variable Y = Y (ξ) which is a solution of the fractional Riccati equation

Dαξ Y = h0 + h1Y + h2Y
2, 0 < α ≤ 1, (2.6)

where h0, h1 and h2 are arbitrary constants. Eq.(2.6) is the fractional Riccati differential equation,
where α is a parameter describing the order of the fractional derivative. In the case of α = 1 Eq.(2.6)
is reduced to the classical Riccati differential equation. The importance of this equation usually
arises in the optimal control problems. The feed back gain of the linear quadratic optimal control
depends on a solution of a Riccati differential equation which has to be found for the whole time
horizon of the control process [18, 19]. Then we propose the following series expansion as a solution
of Eq.(2.3)

u(x, t) = u(ξ) =
n∑

k=0

ak(x, t)Y
k(ξ) +

n∑

k=1

bk(x, t)Y
−k(ξ), (2.7)

where ak(k = 0, 1, ..., n), bk(k = 1, ..., n) are functions to be determined later and n is a positive
integer which can be determined via the balancing of the highest derivative term with the nonlinear
term in equation Eq.(2.5). Inserting Eq.(2.7) into Eq.(2.5) and using Eq.(2.6) will give an algebraic
equation in powers of Y . Since all coefficients of Y k must vanish, this will give a system of algebraic
equations with respect to ak and bk . With the aid of Mathematica, we can determine ak and bk .
According to the recent paper by Zhang et al. [19], we can deduce the following set of solutions of
Eq.(2.6).






Y1(ξ) = Eα(ξ)− 1, h0 = h1 = 1, h2 = 0,

Y2(ξ) = cothα(ξ)± cschα(ξ), Y3(ξ) = tanhα(ξ)± i sechα(ξ), h0 = −h2 = 1
2 , h1 = 0,

Y4(ξ) =
1
2 tanα(2ξ), Y5(ξ) =

1
2 cotα(2ξ), h0 =

1
4h2 = 1, h1 = 0,

(2.8)
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with the generalized hyperbolic and trigonometric functions

tanhα(x) =
sinhα(x)

coshα(x)
, cothα(x) =

coshα(x)

sinhα(x)
, cschα(x) =

1

sinhα(x)
, sechα(x) =

1

coshα(x)
,

sinhα(x) =
Eα(x

α)− Eα(−xα)
2

, coshα(x) =
Eα(x

α) + Eα(−xα)
2

, tanα(x) =
sinα(x)

cosα(x)
,

cotα(x) =
cosα(x)

sinα(x)
, sinα(x) =

Eα(ix
α)− Eα(−ixα)
2i

, cosα(x) =
Eα(ix

α) + Eα(−ixα)
2

,

defined by the Mittag-Leffler function Eα(y) =
∑∞
j=0

yj

Γ(1 + jα)
. For more details about the gener-

alized exponential, hyperbolic and trigonometric functions see [8].

3 Exact Solutions of Eqn. (1.2).

Many authors considered nonlinear equations of the form

P (u, ut, ux, uxt, uxx, uxxx, ...) = 0 (3.1)

where P is a nonlinear function with respect to the indicated variables. Introducing the one wave
variable ζ = x− ct carry out the two independent partial differential equation (3.1) into an ODE

N(u, u′, u′′, u′′′, ...) = 0 (3.2)

Equation (3.2) is then integrated as long as all terms contain derivatives. The tanh technique is
based on the priori assumption that the travelling wave solutions can be expressed in terms of the
tanh function [7]. We therefor introduce a new independent variable

Y = tanh(μζ)

that leads to the change of derivatives:

d

dζ
= μ(1− Y 2)

d

dY
,

d2

dζ2
= μ2(1− Y 2)(−2Y

d

dY
+ (1− Y 2

d2

dY 2
))

The solution can be proposed by the tanh method as a finite power series in Y in the form:

u(μζ) = S(Y ) =
M∑

k=0

akY
k, (3.3)

limiting them to solitary and shock wave profiles. However, the extended tanh method admits the
use of the finite expansion

u(μζ) = S(Y ) =
M∑

k=0

akY
k +

M∑

k=1

akY
−k, (3.4)
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where M is a positive integer, in most cases, that will be determined. Expansion (3.4) reduces to
the standard tanh method [7] for ak = 0, 1 6 k 6 M . Substituting (3.3) or (3.4) into the ODE
(3.2) results in an algebraic equation in powers of Y. In this section, we will give exact solutions of
Eqn(3.2). Taking the Hermite transform of Eqn.(3.2), we get

∂xα1∂tα2 Ũ(x, t, z) + λ2(t, z)e
Ũ(x,t,z) + λ2(t, z)e

−Ũ(x,t,z) + λ3(t, z)e
−2Ũ(x,t,z) = 0 (3.5)

where z = (z1, z2, ...) ∈ CN is a parameter. Using the transformation

ζ =
μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
,

that will carry out Eqn.(3.5) into

λ1Ũζζ + λ2(t, z)e
Ũ(ζ,z) + λ3(t, z)e

−Ũ(ζ,z) + λ4(t, z)e
−2Ũ(ζ,z) = 0. (3.6)

where, λ1 = μν, λ2 =: λ2(t, z) =
1
1+β1
{P̃ (t, z)+β2}, λ3 =: λ3(t, z) = 1

1+β1
{Q̃(t, z)+β3} and

λ4 =: λ4(t, z) =
1
1+β1
{R̃(t, z) + β4} . Denote u(ζ, z) = Ũ(ζ, z) and assume that the solutions of

(3.6) is the form

u(ζ, z) =
∂2F (φ(ζ, z))

∂ζ2
+ V (ζ, z)

Let v(ζ, z) = eu(ζ,z) , then Eqn.(3.6) becomes

λ1{vv
′′ − v′2}+ λ2v

3 + λ3v + λ4 = 0; (3.7)

Considering the homogeneous balance between vv′′ and v3 in (3.7), gives M=2, hence we set the
tanh-coth assumption by

v(x, t, z) = S(Y ) = a0(t, z) + a1(t, z)Y (ζ) + a2(t, z)Y
2(ζ) + b1(t, z)Y

−1(ζ) + b2(t, z)Y
−2(ζ) (3.8)

where Y (ζ) satisfies the Riccati equation

Y ′ = c1 + c2Y + c3Y
2, (3.9)

and c1, c2, c3 are constant to be prescribed later. By virtue of (3.8) and (3.9) with observation of
the linear independence of Y n(n = −6,−5, ..., 6) , Eqn.(3.7) implies the following system of linear
equations
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




λ4 + λ3a0 + λ2[a0(a
2
0 + 2a1b1 + 2a2b2) + a1(2a0b1 + 2a1b2) + a2(b

2
1 + 2a0b2)+

b1(2a0a1 + 2a2b1) + b2(a
2
1 + 2a0a2)] + λ1[D0a0 +D8a1 +D7a2 +D1b1 +D2b2 − (a1c1 − b1c3)

2+

(a1c2 + 2a2c1)(b1c2 + 2b2c3) + (a1c3 + 2a2c2)(b1c1 + 2b2c2) + 4a2c3b2c1] = 0;

λ3a1 + λ2[a0(2a0a1 + 2a2b1) + a1(a
2
0 + 2a1b1 + 2a2b2) + a2(2a0b1 + 2a1b2)+

b1(a
2
1 + 2a0a2) + 2a1a2b2] + λ1[D0a1 +D1a0 +D8a2 +D2b1 +D3b2

−(a1c1 − b1c3)(a1c2 + 2a2c1) + (a1c3 + 2a2c2)(b1c2 + 2b2c3)] = 0;

λ3a2 + λ2[a0(a
2
1 + 2a0a2) + a1(2a0a1 + 2a2b1) + a2(a

2
0 + 2a1b1 + 2a2b2) + 2a1a2b1 + a

2
2b2]+

λ1[D2a0 ++D1a1 +D3b1 +D4b2 − (a1c1 − b1c3)(a1c3 + 2a2c2)

−(a1c2 + 2a2c1)2 + 2a2c3(b1c2 + 2b2c3)] = 0;

λ2[2a0a1a2 + a1(a
2
2 + 2a0a2) + a2(2a0a1 + 2a2b1) + b1a

2
2]+

λ1[D3a0 +D2a1 +D1a2 +D4b1 − 2a2c3(a1c1 − b1c3)− (a1c2 + 2a2c1)(a1c3 + 2a2c2)] = 0;

λ2[a0a
2
2 + 2a

2
1a2 + a2(a

2
1 + 2a0a2)] + λ1[D4a0 +D3a1 +D2a2 − 2a2c3(a1c2 + 2a2c1)

−(a1c3 + 2a2c2)2] = 0;

λ2[a1a
2
2 + 2a1a

2
2] + λ1[D4a1 +D3a2 − 2a2c3(a1c3 + 2a2c2)] = 0;

λ2[a
3
2] + λ1[D4a2 − 4a

2
2c
2
3] = 0;

λ3b2 + λ2[a0(b
2
1 + 2a0b2) + b1(2a0b1 + 2a1b2) + b2(a

2
0 + 2a1b1 + 2a2b2)+

2a1b1b2 + a2b
2
2] + λ1[D0b2 +D7a0 +D6a1 +D5a2 +D8b1 − (b1c2 + 2b2c3)

2+

2b2c1(a1c2 + 2a2c1) + (a1c1 − b1c3)(b1c1 + 2b2c2)] = 0;

λ3b1 + λ2[a0(2a0b1 + 2a1b2) + b1(a
2
0 + 2a1b1 + 2a2b2) + b2(2a0a1 + 2a2b1)+

a1(b
2
1 + 2a0b2) + 2a2b2b1] + λ1[D0b1 +D8a0 +D7a1 +D6a2+

D1b2 + (a1c1 − b1c3)(b1c2 + 2b2c3) + (a1c2 + 2a2c1)(b1c1 + 2b2c2)] = 0;

λ2[2a0b1b2 + b1(b
2
1 + 2a0b2) + b2(2a0b1 + 2a1b2) + a1b

2
2] + λ1[D6a0 +D5a1 +D7b1 +D8b2

+2b2c1(a1c1 − b1c3)− (b1c2 + 2b2c3)(b1c1 + 2b2c2)] = 0;

λ2[a0b
2
2 + 2a0b

2
1b2 + b2(b

2
1 + 2a0b2)] + λ1[D5a0 +D6b1 +D7b2 − 2b2c1(b1c2 + 2b2c3)

−(b1c1 + 2b2c2)2] = 0;

λ2[b1b
2
2 + 2a0b1b

2
2] + λ1[D5b1 +D6b2 − 2b2c1(b1c1 + 2b2c2)] = 0;

λ2[b
3
2] + λ1[D5b2 − 4b

2
2c
2
1] = 0.

where, D0 = c1(a1c2 + 2a2c1) + c3(b1c2 + 2b2c3) , D1 = c2(a1c2 + 2a2c1) + 2c1(a1c3 + 2a2c2) ,
D2 = c3(a1c2+2a2c1)+2c2(a1c3+2a2c2)+6a2c3c1 , D3 = 2c3(a1c3+2a2c2)+6a2c3c2 , D4 = 6a2c

2
3 ,

D5 = 6a2b2c
2
1 , D6 = 2c1(b1c1+2b2c2)+6b2c1c2 , D7 = c1(b1c2+2b2c3)+2c2(b1c1+2b2c2)+6b2c3c1 ,

and D8 = c2(b1c2+2b2c3)+2c3(b1c1+2b2c2) . In the remaining part of this section we will discuss
and solve our problem for some special cases for the Riccati equation as follows:

A. c1 = c2 = 1, c3 = 0 .

This choice for the constants implies that

Y1(ζ) = exp(ζ)− 1 (3.10)
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By the aid of Maple 12, the above system of equations can be solve for the following cases:

Case 1: λ4 = a1 = a2 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a0 = ±i
√
λ3
λ2
; b1 =

3
λ2±i

√
λ2λ3

;

b2 = −2λ1λ2 . By virtue of Eqn.(3.8), then Eqn.(3.5) have the solution

u1 = ln{±i

√
λ3
λ2
+

3

λ2 ± i
√
λ2λ3

×
1

exp( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1

−
2λ1

λ2(exp(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1)2
} (3.11)

Case 2: For λ4 = a1 = a2 = b1 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a0 = ±i
√
λ3
λ2
; b2 = −2λ1λ2 .

Eqn.(3.5) have the solution

u2 = ln{±i

√
λ3

λ2
−

2λ1

λ2(exp(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1)2
} (3.12)

B. c1 = −c3 = 0.5, c2 = 0 .

This choice for the constants implies that

Y2(ζ) = coth(ζ)± csch(ζ) (3.13)

or

Y3(ζ) = tanh(ζ)± isech(ζ) (3.14)

By the aid of Maple 12, the above system of equations can be solve for the following cases:

Case 3: λ4 = a0 = a1 = a2 = b1 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; b2 = − λ12λ2 . By virtue
of Eqn.(3.8), then Eqn.(3.5) have the solution

u3 = ln{−
λ1

2λ2(coth(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)± csch( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

))2
} (3.15)

or

u4 = ln{−
λ1

2λ2(tanh(
μxα1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)± isech( μx
α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

))2
} (3.16)

Case 4: For λ4 = a0 = a1 = b1 = b2 = 0, λ1 6= 0, λ2 6= 0, λ3 6= 0 ; a2 = − λ12λ2 . Eqn.(3.5) have
the solution

u5 = ln{−
λ1

2λ2
(coth(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
))2} (3.17)

or

u6 = ln{−
λ1

2λ2
(tanh(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
))2} (3.18)
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4 White noise functional solutions of (1.2)

In this section, we will use Theorem 2.1 of Xie [17] for d = 1 to obtain white noise functional
solutions of Eqs.(1.2). The properties of hyperbolic functions yield that there exists a bounded
open set S ⊂ R+×R,m > 0 and n > 0 such that u(x, t, z), uxt(x, t, z) are uniformally bounded
for all (t, x, z) ∈ S × Km(n) , continuous with respect to (t, x) ∈ S for all z ∈ Km(n) and
analytic with respect to z ∈ Km(n) for all (t, x) ∈ S . Using Theorem 2.1 of Xie [17], there
exists a stochastic process U(t, x) such that the Hermite transformation of U(t, x) is u(t, x, z)
for all S × Km(n) , and U(t, x) is the solution of (1.2). This implies that U(t, x) is the inverse
Hermite transformation of u(t, x, z) . Hence, for Λ1Λ2Λ3 6= 0 the white noise functional solutions
of Eqn.(1.2) as follows:

U1(x, t) = ln
�{±i

√
Λ3(t)

Λ2(t)
+
3{exp�( μx

α1

Γ(1+α1)
+ νtα2
Γ(1+α2)

)− 1}−1

Λ2(t)± i
√
Λ2(t)Λ3(t)

−

2μν

Λ2(t)
{exp�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)− 1}−2} (4.1)

U2(x, t) = ln
�{±i

√
Λ3(t)

Λ2(t)
−
2μν

Λ2(t)
{exp�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)− 1}−2} (4.2)

U3(x, t) = ln
�{−

μν

2Λ2(t)
{coth�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}−2} (4.3)

U4(x, t) = ln
�{−

μν

2Λ2(t)
{tanh�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}−2}(4.4)

U5(x, t) = ln
�{−

μν

2Λ2(t)
{coth�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± csch�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}2} (4.5)

U6(x, t) = ln
�{−

μν

2Λ2(t)
{tanh�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)± isech�(

μxα1

Γ(1 + α1)
+

νtα2

Γ(1 + α2)
)}2} (4.6)

We observe that for different form of Λ2(t) and Λ3(t) , we can get different solutions of (1.2) from
(3.1)-(3.6).

5 Example and Concluding Remarks

Let B
.

t be the Gaussian white noise, where Bt is Brown motion. We have the Hermite trans-
form B̃

.
(t, z) =

∑∞
k=1 zk

∫ t
0 ηk(s)ds . Science exp

�(Bt) = exp(Bt − t2/2) , we have tanh�(Bt) =
tanh(Bt − t2/2) , coth�(Bt) = cot(Bt − t2/2) , sech�(Bt) = sech(Bt − t2/2) and csch�(Bt) =
csch(Bt − t2/2) . Suppose Λ3(t) = αΛ2(t) and Λ2(t) = λ2(t) + βB

.

t , where α, β are arbitrary
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constants and λ2(t) is integrable or bounded measurable function on R+ . The white noise func-
tional solutions of (1.2) are as follows: If Λ1(t)Λ2(t)Λ3(t) 6= 0

U7(x, t) = ln{±i
√
α+
3{exp( μx

α1

Γ(1+α1)
+ ν(t−βBt+0.5βt

2)α2

Γ(1+α2)
)− 1}−1

Λ2(t)(1 +±i
√
α)

−

2μν

Λ2(t)
{exp(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)− 1}−2} (5.1)

U8(x, t) = ln{±i
√
α−

2μν

Λ2(t)
{exp(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)− 1}−2} (5.2)

U9(x, t) = ln{−
μν

2Λ2(t)
{coth(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)±

csch(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}−2} (5.3)

U10(x, t) = ln{−
μν

2Λ2(t)
{tanh(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)± i

sech(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}−2} (5.4)

U11(x, t) = ln{−
μν

2Λ2(t)
{coth(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)±

csch(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}2} (5.5)

U12(x, t) = ln{−
μν

2Λ2(t)
{tanh(

μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)± i

sech(
μxα1

Γ(1 + α1)
+
ν(t− βBt + 0.5βt2)α2

Γ(1 + α2)
)}2} (5.6)

Finally, we remark that for α1 = α2 = 0, p(t) =1 and q(t) = r(t) = 0 , Eqn.(1.1) reduces
to the Liouville equation. For α1 = α2 = 0, r(t) =0 and q(t) = p(t) = 1 , Eqn.(1.1) reduces to
the Sinh-Gordon equation. For α1 = α2 = 0, p(t) = r(t) =1 and q(t) = 0 , Eqn.(1.1) reduces
to the the well known Dodd-Bullough-Mikhailov equation. Moreover, for α1 = α2 = 0, p(t) =0
, q(t) = −1 and r(t) = 1 , gives Tzitzeica-Dodd-Bullough equation. Hence, our results in this
work can be considered as a continuation of our results in our previous papers [4,5], this work gives
directly exact solutions for wick-type stochastic form to each one of the above equations. Also, we
remark that, since the Riccati equation has other solution if select other values of c1, c2 and c3 ,
there are many other exact solutions of variable coefficient and wick-type stochastic Zhiber-Shabat
equations
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