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ABSTRACT 
The system that reads facial emotions from images is called Facial Expression Recognition (FER) or Facial 
Recognition (FR). This task provides insight into an individual's emotional condition. Deep learning-based 
FER is a field of AI approaches that is developing quickly. the goal of facial expression analysis is to 
recognize human emotions. This method automatically recognizes and extracts discriminative elements 
from face images using deep neural networks, namely CNNs. FER systems are now far more accurate and 
resilient thanks to deep learning models. Large-scale annotated datasets are used to train these models. 
Seven pre-trained deep learning models—InceptionResNetV2, InceptionV3, MobileNetV2, ResNet101, 
ResNet50, Xception, and GoogleNet—were used for the FER system in this thesis. Each utilized model 
varies based on modified parameters. We used both the Adam and SGD optimizers to evaluate each model 
based on a range of batch sizes, including 16, 32, 64, and 128. The FER-2013 large dataset, which consists 
of small-sized grayscale images, was used to assess the models. For the purpose of feeding the deeply pre-
trained deep learning models, we transform the dataset to RGB color space. We obtained 65.47%, 
65.89%, 64.25%, and 65.05% for metrics accuracy, precision, recall, and f1-score, respectively, in the 
InceptionResNetV2 model using the Adam optimizer and batch size 128. When compared to the most 
advanced model, we may improve the model's correctness in terms of performance. 
 
Keywords:FER, CNN, Face Detection, deep learning. 
 
1. INTRODUCTION 
Facial expressions are the common way that all people show emotion. Numerous attempts have been 
made to develop automated techniques for studying facial expressions [1, 2]. Ekman et al. [3] identified 
seven basic emotions century (fear, terrified, happy, sad, scorn, disgust, and surprise from FER2013 
dataset) [4], every human being, regardless of culture, has been evolving seven fundamental emotions [5].  
FER has changed a lot because of AI, especially deep learning and machine learning. These technologies 
make it possible to automate the study of facial emotions, which increases accuracy and opens up new 
uses. AI, especially machine learning and deep learning, has changed the way we recognize face 
expressions. AI can improve efficiency, scale, and the number of ways it can be used. Deep learning has 
pushed the limits of what is possible with machine learning. In addition, deep learning can make FER 
systems more complicated and effective. Dealing with the problems that come up with big data needs 
involves balancing classes and computing needs. There are two main AI-based FER method approaches. 
The first strategy uses manually created feature vectors to do recognition [6, 7]. On the other hand, the 
other strategy is an end-to-end technique that leverages deep neural network-based automatically 
derived characteristics to achieve recognition [8-10]. In order to address and resolve, the following are 
our primary contributions: 
1. Examine the FER datasets that are currently available, and use the most recent one to test and refine 

our suggested method. 
2. To assess and train FER, choose a large dataset. 
3. Adjust the fine-tuning settings to improve the accuracy of the model's performance. 
 
2. Related Work 
Several researchers are using deep learning models, machine learning algorithms, or a mix of deep 
learning and machine learning approaches for FER systems. They used a variety of datasets and models to 
get impressive results. 
Due to deep learning's strong automated identification capability, researchers have focused on it during 
the last ten years, despite the remarkable success of conventional face recognition techniques including 
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classical feature extraction and machine learning algorithms [11-16]. We will discuss some current FER 
research in this area, showcasing deep learning techniques that have been suggested to improve 
detection [17]. 
Over the course of various investigations, machine learning techniques were applied for FER [18-23]. 
Chen and Jenkins (2017) introduced three distinct face recognition techniques that use machine learning 
algorithms. For feature extraction and dimension reduction, they used machine learning methods 
including SVM, KNN, and LDA based on PCA [18]. Comparisons and evaluations of recognition accuracy 
and running time show that PCA + SVM yields the best recognition result, which is over 95%, for certain 
training data and eigenface sizes. Furthermore, PCA + KNN balances recognition accuracy and speed of 
operation [21].A summary of the recent literature reviews on FER systems is shown in Table 1, with an 
emphasis on suggested solutions, dataset types, and outcomes assessed by model performance accuracy. 
 

Table 1. An overview of the literature on FER 
Ref. Proposed Solutions Dataset Obtained Results 

(Accuracy) 
[21] SVM+PCA 

KNN +PCA 
LDA+PCA 

ORL  SVM+PCA = 95% 

[20] A combination of global features (PCA, 
DWT), local features (LBP, HOG, and Gabor 
wavelet), with Classifiers (NN, SVM) 

Essex  99.45% 

[24] CNN MultiPie 94.7% 
[25] CNN CK+, JAFFE, BU-3DFE CK+ = 96.76%  

[26] CNN with preprocessing FIVE FACIAL EXPRESSION 
IMAGE 

88% 

[27] CNN+LSTM CK+ 99.43% 

[28] (AlexNet and VGG-16) + SVM MLF-W-FER 63.4% 
65.5% 

[29] Resnet18 RAF 97.75٪ 

[30] CNN, BoVW with KNN, SVM FER 2013, FER+, AffectNet 87.76%  

[31] CNN RaFD 94.44% 

[32] CNN JAFFE 99.66% 

[33] CNN with LBP CK+ 
Oulu-CASIA 
JAFFE 
NCUFE 

94.63% 
98.52% 
94.33% 
98.68% 

[34] Individual CNN,  
Global CNN 

EMOTIW 83.9%  
80.9% 

[35] CNN JAFFE 98.65% 

[36] CNN with LSTM Oulu-CASIA 88.3% 

 
3. METHODOLOGY 
3.1 Dataset 
The FER2013 dataset is generated by using expression-related keywords in a Google picture search. Each 
picture in the collection is composed of a fixed 48 by 48-pixel grayscale image. Every picture has a face 
that is about in the middle and occupies the same amount of space since the faces are automatically 
captured. Depending on the emotion shown in the facial expression, each face must be placed into one of 
seven categories (0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5=Surprise, and 6=Neutral). 35,886 
images of people in various states of feeling are available. The dataset is unbalanced; there are 3,589 
cases in the public test set and 28,709 instances in the training set [37]. This paper makes both balanced 
(undersampling [38]) and unbalanced use of the FER2013 dataset. Figure 1 shows a selection of the 
photos from the FER2013 dataset.  
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Figure 1. Some randomly selected images from the FER2013 dataset[37]. 

 
3.2 Proposed Structure 
In this paper, we use the FER-2013 dataset to train and assess seven pre-trained deep learning models, 
namely InceptionResNetV2, InceptionV3, MobileNetV2, ResNet101, ResNet50, Xception, and GoogleNet, 
for FER. 
The integrated deep learning model technique is shown in Figure 3-3. The goal of this approach is to 
identify the FER test pictures as accurately, quickly, and with the fewest possible mistakes. In order to 
identify the FER, our suggested model consists of two steps: first, preprocessing the grayscale FER-2013 
dataset into RGB (red, green, and blue) format; second, feed all RGB FER-2013 dataset to seven deep 
learning models, such as InceptionResNetV2, InceptionV3, MobileNetV2, ResNet101, ResNet50, Xception, 
and GoogleNet. 
The models developed in this study are built using the same procedure that every CNN-based model does. 
The data—that is, the values of the RGB photographs—has been input into the model after the loading of 
the images. The feature extraction and classification processes are carried out by the model itself. 
Ultimately, the model has anticipated the projected production, as Figure 2 illustrates. 
 

 
Figure 2. The proposed structure 

 
3.2.1 Inception Res NetV2 
A deep CNN architecture called InceptionResNetV2 [39] combines residual connections with the 
Inception design. The advantages of residual connections, which help train extremely deep networks, and 
initiation modules, which record multi-scale data, are combined in this hybrid model. 
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A deep CNN architecture called InceptionResNetV2 combines residual connections with the Inception 
design. The advantages of residual connections, which help train extremely deep networks, and initiation 
modules, which record multi-scale data, are combined in this hybrid model. InceptionResNetV2 is a 
potent model that can handle a variety of challenging picture identification tasks because it leverages the 
architectural breakthroughs of both Inception and ResNet. 
 
3.2.2 InceptionV3 
As a member of Google's Inception network family, inceptionV3 [40] is a deep convolutional neural 
network architecture. It has a reputation for doing well on tasks involving picture recognition. Numerous 
enhancements and adjustments have been made to InceptionV3 to increase its precision and 
effectiveness. The following are some of InceptionV3's key components. 
1. InceptionV3 makes use of Inception modules, which concatenate the outputs after applying many 

convolutional filters of varying sizes to the same input. As a result, the network can record 
characteristics at different sizes. 

2. Factored convolutions are used by InceptionV3 to save computational costs and increase efficiency. 
For example, a big convolutional filter may be factorized into smaller filters. 

3. Auxiliary classifiers are used into InceptionV3 to enhance convergence during training. These are 
simply extra network branches that act as regularizes and aid in the propagation of gradients. 

4. Batch normalization is widely used across the network to increase training stability and speed. 
5. To avoid overfitting, InceptionV3 uses label smoothing during training. This method may enhance 

generalization by altering the ground truth labels to reduce the model's confidence. 
 
3.2.3 MobileNetV2  
MobileNetV2 [41], a lightweight CNN architecture, was created especially for embedded and mobile 
vision applications. It was created by Google researchers. This model is great for devices with limited 
resources because it strikes a good mix between model size and accuracy. 
A number of important parts of MobileNetV2 make picture recognition more efficient.  All of these things 
are necessary to keep the model's accuracy high while keeping its computing requirements low. 
 
3.2.4 ResNet50 and ResNet101 
The ResNet design is typically divided into four sections, each containing numerous residual blocks at 
different depths [42]. In order to reduce the spatial dimensions of the input, the network's initial phase 
includes a single convolutional layer, which is then followed by max pooling. In the second half of the 
network, there are a total of 64 filters. Moving on to the third and fourth sections, we have 128 and 256 
filters, respectively. The final section of the Network consists of global average pooling and a fully 
connected layer that generates the output. 
There are other variations of the ResNet design, such as ResNet-18, ResNet-34, ResNet-50 (see Figure 3-
13), ResNet-101, and ResNet-152. The number in each version is the same as the number of Network 
layers. ResNet-101, for instance, has 101 layers, while ResNet-50 has 50. We used ResNet-50 and ResNet-
101 in this paper. 
 
3.2.5 Xception 
"Extreme Inception," or "Xception," [43] is an acronym signifying a significant turning point in CNN 
design. 2017 saw the release of Xception, an advancement of the Inception architecture as shown in 
Figure 3-14. 
Xception is distinguished by its depthwise separable convolutions. Depthwise separable convolutions 
separate these processes, in contrast to typical convolutions, which act on both spatial and depth 
dimensions concurrently. This preserves representational capacity while drastically cutting down on the 
number of parameters and computing expense. 
A collection of separable convolutional blocks forms the foundation of Xception's design. A linear 
transformation via a pointwise convolution is the first step in each block, which is a depthwise separable 
convolution. The model's capacity to capture intricate patterns with fewer parameters is improved by its 
modular architecture. 
 
3.2.6 GoogleNet 
According to [44], GoogLeNet is a deep CNN. Specifically, the architecture of this model was created in a 
way that permits network expansion in both depth and breadth while maintaining computational 
capacity. Nine Inception blocks make up the total of 22 layers in the VGG model. There are four parallel 
routes in each Inception block where convolution layers with various kernel sizes are applied. 
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The first route makes use of a convolutional layer with a 1 × 1 window size. A 1 × 1 convolutional layer is 
used in the second and third routes, followed by two costly 3 × 3 and 5 × 5 convolutions. The model 
complexity is decreased by lowering the number of filter channels with the use of the 1 × 1 convolution. 
 
3.3 Evaluation Criteria 
Metrics like accuracy, precision, recall, and f1-score are crucial for assessing a deep learning model. 
Through the emphasis on its strengths and weaknesses, this assessment contributes to the model's 
improvement. 
 
3.3.1 Accuracy 
When assessing the classification models, which predict the label, accuracy is a key factor (Equation 1). 
Use of accuracy as a statistic for a classification model requires a balanced dataset. This figure determines 
how well the model predicts. Computed using the ratio of true positives (TP) to true negatives (TN) to the 
total number of samples.  

Accuracy =
(TP  + TN )

(TP  + FP  + TN  + FN )
  (1) 

 
3.3.2 Precision 
The ratio of all of the model's positive forecasts to the proportion of true positive forecasts yields the 
model's accuracy. The computation of it is the TP to FP total ratio. Division of the total number of true 
positives by the number of false positives and true positives is the precision formula (Equation 2). 

precision =
True  Positive (TP )

True  Positive  TP  +False  positive (FP )
            (2)  

 
3.3.3 Recall 
Recall measures the proportion of accurate positive predictions compared to all actual positive instances. 
It is also known as sensitivity or the true positive rate. It is calculated by dividing the number of true 
positives by the sum of false negatives [45].Recall (Equation 3) is determined by calculating the ratio of 
true positives to the sum of true positives and false negatives.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
True  Positive (TP )

True  positive  TP  + False  Negative (FN )
           (3) 

 
3.3.4 F1-score 
F1-score is an alternative machine learning evaluation statistic that assesses the predictive ability of a 
model by concentrating on its performance within each class as opposed to its overall performance, as 
accuracy does. Combining the precision and recall scores of a model into a single metric, the F1-score 
(equation 4), has led to its widespread application in recent research [46]. The accuracy statistic 
quantifies the frequency with which a model accurately predicts the entire dataset. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎 𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
     (4) 

While precision and recall concentrate on the caliber of positive and negative predictions, respectively, 
accuracy assesses the overall correctness of the model's predictions. Because it strikes a compromise 
between recall and accuracy, the F1 Score is a more thorough statistic for assessing classification models. 
The InceptionResNetV2, InceptionV3, MobileNetV2, ResNet101, ResNet50, Xception, and GoogleNet 
models were implemented using the Python programming language to transform grayscale images to 
RGB images. 64 GB of RAM, an Intel Core i7-8700K 3.7GHz CPU, and two NVIDIA GeForce GTX 1080 Ti 
graphics processing units operating in parallel were used for all training techniques. 
 
4. Experimental Results and Discussion 
This section discusses and analyzes the outcomes of our deep learning classifier-based suggested 
strategy. The FER-2013 dataset, which is an unbalanced dataset with tiny images with dimensions of 48 
by 48, was used, to train and evaluate the suggested model. The subset of the dataset was separated using 
cross-validation and percentage split to create training and testing sets. The dataset was divided into two 
sets, of which 80% were used for training and 20% for testing. We evaluated our models using the seven 
pretrained deep learning models, including InceptionResNetV2, InceptionV3, MobileNetV2, ResNet101, 
ResNet50, Xception, and GoogleNet that used ImageNet weight.   
 
4.1 Results 
There are two scenarios in the suggested technique. In the first, we used the imbalanced FER-2013 
dataset to train and assess all specified models, meaning we didn't change the number of images in each 
class. There are 35887 images in the FER-2013 data collection. 
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In the second case, we used undersampling method [38] to initially balance the FER-2013 dataset. The 
number of images in each class decreases to the lowest class in the dataset while using undersampling 
method. The class "disgust" in the FER-2013 dataset contains the fewest images—547 total. It reduces all 
classes to 547 images. With balancing data, FER-2013 has a total of 3829 images. 
 
4.2 Discussion 
Based on seven deep learning models that have been trained beforehand, Table 2 presents the acquired 
results with data that is imbalanced. The best outcomes for each model are shown in each row. After 
selecting the top result and noting it in Table 2, we received 8 results in each row, demonstrating the 
employment of both optimizers, Adam [47]and SGD [48], with different batch sizes of 16, 32, 64, and 128. 
Each class has a variable number of images, and the dataset is imbalanced. Some classes have nine times 
as many images as other classes, which leads to significant imbalances and impacts how the models are 
trained and evaluated. Because of this, we used an unbalanced dataset to train and test all of the models, 
and although all of the models produced results over 50% accuracy, the InceptionResNetV2 model was 
able to reach a high model performance accuracy of 65.47% accuracy.Figure 3 presents a comparative 
analysis of several models using imbalanced data.The ROC curve was utilized to identify models with the 
highest accuracy when dealing with imbalanced data (see figures 4). 
 

Table 2.The obtained results for various deeplearning models based on imbalanced data 
Models Epoc

hs 
Optimiz
er 

Learni
ng rate 

Batc
h 
Size 

Numbe
r of 
Iteratio
ns 

image 
size 

Accura
cy 

Precisi
on 

Reca
ll 

F1-
scor
e 

InceptionResN
etV2 

700 Adam 0.001 128 225 
75*75
*3 

65.47 65.89 
64.2
5 

65.0
5 

InceptionV3 
700 Adam 0.001 128 225 

75*75
*3 

61.74 61.33 61 
61.1
6 

MobileNetV2 
700 Adam 0.001 32 898 

48*48
*3 

59.24 59 
58.1
4 

58.5
6 

ResNet50 
700 SGD 0.01 16 1795 

48*48
*3 

54.58 54.39 
54.6
7 

54.5
2 

ResNet101 
700 SGD 0.01 64 449 

48*48
*3 

63.01 
63.47 

63.0
8 

63.2
7 

Xception 
700 SGD 0.01 16 1795 

48*48
*3 

60.24 61.32 
61.1
4 

61.2
2 

GoogleNet 
700 SGD 0.01 32 898 

48*48
*3 

50.77 
50.16 50.5 

50.3
2 

 

 
Figure 3. Comparison different models using imbalanced data 
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Figure 4. ROC curve for utilized models with the highest accuracy using imbalanced data 

 
We used the undersampling approach on balanced data, which yielded the findings shown in Table 3. 
Each model was trained and tested using various batch sizes and optimizers. Table 3 lists the top 
outcomes for each model along with additional details.Figure 5 presents a comparative analysis of several 
models using balanced data.The ROC curve was utilized to identify models with the highest accuracy 
when dealing with balanced data (see figures 6). 
 

Table 3.The obtained results for various deeplearning models based on balanced data 
Models Epoc

hs 
Optimiz
er 

Learni
ng rate 

Batc
h 
Size 

Numbe
r of 
Iteratio
ns 

image 
size 

Accura
cy 

Precisi
on 

Reca
ll 

F1-
scor
e 

InceptionResN
etV2 

500 SGD 0.01 32 120 
75*75
*3 

68.49 69.47 
69.1
3 

69.2
9 

InceptionV3 
500 Adam 0.001 64 60 

75*75
*3 

64.71 64.8 
64.0
3 

64.4
1 

MobileNetV2 
500 Adam 0.001 64 60 

48*48
*3 

64.89 63.12 
63.0
2 

63.0
7 

ResNet50 
500 Adam 0.001 64 60 

48*48
*3 

58.79 59.13 
59.6
2 

59.3
7 

ResNet101 
500 SGD 0.01 64 60 

48*48
*3 

65.95 
65.9 

65.9
1 65.9 

Xception 
500 SGD 0.01 128 30 

48*48
*3 

63.21 
63.74 

63.5
6 

63.6
4 

GoogleNet 
500 SGD 0.01 128 30 

48*48
*3 

53.91 
53.28 

53.6
7 

53.4
7 

 
Figure 5. Comparison different models using balanced data 
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Figure 6. ROC curve for utilized models with the highest accuracy using balanced data 

 
In this investigation as shown in Table 4, the performance of an existing model [4] for face image 
classification on unbalanced data is compared to that of the InceptionResNetV2 model employing several 
optimizers. Metrics for recall, accuracy, precision, and F1-score are shown in the table. 
InceptionResNetV2 performs better than the current model [4] in all measures for both setups, indicating 
improved performance for face image classification on unbalanced data. When compared to the SGD 
optimizer, the Adam optimizer performs the best, demonstrating its ability to handle unbalanced 
datasets. The InceptionResNetV2 model outperforms the existing model [4]in all measures, including 
accuracy, precision, recall, and F1-score. This difference is rather noticeable. The Adam optimizer is the 
optimal choice in the suggested task since it yields the best outcomes. This comparison shows how 
resilient InceptionResNetV2 is and how important optimizer selection is for achieving optimal 
performance on imbalanced data. We use unbalanced data to compare our suggested models with the 
most advanced ones, as seen in Figure 7.The confusion matrix for the InceptionResnetV2 model, which 
achieved the greatest accuracy utilizing unbalanced data, is shown in Figure 8. It provides detailed 
information about the evaluation values for each class. 
 

Table 4.Our suggested model's comparison with the current facial image classification based on 
imbalanced data 

Models 
Epoc
hs 

Optimiz
er 

Learni
ng rate 

Batc
h 
Size 

Numbe
r of 
Iteratio
ns 

image 
size 

Accura
cy 

Precisi
on 

Reca
ll 

F1-
scor
e 

[4]       64.3 62.2 59.4 59.6 

InceptionResN
etV2 

700 Adam 0.001 128 225 
75*75
*3 

65.47 65.89 
64.2
5 

65.0
5 

InceptionResN
etV2 

700 SGD 0.01 128 225 
75*75
*3 

64.98 63.87 
63.5
4 

63.7 

 

 
Figure 7. Comparison of our proposed models with state-of-the-art models using imbalanced data 
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Figure 8. Confusion matrix of the inceptionresnetv2 using imbalanced data 

 
CONCLUSION 
A challenging task in computer vision is FER. FER models may be used to classify a broad spectrum of 
human emotions. In this work, we assessed several deep pre-trained models on both balanced and 
unbalanced observations from the FER-2013 dataset. Xception, GoogleNet, ResNet50, ResNet101, 
InceptionResNetV2, and MobileNetV2 were some of these models. The FER-2013 dataset was used to 
assess the models; it was a large dataset that had data that was not balanced. There are some low-quality 
images in the collection. The results indicate that increasing the model's performance accuracy is mostly 
dependent on parameter optimization. Our results clarify the usefulness of these models and demonstrate 
the influence of dataset balance on classification performance. The main goal is to test and train datasets 
using various batch sizes (16, 32, 64, and 128). The goal of these batch sizes is to improve the accuracy of 
the model's performance. The results of using the Adam and SGD optimizers indicated that improving 
model performance could be a solution. Depending on the outcomes, deep learning settings may need to 
be adjusted to improve model accuracy. In the future, the accuracy of the model performance may be 
improved by combining machine learning and deep learning models into one merged model. 
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