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ABSTRACT 
Online product reviews play a major role in the success or failure of an E-commerce business. Before 
procuring products or services, the shoppers usually go through the online reviews posted by previous 
customers to get recommendations of the details of products and make purchasing decisions. There has 
been a rise in illusive review spam, which are fake reviews that are designed to appear genuine. Fake, 
strident, spam, misleading reviews are those written by those who do not have personal experiences with 
the topics of the reviews. Spammers spread fake reviews in order to denigrate or promote a specific brand 
or product, persuading consumers to purchase from that brand or not. The detection of genuine ratings 
and ratings-based reviews across the entire online platform, particularly Yelp product datasets, is the 
secondary objective. For the purpose of identifying fake online reviews in the e-commerce industry, the 
paper makes a number of novel hybrid techniques (transformer-based & deep learning), including 
BiLSTM-CNN, BERT-CNN and RoBERTa-CNN. According to the trial results, the BiLSTM-CNN procedure 
productively identifies counterfeit internet based audits with a high accuracy of 90% whereas other 
hybrid models also perform competitively. Moreover, it BiLSTM-CNN model exhibits the most favorable 
combination of training and testing times among the evaluated models. 
 
Keywords: e-commerce, Fake Reviews, Spam Detection, Deep Learning, Transformer, BiLSTM, CNN, 
BERT, RoBERTa 
 
1. INTRODUCTION 
Individuals and businesses are progressively utilizing reviews online to assist them make purchase 
decisions as well as how to operate a business. For firms and individuals, high ratings can result in 
massive financial gains and fame. Regrettably, this presents pretenders with tremendous reasons to 
exploit the system by posting false ratings either to praise or degrade specific target items or firms. These 
groups are regarded as opinion spammers & their operations are recognized as opinion spamming. The 
problem of spam or fraudulent ratings has risen in recent years, and lots of high incidents have been 
reported in public. Even consumer sites have accumulated a huge amount of automated fraud detection 
suggestions. Furthermore, there have already been media inquiries where fake reviewers have publicly 
stated accepting funds to make artificial reviews [1]. 
There are already several user reviews published for a vast range of goods and services thanks to the swift 
growth of internet retailing. A significant pool of potential visitors relies on them to analyze the caliber of 
products or services prior making the purchase. As an outcome, based on a desire of gain or competition, 
businesses and sellers develop motives and practices to alter reviews, deliberately publishing falsified 
feedback to purposely deceive potential consumers and manipulate their risky purchasing decisions. An 
individual (known as an individual spammer) or a gang (known as a spammer group) may also be 
sponsored by makers in order to publish enhanced positive perceptions on their items or damaging 
negative reviews on that of their counterparts in order to enhance customer satisfaction and brand [2]. 
With the growth of online information today, people tend to see reviews first for the places they want to 
visit, such as restaurants, hotels, or other businesses they need or before they go and buy some product. 
Yelp is an advertising service and a forum for audience review, which individuals normally utilise to post 
some review about their business views. Statistics show that by the end of 2018, there have been more 
than 177 million reviews on the Yelp website. It is benefiting both consumers and businesses. For a 
business owner, they get free advertising from people who give a useful and positive review of their 
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business. Unfortuantely, the problem arises when a small portion of irresponsible business owners try to 
boost up their market by hiring people to create some fake reviews about their business on Yelp website. 
Two forms of spammy opinions could be identified, often referred to as fake reviews. Customers who 
write bad reviews harm the organizations. Positive reviews to encourage manufactured 
goods/enterprises to have untruthful thoughts. These evaluations are usually fake or dishonest reviews 
because they are difficult to distinguish by the readout [3]. 
 
2. LITERATURE REVIEW 
In the past literature, many deep learning techniques and hybrid deep learning models have been used for 
spam detection of Yelp product reviews. 
[4] have presented research work to inspects the influences of social interaction of reviewers' deception 
recognition at online customer reviews, in their experiment, Yelp’s product reviews dataset was gathered 
and preprocessed. Then they mined behavioral and social relations features of customers. For 
classification, the authors applied the back propagation neural network classifier for performing the 
classification of the review text into truthful or fake. 
[5] have proposed framework of significant features for deceptive review detection. Based on online Yelp 
product reviews, they carried out experiments using different supervised machine learning techniques. In 
terms of features, reviewer (personal, social, review activity, and trust) and review features (sentiment 
score) were used. 
[6] Users increasingly rely on crowd sourced information, such as reviews on Yelp and Amazon, and liked 
post sand ads on Facebook. This has lento market for black hat promotion techniques via fake (e.g., Sybil) 
and compromised accounts, and collusion networks. Existing approaches to detect such behavior relies 
mostly on supervised (or semi-supervised) learning over known (or hypothesized) attacks. They are 
unable to detect attacks missed by the operator while labeling, or when the attacker changes strategy. 
In [7], worked on restaurant reviews that are identified by Yelp’s filtering algorithm as suspicious, or fake. 
They found that nearly one out of five reviews is marked as fake by Yelp’s Algorithm. These reviews tend 
to be more extreme than other reviews and are written by reviewers with less established reputations. 
Moreover, their finding suggests that economic incentives factor heavily into the decision to commit fraud. 
Organizations are more likely to game the system when they are facing increased competition and when 
they have poor or less established reputations. 
In [8], dove down to Yelp’s secret filtering algorithm. They put a few existing research methods to the test 
and evaluated performance on the real-life Yelp data. They found the behavioral features perform very 
well, but the linguistic features are not as effective. Their analysis and experimental results shows that 
Yelp’s filtering is reasonable and its filtering algorithm seems to be correlated with abnormal spamming 
behaviors. 
In [9], They used a large set of reviews from Yelp restaurants and its filtered reviews to characterize the 
way opinion spamming operates in a commercial setting. Using time-series analysis, they found that there 
exist 10 three dominant spamming policies: early, mid and late across the various restaurant. Their 
analysis showed that the deception rating time-series for each restaurant had statistically significant 
correlations with the dynamics of truthful rating time-series indicating that spam injection may 
potentially be coordinated by the restaurants/spammers to counter the effect of unfavorable rating over 
time. 
In [10] paper, an innovative framework, titled (Net Spam) use spam feature aimed at showing analysis 
datasets as mixed material associations near configuration spam area technique hooked on plan issue 
associations. Using the significance of spam features secure well again achieves terms of special 
estimations test genuine overview datasets from Yelp and Amazon destinations. inspection that maped 
load using meiosis ideac potent identifying junk reviews and leads to a good performance. 
In [11] paper, because it is necessary to differentiate between fake and genuine reviews, binary 
classification has become a significant challenge. The Hybrid (LSTM+CNN) model employing Camem-
BERT accomplished the most excellent performance in classifying the online reviews of French with 93% 
accuracy. 
The CNN-LSTM is a model proposed by [12], this model has been applied to the different standard fake 
review datasets for analysing the fake reviews in the in-domain and cross-domain. The LSTM model is 
combined with CNN to analyze the contextual information from the texts. 
The drawback of using deep learning models is they can be used for large datasets and the doesn’t provide 
any computation parallelly. To overcome this disadvantage the transformer models have been introduced. 
Transformer models are also considered pre-trained models which are already with a huge dataset and 
also work in analysing the texts in both directions. Some of the transformer models like BERT. RoBERTa 
and DISTILBERT have been previously used in analyzing fake reviews. Among them, the RoBERTa model 
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performed well [13]. 
In [14] six different machine learning algorithms have been reviewed for the given problem statement. It 
has been concluded that the sentiment analysis method artificial intelligence and communication 
technologies 657 provides one of the most accurate results when it comes to sorting spam reviews in 
websites. The paper combines three of the best result producing models namely, GRNN, BI-LSTM and 
LSTM. 
In[15] paper, a comparative analysis of BERT, Hybrid fastText-BiLSTM, and fastText Trigram models to 
address challenges in achieving more precise sentiment predictions of fake reviews has been performed. 
Introducing fine-tuned BERT and Hybrid fastText-BiLSTM models for extensive datasets, the study 
demonstrates that the proposed fine-tuned BERT model outperforms other deep learning models and 
gives a 0.91 accuracy result. 
In[16] paper, effectively identified helpful reviews by employing three distinct approaches: a supervised 
approach (Fasttext, SVM, Bi-LSTM, CNN, RCNN), a semi-supervised approach (RCNN), and a pre-trained 
model approach (BERT and RoBERTa), using an product reviews dataset across four domains. Their 
comparative analysis revealed that among all the approaches, the RCNN model demonstrated superior 
performance. 
Furthermore, we have collected a second highlighted batch of previous research using the Yelp and other 
dataset using deep learning techniques, which has been arranged and highlighted as shown in the 
following Table 1. 
 

Table 1. Comparison of standard study approach outcomes using deep learning methods 

Ref Dataset Methods & Features Results Comments 

Li 
 et al. 
[17] 

Hotel, 
Restaurant, 
and Doctor. 

Sentence Weight Neural 
Network & Word2vec 
(Skip- gram). 

Accuracy: 79.5% 
Precision:76.1% 
Recall:89.9% F1:82.3% 

CNN outperformed LSTM in a 
mixed-domain comparison. 

Zhao 
 et al. 
[18] 

AMT 
Word Order-Preserving 
CNN & Word2vec and 
word order. 

CNN accuracy:70.02% 

CNN cannot handle lengthy 
articles. So, use the hand-
annotated method, which is 
labor-intensive. 

Wang 
  et al. 
[19] 

Yelp Chi 
dataset 

Unsupervised neural 
network model & 
Word2vec (CBOW). 
Behavioral Features. 

Accuracy: Hotel:65.4% 
Restaurant:62% 

Learning review embedding 
with encodes behavioral and 
linguistic features is 
effective. 

Zhang 
et al. 
[20] 

AMT dataset 
Deceptive 
dataset 

DRI-RCNN, Word2vec & 
Skip-gram. 

Accuracy AMT t:82.9% 
Misleading:80.8% 

For whatever reason, this 
model neglected to account 
for the behavioral aspects 
that could enhance efficiency. 

Li 
 et al. 
[21] 

Yelp NYC 
Yelp Zip 

CNN & 
Glove algorithm. 

F1-measure:85% for 
regular reviews and 
27% for fake reviews. 

They discovered that the 
quality of the customer's 
social connections 
substantially impacted 
classification accuracy. 

Yuan 
 et al. 
[22] 

Yelp NYC 
Yelp Zip 

Unsupervised model & 
Extracted Real behavior 
features 

F1 measure on 
Hotel:60% & 

Restaurant :70% 

The importance of link re-
weighting in improving 
performance. 

Cao 
 et al. 
[23] 

Hotel 
reviews 
from Trip 
Advisor 

LOF algorithm,  
Aspectrating and 
TF-IDF. 

Accuracy: 79.6% 
Precision:79% 
Recall:80.7% F1-
score:79.8 

Aspect rating performed 
nicely. Fake review 
identification could be 
extended by incorporating 
additional features. Uses a 
small number of datasets. 

 
3. METHODOLOGY 
The structure of the proposed approach in this research. There are five steps in it. The basic layout of the 
proposed detection framework is explained in Figure 1. 
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Figure 1. Framework for the proposed methodology 

 
3.1. Data collection 
To design and build an efficient and robust fake review detecting model for e-commerce product reviews 
using a popular types of machine learning models which follows the idea of modelling the probability for 
classifying fake and genuine reviews. Also provide a consensus strategy for feature extraction and text 
preprocessing. 
The dataset used in this work is consists of 30,476 reviews distributed as 15,473 Trust reviews and 
15,003 fake reviews related to different electronic products gathered from the Yelp e-commerce website 
by [24]. The resulting corpus was composed of reviews from four important cities in the USA: New York, 
San Francisco, Los Angeles, and Miami. Yelp offers the possibility of searching for category businesses in 
each city, so the scraping process is focused on the pages on which all electronic businesses from the 
different selected cities appeared as described in the below Table 2. 
 

Table 2. The size of reviews per USA city 
 
 
 
 
 
 
 
3.2. Data preprocessing 
Dataset’ and the unlabeled instances which are collected from Yelp.com and then labeled, both need to be 
pre-processed. In at this point, a number of preprocessing steps are performed on the raw data obtained 
from web scraping or other sources to improve both its quality and its compatibility with the models 
chosen [25]. This includes data cleaning tasks, which entails handling missing values, removing irrelevant 
or redundant information, and addressing irregularities or mistakes in the information. Preprocessing is 
done by performing some Natural Language Processes (NLP) such as – 1. Tokenization 2. Lowercasing 
English letters 3. Punctuation removal 4. Stop words removal 5. Stemming. In general, the goal of data 
preprocessing is to raise the quality and dependability of the information, empowering more precise and 
productive examination and displaying processes [26]. 
 
3.3. Feature Extraction 
The steps of feature extraction are enumerated in the next section. We studied in this research two 
different features selection methods, namely, Term Frequency (TF) and Term Frequency-Inverted 
Document Frequency (TF-IDF). These methods are described in the following. 
 
3.3.1. TF 
Term Frequency measures number of times a particular term t occurred in a document d. Frequency 
increases when the term has occurred  multiple times.TF is calculated by taking ratio of frequency of term 
t in document td to number of terms in that particular document d [27]. 
 
3.3.2. IDF 
One of the main characteristics of IDF is it weights down the term frequency while scaling up the rare 
ones. For example, words such as “the” and “then” often appear in the text, and if we only use TF, terms 
such as these will dominate the frequency count. However, using IDF scales down the impact of these 
terms [28]. 
 
3.3.3. TF-IDF 
The Term Frequency-Inverted Document Frequency (TF-IDF) is a weighting metric often used in 
information retrieval and natural language processing. Pre-processing is performed before starting the 

City Name Fake Reviews   Trusted Reviews 

Los Angeles 6270 6009 
Miami   1696 1767 

   New York 3865 3979 
San Francisco   3642 3248 
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process of the TF–IDF algorithm. The following is the architecture of this statistical measure: 
i) After the pre-handling step, tokenization is performed on the sentences rather than words. Then, at that 
point, the weight esteem is appointed to each word. 
ii) Then, the calculation of word frequency is done. 
iii) In this step, TF (Term Frequency) is calculated using the formula in the equation (1). 

TF(w)d =  
nw (d)

 d 
     (1) 

iv) After that, a table is created for the frequency of every word in every sentence. 
v) Then, IDF (Inverse Document Frequency) is calculated by equation (2). 

IDF(w)d = 1 + log  
 D 

  d ∶ D w ∈d  
  (2) 

vi) TF-IDF is calculated by multiplying the value of equation (1) and equation (2). 
TF. IDF = TF(w)d × IDF(w)D     (3) 
vii) In these means, the typical score of all words is determined to find the edge esteem. At long last, those 
words are chosen in which relating score is higher than the edge esteem. 
 
3.4. Classifiers models 
Depending on our needs and our data in this study, we will use popular transformer models like BiLSTM, 
and many hybrid models to get high perform competitively in this research, such as: BiLSTM-CNN, BERT-
CNN and RoBERTa-CNN. 
 
3.4.1. Bi-LSTM 
BiLSTM is a modification of the LSTM architecture for training in both positive and negative time 
directions. In other words, it is an improved version of the LSTM model where the input can be scanned 
simultaneously, both sequentially and in reverse order [29]. BiLSTM has two parallel layers spreading in 
two directions, forward and backward [30]. The final output of such a network will be the combination of 
the output of these two layers. 
 
3.4.2. CNN 
Convolutional Neural Network (CNN) was introduced by LeCun et al. [31] in 1999 to detect basic objects 
with substantial variability and is among the most significant approaches for deep learning. CNN is a 
feedforward artificial neural network for feature extraction and classification, among other applications. 
CNN is intended to be a feature extraction method in this study. CNNs have engaged in a variety of 
applications in the field of image processing, and more recently, they have also been utilized in the field of 
data classification. 
 
3.4.3. BERT 
BERT is an architecture for a deep neural network that can understand the contextual links between 
words in a sentence by being pre-trained on a significant amount of unlabelled text input [32]. BERT is 
designed to be bidirectional, meaning it can process both the left and proper contexts of a word, unlike 
previous language models that only processed one direction. In addition to that, it makes use of a 
transformer architecture, which is a self-attention mechanism [33]. 
 
3.4.4. RoBERTa 
RoBERTa – The Robustly Optimized BERT Approach (RoBERTa) model was introduced in 2019 and is 
based on the BERT (Bidirectional Encoder Representations from Transformers) architecture but was 
trained on a much larger corpus of data than BERT, with an extended training duration and improved 
training techniques. This allows RoBERTa to better capture complex relationships and patterns in natural 
language text, resulting in improved performance on a wide range of NLP tasks, including fake news 
classification [33]. 
 
3.4.5. BiLSTM-CNN 
BiLSTM architecture used to obtain the hierarchical features that help us to extract intricate patterns of 
the time series characteristics, aiming to improve the effectiveness of the system [34-35]. CNN layers 
obtain features convolved relation among the initial hand-crafted features data in this system, while 
BiLSTMs predict sequences. In contrast to existing methods for converting time series to images, our 
model employs only the original raw data. A CNN’s layers are generated using kernels that iteratively 
process two-dimensional sequences. 
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3.4.6. BERT-CNN 
For the purpose of spam review detection, the BERT-CNN model combines BERT, a cutting-edge 
transformer-based architecture, with convolutional neural networks (CNNs). BERT succeeds at catching 
contextualized portrayals of text by utilizing bidirectional self-consideration components [36]. By 
consolidating BERT with CNNs, the model can actually encode the semantics of audits and catch 
neighborhood includes all the while. This mixture engineering empowers the BERT-CNN model to 
accomplish prevalent execution in recognizing false or misleading audits by utilizing both worldwide 
logical data and neighborhood designs in the survey text [37]. 
 
3.4.7. RoBERTa-CNN 
TheRoBERTa-CNN model combines the power of the RoBERTa transformer-based architecture with 
convolutional neural networks (CNNs) for spam review detection tasks. RoBERTa, a variant of BERT 
model that employs a robust pre-training approach to learn deep contextualized representations of 
review text. By incorporating CNNs into the architecture, the model can further enhance its ability to 
capture local features and patterns in reviews content [38]. The RoBERTa-CNN model leverages the 
strengths of both architectures to effectively encode textual information and identify deceptive reviews 
with high accuracy and efficiency. The description of this model parameters and their values are given as 
follows. 
 
4. EXPERIMENTAL RESULTS 
In the context of Yelp's product reviews dataset, our experiment explores the application of deep learning 
with the purpose of identifying fraudulent reviews. This subsection focuses on assessing the performance 
of several deep learning models, encompassing hybrid approaches that blend the advantages of many 
architectures, as well as both conventional architectures and cutting-edge transformer-based models. 
This subsection also presents our analysis for the BiLSTM (Bidirectional Long Short-Term Memory) and 
BiLSTM-CNN (Convolutional Neural Network) models for fake reviews detection. These models are 
carefully examined for their classification metrics, providing important information on how well they can 
distinguish between real and fake reviews. These models are meticulously scrutinized for their 
classification metrics, offering crucial insights into their effectiveness in discerning authentic reviews from 
fraudulent ones. By harnessing the power of sequential learning and convolutional operations, these 
models aim to capture intricate patterns within the textual data, thereby enhancing their ability to detect 
deceptive reviews. 
Furthermore, our investigation extends to include the hybrid BERT-CNN and RoBERTa-CNN models, 
representing cutting-edge advancements in Natural Language Processing (NLP). These transformer-based 
models leverage pre-trained language representations to imbue a deeper understanding of semantic 
nuances within the review text, empowering them to excel in the task of fake review detection. Their 
attention mechanisms allow them to focus on the most informative parts of the text, thereby improving 
accuracy. In addition to these standalone architectures, we explore hybrid models that combine elements 
from different architectures. These hybrid models leverage the strengths of both traditional and 
transformer-based approaches, aiming to achieve superior performance in fake review detection tasks. 
For the purpose of evaluating these algorithms, the precision, specificity, sensitivity, F1-score, and 
accuracy performance metrics were chosen. The confusion matrix measure has been used to calculate all 
of these metrics. 
 
4.1. Performance Evaluation 
The following evaluation metrics, which are expressed and detailed in the equations numbered (4) to (8), 
have been used to evaluate each of the hybrid models (deep learning & transformer-based) utilized in our 
proposed methods for the classification tasks of spam/fake and non-spam/truthful. 
Precision=TP  TPFP        (4) 
Specificity = TN  TNFP         (5) 
Sensitivity (Recall) =TP TPFN        (6) 
Accuracy=TPTNTPFPFNTN           (7) 
F1-score=2PRPR        (8) 
Whereas, 
• Precision: it is calculated by dividing the total number of positive class values predicted by the number 

of positive predictions. 
• Specificity: it is commonly employed to calculate the total number of real negative samples (spam 

reviews) that were classified and predicted correctly. 
• Sensitivity (Recall): it is calculated by taking the number of positive class values in the test data and 
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dividing it by the number of positive predictions. 
• Accuracy: it is defined as the degree to which a quantity or expression is accurate. 
• F1-score: it stands for striking a balance between recall and precision. 
 
4.2. The results of experiment 
This subsection presents the testing results of diverse deep learning models applied to the task of fake 
review detection using Yelp's product reviews dataset. We analyze the performance metrics of each 
model, including traditional architectures like BiLSTM and BiLSTM-CNN, along with state-of-the-art 
transformer-based models such as BERT-CNN and RoBERTa-CNN. Furthermore, hybrid approaches that 
blend the strengths of different architectures are examined. 
Through this comprehensive evaluation, we aim to elucidate the effectiveness of these models in 
discerning genuine reviews from deceptive ones, thereby contributing valuable insights to fortify the 
trustworthiness of online review platforms. Tabel 3 summarizes the testing classification results of hybrid 
deep learning and transformers models for fake reviews detection based on Yelp product reviews dataset. 
 

Table 3. Testing results of the independent transformers & hybrid models 
Model Name Precision Recall Specificity F1-score Accuracy AUC 

BiLSTM-CNN 0.9113 0.8864 0.9060 0.8987 0.900 0.900 
BiLSTM 0.9110 0.8854 0.9057 0.8980 0.900 0.900 
BERT-CNN 0.8298 0.8952 0.8269 0.8613 0.860 0.860 
RoBERTa-CNN 0.8661 0.8377 0.8779 0.8517 0.8584 0.860 

 
The experimental results underscore the BiLSTM-CNN model's remarkable efficacy in detecting fake 
reviews within the Yelp product reviews dataset. Boasting a precision of 0.9113, recall of 0.8864, and 
accuracy of 0.900, the BiLSTM-CNN model exhibits formidable classification metrics, attesting to its 
adeptness in discerning deceptive reviews. 
The accompanying Figure 2 and 3, elucidate the model's performance through visual representations 
including the confusion matrix, performance plot, precision-recall curves and AUC. These graphical 
depictions offer nuanced insights into the model's ability to accurately classify reviews, highlighting its 
robustness and potential for enhancing the integrity of online review platforms. 
 

 
 

Figure 2.Confusion matrix, precision-recall curve and AUC, training and validation accuracies, validation 
and training losses of the BiLSTM-CNN model 

 

 

 

 

 

 

 

 

 

     

(b) Precision-Recall Curves and AUC 

          (c)  Training and validation accuracies          (d) Validation and training 

losses 

(a) Confusion matrix 
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Figure 3.Confusion matrix, precision-recall curve and AUC, training and validation accuracies, validation 

and training losses of the BiLSTM model 
 

The BiLSTM-CNN model stands out as the most effective in this context, likely due to the combination of 
BiLSTM's ability to capture long-range dependencies in text and CNN's strength in detecting local features. 
On the other hand, BERT-CNN and RoBERTa-CNN, which combine powerful pre-trained transformer-
based models (BERT and RoBERTa) with CNN, also show competitive performance. Their effectiveness 
can be attributed to their contextual embeddings, which are known for capturing semantic meaning at a 
deep level, but the BiLSTM-CNN model might have an edge in handling the specific characteristics of fake 
reviews. 
 
4.3. The results discussion of experiment 
In the context of this experiment, which aims to detect fake reviews using deep learning models and 
transformer architectures applied to the Yelp product reviews dataset, the computational efficiency of 
these models during both training and testing phases is a crucial factor. Understanding the training and 
testing times provides valuable insights into the scalability and practical usability of these models in real-
world scenarios. The duration of training varies among different models, with the BiLSTM model 
requiring approximately 264 seconds per epoch, followed by BiLSTM-CNN at around 138 to 154 seconds 
per epoch. 
Conversely, the RoBERTa-CNN and BERT-CNN models exhibit longer training times, ranging from 218 to 
285 seconds per epoch. In contrast, testing times are relatively shorter across all models, with BiLSTM, 
BiLSTM-CNN, RoBERTa-CNN, and BERT-CNN taking approximately 18, 11, 24, and 26 seconds, 
respectively, to process the test data. These disparities in training and testing times underscore the trade-
offs between model complexity, computational resources, and performance metrics, emphasizing the 
importance of selecting the most suitable model for a given task. 
Based on the provided results, it appears that the BiLSTM-CNN model exhibits the most favorable 
combination of training and testing times among the evaluated models. While it has achieved the highest 
classification performance, its efficiency in both training and testing phases makes it a compelling choice, 
especially in scenarios where computational resources are limited or efficiency is a priority. Therefore, 
considering both performance metrics and resource constraints, the BiLSTM-CNN model emerges as a 
strong contender for the best model in this context. Table 4 display the training and testing times for each 
model used in this experiment. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 
 

     

(b) Precision-recall curves and AUC 

          (c)  Training and validation accuracies          (d) Validation and training 

losses 

(a) Confusion matrix 
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Table 4. Training and testing times for each model used 
 
 
 
 
 
 

 
Table 4 presents the average training and testing times for each model over five epochs. The BiLSTM 
model shows an average training time of 264 seconds and an average testing time of 18 seconds. Similarly, 
the BiLSTM-CNN model exhibits an average training time of 142.8 seconds and an average testing time of 
11 seconds.  Figure 4 visualizes the training and testing times for each model used in this study. 
 

 
Figure 4. Visualization of training and testing times for each model 

 
For the RoBERTa-CNN model, the average training time is 218.8 seconds, with an average testing time of 
24 seconds. Lastly, the BERT-CNN model has an average training time of 230.2 seconds and an average 
testing time of 26 seconds. 
 
4.4. Comparative Analysis 
By conducting this comparative analysis using the same dataset and accuracy metric, we aim to provide a 
rigorous evaluation of our proposed models. This approach not only highlights the advancements 
achieved by our methods but also allows for a direct comparison with existing models. The insights gained 
from this analysis contribute to the broader understanding of how hybrid deep learning models can be 
effectively utilized for spam review detection, ultimately enhancing the reliability and credibility of online 
review systems. Table 5 demonstrates an comparative analysis based on the same datasets and accuracy 
metric. 

 
Table 5. A comparative analysis between the results of the proposed models and existing 

 ones usingaccuracy and same datasets 

Paper Id Dataset 
Features 
Extraction 

Feature type Model Results 

Barbado et al. 
[39] 

Yelp 
reviews 
dataset 

TF-IDF 

-Textual (Review 
centric features) 
-Behavioral (Reviewer 
centric features) 

RF 
60% 
 
81% 

Al-Adhaileh et 
al. [40] 

Yelp 
reviews 
dataset 

Word2Vec 
Textual (Review 
centric features) 

CNN 
BiLSTM 

84% 
85% 

Mohawesh et al. 
[41] 

Yelp 
reviews 
dataset 

RoBERTa 
word 
embedding 

Textual (Review 
centric features) 

RoBERTa 70.2% 

Our Study 
Yelp 
reviews 
dataset 

TF-IDF 
Textual (Review 
centric features) 

CNN-BiLSTM 
BiLSTM 

90% 
90% 

 
Table 5 cited above presents a comprehensive comparative analysis of the results obtained by our 
proposed models and those from existing studies, using the same datasets and accuracy as the evaluation 

Model Average Training Time(s) Average Testing Time(s) 
BiLSTM-CNN 142.8 11 
BiLSTM 264 18 
RoBERTa-CNN      218.8 24 
BERT-CNN       230.2 26 
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metric. This table includes references to various studies, the datasets used for evaluation Yelp reviews 
dataset, the feature extraction methods employed (such as TF-IDF, Word2Vec, and various word 
embedding techniques), the nature of the features (textual or behavioral), the transformer and deep 
learning models applied, and the accuracy achieved by each model. 
CNN-BiLSTM model achieved 90% accuracy on the Yelp reviews dataset, and the BiLSTM model also 
achieved 90% accuracy on the same reviews dataset. Moreover, based on the provided results, the 
BiLSTM-CNN model exhibits the most favorable combination of training and testing times among the 
evaluated models. In summary, our study integrates advanced feature extraction techniques and hybrid 
model architectures, leading to significant improvements in accuracy for spam review detection compared 
to existing studies. The use of dual datasets for evaluation further strengthens the validity and 
applicability of our findings across different types of review data. 
 
5.   CONCLUSION 
This examination incorporates the testing results and their conversation of various trials completed for 
counterfeit surveys location utilizing profound learning and cross breed transformer-put together models 
with respect to web based business spaces item audits datasets gathered from Yelp. Using Yelp datasets, it 
presents the confusion matrix for each model as well as the outcomes of evaluation metrics like accuracy, 
precision, recall, AUC, and F1-score. Additionally, a comparison of each deep learning and transformer 
model's learning time is provided. It contains performance plots and diagrams derived from each 
experiment.Overall, the results show that transformer architectures have the potential to solve the 
problem of online platforms detecting fake reviews. By utilizing progressed procedures for handling 
literary information, transformer-based models offer a promising outcomes for working on the 
dependability and unwavering quality of client produced content in web-based networks. 
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